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Abstract—In the Internet of Everything (IoE) scenarios, the
extensive deployment of devices may result in more stringent
power and communication needs. Within this context, we uti-
lize the reconfigurable intelligent surface (RIS) to support the
simultaneous wireless information and power transfer (SWIPT)
system, whereby the stable transmission of energy and informa-
tion services can be guaranteed. Specifically, we construct the
system model through electromagnetics (EM), which is based on
the scattering-parameter (S-parameter) analysis, for revealing the
crucial factors of the practical hardware. Relying on the model,
the energy-efficient (EE) maximization problem constrained to
the quality of services (QoS) is proposed for the users with the
framework of co-located receiver (Rx). However, the problem
is more intractable due to the introduced channel model. To
resolve it, we propose an effective optimization scheme. First, the
Neuman series approximation method is adopted to deconstruct
the EM transfer model. Then the reformed problem, which
includes the variables (i.e., the PS ratio, the active beamformer,
and the reflection-coefficient matrix), can be addressed through
the strategy of alternative optimization (AO). Further, the inner
convex approximation (INCA) scheme and Dinkelbach’s algo-
rithm are applied to tackle each sub-problem. In the numerical
simulation, we demonstrate that the array configuration can
influence not only the hardware properties of RIS but also the
EE performance of the whole system. What’s more, the proposed
scheme performs better for the tightly-coupled RIS owing to the
awareness of the mutual-coupling (MC) effect.

Index Terms—S-parameter analysis, mutual coupling, recon-
figurable intelligent surface, simultaneous wireless information
and power transfer, and energy efficiency.

I. INTRODUCTION

HE idea of the Internet of Everything (IoE) expands

on the principles of the Internet of Things (IoT) by
embracing a larger network of interconnected devices, entities,
and individuals. Through the extensive network of sensors, ac-
tuators, and processers, the autonomous decisions of ordinary
objects could be feasible [1]. Nevertheless, due to uncountable
access devices, it brings a tough issue to power massive nodes
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simultaneously [2]. During deployment, the work of manual
inspection and maintenance may be burdensome, particularly
for conventional techniques (i.e., battery supply and cable
supply). Therefore, innovating the energy-supply approach is
urgent to promote the wider usage of IoE.

Using the existing electromagnetic (EM) energy is more
flexible and feasible for IoE-based scenarios, as data are
continually being sent between devices via EM waves. There-
fore, simultaneous wireless information and power transfer
(SWIPT) technology, which incorporates wireless information
transfer (WIT) and wireless power transfer (WPT), can be
implemented to achieve the dual goals of IoT devices [3].
Regardless of the scenarios, the forms of SWIPT users can
be divided into two categories, the colocated and the sepa-
rated. Particularly, their main difference revolves around the
necessity for both information demodulation (ID) and energy
harvesting (EH) to be satisfied simultaneously [4]. When these
needs are required simultaneously, namely colocated form,
the splitting schemes should be deployed to divide the two
streams. Additionally, many conditions might influence the
choice of the splitting techniques, such as power splitting (PS),
time switching (TS), and polarization separation [5].

Despite having a broad application prospect, the SWIPT
system has strict criteria for channel quality. In particular, the
harvested power typically ranges under milliwatts (mW), even
when line of sight (LoS) channels exist [6]. As a result, the
situation of inadequate harvested power is even worse under
conditions without LoS transfer. Fortunately, a reconfigurable
intelligent surface (RIS), which offers channel controllability,
has been demonstrated as a potential solution for guaranteeing
the stable transmission of SWIPT. [4]. Typically, RIS is an
array with numerous state-controlled elements. In detail, their
reflection coefficients can be regulated by the varactor diodes
or PIN diodes [7]. This is where RIS’s functionality originates.
During the system design, the factors (e.g., element design and
array configuration) that influence the reflection performance
of RIS must be carefully considered [8]. This means the
modeling of RIS should be reasonable. Particularly, utilizing
typical approaches of the EM analysis is feasible. In the next
subsection, the efforts related to EM-based models and RIS-
assisted-SWIPT networks are presented.

A. Related Works

1) End-to-end communication system based on EM theory:
Since the multiple-input multiple-output (MIMO) network was
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proposed, the physical characteristics of the array designs
have been recognized as the non-negligible components of
the system design. There are several representative instances.
Particularly, the MIMO transfer model, including the mutually-
coupled array, matching network, and amplifier, is intro-
duced for exposing the impacts of hardware on capacity [9].
Specifically, the EM analysis relying on scattering parame-
ters (S-parameters) is adopted. The results demonstrate that
the capacity is distinct between the ideal (i.e., no hardware
features) and the non-ideal situations. Moreover, the system
models constructed on frequency-dependent impedances are
proposed to analyze the effects of physical antennas [10].
The simulation further illustrates that the achievable rate is
directly influenced by the distinct array configurations (parallel
or co-linear). Besides, the practical performance evaluation,
considering non-ideal factors caused by mutual coupling (MC)
of the transceiver, is conducted in a holographic MIMO system
[11]. It shows that compact arrays distort not only the patterns
and radiation efficiency but also the channel capacity.

2) EM modeling of RIS: Compared to the array in a MIMO
system, the RIS may incorporate more elements to achieve
better performance owing to its passivity. Furthermore, the RIS
units have more flexible configurations and control strategies.
These facts explain that it is impractical to oversimplify
the RIS model during the construction of the system [12].
Indeed, several works have considered these non-negligible
factors in the theoretical research. Particularly, the amplitudes
and phase shifts of the reflection coefficients are remodeled
from the EM perspective [13]. As a result, the position and
orientation of RIS are taken into account as important fac-
tors during the system optimization. Besides, the impedance-
matrix-based approach, which depends on the EM calculation
of the dipole configuration, is introduced to define the RIS-
based communication system [14]. The results indicate that
the MC effect of RIS cannot be disregarded. Additionally, the
modified RIS model, taking into account the carrier frequency,
characteristics of the incident wave, and the MC effect, is
presented from the EM perspective [15]. Particularly, it reveals
that the amplitudes and phase shifts are coupled and may
bring huge challenges for optimization. Following the similar
consideration, the method-of-moments (MoM) based approach
is adopted to model the arbitrary-configuration RIS [16]. The
numerical results show that the offered modeling method
outperforms the normally-utilized simplified model.

3) RIS-aided communication system: Numerous studies
regarding RIS-integrated communication systems have been
conducted for a while. Typically, the scenarios include het-
erogeneous hetworks [17], backscatter communication [18],
and emergency communication [19]. Specifically, RIS pro-
vides more critical performance benefits by enhancing the
channel quality of SWIPT. In detail, the related works are
distinct in the network architectures (i.e., MIMO [20], [21]
and MISO [4]), structures of the user (i.e., colocated [4]
and separated [20]), and objective formulations (i.e., sum-rate
maximization [20], total transmitting-power minimization [21]
and harvested-power maximization [22]). Regardless of the
manner in which RIS-assisted-SWIPT systems are developed,
the rectifying circuit is the critical hardware that needs to

be analyzed carefully. Particularly, its prominent indicator
is the rectifying efficiency, which represents the conversion
capability from the radio-frequency (RF) power to the direct-
current (DC) power and is impacted by many factors (i.e.,
characteristics of rectifier diode and waveforms). With the
consideration of these physical properties, the fitting model
[4] and analytical model based on waveform design [23] are
introduced in the network.

B. Motivation and Contributions

With the idea of expressing the physical features, this paper
aims to construct an end-to-end communication model based
on EM theory. According to [24], the proposed model is
further extended and the physical properties are presented
explicitly. Specifically, this model serves as a bridge between
theoretical analysis and hardware design. Then we propose
an effective solution scheme for a hardware-feature awareness
problem based on the model. The main contributions are
summarized as the following items:

e Unlike the impedance-transfer model [14], the S-
parameter-based theory is employed to construct the
entire system model, which is not constrained by the
particular configuration of the antenna and thus is more
general. With this model, the crucial physical character-
istics of the main EM devices and their load circuits are
presented. Additionally, the S-parameter-based system is
easier for further extensions, which include but are not
limited to the power amplifier and the matching circuit.

o With the introduction of the end-to-end model, the EE
maximization problem becomes more challenging under
the RIS-assisted-SWIPT network scenario. Particularly,
the inverse form of the channel causes the problem cannot
be solved directly. To further simplify it, we present the
Neuman series approximation. Then, the problem can be
transformed into successive approximated problems and
the iteration-based method can be applied to resolve them.

o Although the problem can be simplified through the
above strategy, the approximated problems of each iter-
ation are still non-convex issues, which include several
coupled variables. Therefore, we utilize the alternative
optimization (AQO) approach to separate them. During the
solution procedure of each subproblem, the approach of
the inner convex approximation (INCA) and Dinkelbach’s
algorithm are adopted to convert it into a convex form.

e In the numerical simulation, we analyze the relation-
ship between EE indicators and QoS requirements. The
convergence behaviors are also presented to show the
effectiveness of the proposed optimization scheme. To
illustrate the practicality of the model, we design an RIS
and import its S-parameter into the model. The impact
of its physical characteristics on the EE performance
is shown. Particularly, the results demonstrate that the
configurations of RIS, especially the accompanying MC
effect, have a direct impact on the system performance.

C. Organization and Notations
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The paper is organized as follows. Section II presents the
EM-based end-to-end system model, which is extended from
the S-parameter theory. Through the model, the EE maximiza-
tion problem of the network is proposed. In Section III, an
algorithm scheme with the Neuman series approximation is
utilized to address the problem. Section IV shows the ratio-
nality of the model and the effectiveness of the optimization
strategy. What is more, several performance comparisons of
the network are carried out through the actual EM entities.

Matrices and vectors are denoted as boldface letters a and
A, while scalars are presented by a. Besides, |a| denotes the
norm of a. ||al|2 represents the Euclidean norm of the vector
a. Furthermore, the spectral norm, the Hermitian conjugate
transpose, the transpose, the trace and the rank of the matrix
A can be denoted as ||A], AH, AT, Tr(A) and Rank(A).
A[z,y] represents the element at the x;, row and the yp
column. Additionally, the positive semidefinite matrix is ex-
pressed A > 0. R™*™ C™*™ are the set of nxm real matrices
and complex matrices. The special matrices Oy xn and Iy
denote N x N the all-zero matrix and identity matrix.

II. END-TO-END COMMUNICATION MODEL AND PROBLEM
FORMULATION

A. End-to-end Communication Model

The S-parameter is utilized to present the relationship (i.e.,
end-to-end communication model Hpop) between the voltages
of the transmitter (Tx) and receiver (Rx). Indeed, the S-
parameter can describe any type of RF system with concise
form, b = Sa, where b and a are the reflection and incident
waves attached to the system. With the idea of the S-parameter,
the RIS-assisted communication system can be seen as a huge
N-port network. Then considering the load or source matching
effects of all the end (i.e., Tx, Rx or RIS), the Hgog can be
achieved by [24, section III]. Its specific form is

Hpop = (Trr +I)SG™!
x I+ (Ts+1) (Srr(I—TsSrr) ), (D)

where I'r 1, and I'g denote the reflection-coefficient matrices

of the Rx load and the Tx source. Particularly, they are diago-
nal matrices, whose elements are the reflection coefficients of
the units at the Rx and Tx. Moreover, Sy is the S-parameter
matrix of the Tx array. All the inverse operations can be
guaranteed in the practical engineering design. Besides, S and
G are presented as

The matrices similar to Sap, where A, B € {T, R, I}, are
the transmission matrices between the end A and end B.
Accordingly, the dimension of the matrix is V4 X Np, where
N4 and Np are the numbers of units at the end A and end B.
Moreover, the matrices with the form of S 44 denote the S-
parameter matrices of the arrays in various ends. Specifically,
© is the reflection coefficient matrix of the RIS. It is worth
mentioning that equations (2) and (3) are under the assumption
without the S, Syg, and St due to their negligible values
[9]. Further, we can achieve (4), where T =1 —TI'r Sgrr,
by adopting the inverse of the block matrix.

Base
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Fig. 1: The RIS-enhanced-SWIPT system.

Then, inserting (2) and (4) into (1), the end-to-end channel
model is shown as

Hpor = QSrrP + QS (071 = Si1) 7 'SP, (5)

in which, the shorthand notations are presented as Q =
(Cr+I)I-SgrrTr ) ! and P = (I+Syr)~!. Compared
to the common-adopted cascaded channel model for the RIS-
assisted network, (5) includes not only the transfer components
Skrr, S, and Sgy, which contain the random transmission
items, but also the main hardware features of all the ends.
Particularly, the mismatching impacts and MC effects of the
devices are described through the S-parameter matrices S4 4
and reflection coefficient matrices. Indeed, Hgop brings a
chance to analyze the system through the practical hardware.
Furthermore, its generality makes it compatible with any type
of antenna or reflection configuration.

Str O 0 B. problem Formulation
S=|Smr S 0 |, 2 Relying on the model, this paper constructs a RIS-assisted
Srr Srr Srr SWIPT network with MISO downlink as in Fig. 1. There are
N > 1 antennas at the Tx and the Rx adopts a single antenna.
I—-TsSrr 0 0 Besides, the RIS is introduced to enhance the transfer quality
G= —OS;r I-68; 0 ) of the SWIPT. In this scenario, the load reflection coefficients
~IrrSrr —TrirSrr I-TrirSrr of the RIS are assumed to be configured through the varactors
(I — FsSTT)_l 0 0
G l= (I—@S[[)il@SIT(I—FSsTT)il (1—6511)71 0 . @)

Tﬁll_‘RyL(SRT + SR[(I — @S][)71®S[T)(I - I‘SsTT)il

TﬁlI‘R_’LSR[(I - @S]])il r]:‘i1
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[25], thus they have continuously adjustable levels. Partic-
ularly, the users have colocated forms with dual demands.
For separating the ID and EH streams received by them, we
utilize the PS scheme. Moreover, the set Ny = {1,..., Ny}
is adopted to include all the users. Then adding the active
beamforming items, the received signal is presented by

Ny
yi = hi(©) <Z Wﬂi) + ni, (6)
i=1

where w; € CV7*! is the beamforming vector for the i user.
In detail, z; is the variable following Gaussian random dis-
tribution, namely, x; ~ CA(0,1). Moreover, n; ~ CN(0,0?)
represents the noise of the antenna with the zero mean and o2
variance. Besides, h; € C'*NT comes from

h;(©) = spr; +8prri(©® " —Si1) 'St (7N

in which we assume the matching conditions of the Tx
antennas, Rx antennas, and Rx loads are perfect. Besides,
the MC effects of the Tx array can be ignored owing to its
sufficient element spacing. With the above assumptions, we
can make Q =T and P =1 in (5), thus (7) can be achieved.

Moreover, the PS-based user has the splitting ratios 0 <
pi < 1 for the ID streams and 1 — p; for the EH streams.
Then we can define the signal for ID as

Ny
Yi = \/Pi (hi(Q) (Z Wﬁi) + ﬂz) + ug, ®)

i=1
where u; denotes the signal processing noise with zero mean
and 07 variance at the ID components. Particularly u; ~
CN(0,62). With (8), we can further define the signal-to-
interference plus noise ratio (SINR) of each user as

pilhi (@) w;|*
w; (Wiapia@) = Nu | 2 ‘ 2 9"
Pi Zl;éi lhi(@)wi|” + piof + 6

Similarly, the received power is written as follows.

©))

Ny
Pryi (Wi, pi, ©) = (1 — pi)hy(©) (Z WiWZH> h;(©)".
=1 (10)

Furthermore, (10) is the received RF power, which should be
rectified to the DC power for supplying the electric equipment
of the Rxs. During rectification, the non-linearity of diodes
should be considered. Therefore, given the required DC power
P](D%)) ,» We can achieve its corresponding RF power E; by the
following non-linear fitting model.

Ei(PY)) = 0 — LR ( P§,i (I +exp(rigi)) 1) ,
’ K PJ(JC),i exp(ki0:i) + Pp.i

1D
where g; and x; denote the parameters of the rectifying circuit.
Moreover, Pp ; represents the maximum DC power.
The sum rate of the users and the overall consumption of
energy are both considered as vital items in this paper. In order
to balance them, we introduce the EE indicator as

P(Wi7pia®) ’

where rate is set as R; (w;, p;, ©) = log,(14+w; (W;, pi, ©)).
Moreover, P (w;, p;, ®) is the dissipated power of the whole
system. Its specific expression can be written as follows.

NU NU
i=1 i=1
(13)

In the above equation, Zi"l ||wl||3 is the total transmitting
power. P, = P.+ N;Pr denotes the basic power consumption,
where P, and P; are the energy dissipation of the front-end
devices at the Tx and the RIS element. S(Zi\[:Ul R; (wy, pi, ©))
is a rate-dependent item, which denotes the dissipation of the
signal-processing energy. ¢ represents the ratio of the power
usage per unit data rate.

We then take into account an EE maximization problem
based on the mentioned settings. Particularly, the form of the
optimization problem is presented as the following Py.

Py :{ max }EE (Wi, pi, ©) (14a)
Wi,Pis
Ny

st Y will < Paax, (14b)
=1

R ;

w; (Wiapi7 @) 2 27 - 17V’La (14’0)
Prr,i (wi, i, ©) > Ei(PSY,), Y6, (14d)
0<p; <1,Vi, (14e)
1®p )| < 1,Vn. (14f)

In (14b), Pyax is the maximal power constraint for the
Tx. (14c) and (14d) are the guarantees of the user’s QoS,
respectively. As for (14c), the data-rate requirement of the
user is denoted as RgD). (14d) is the power-supply demand.
The range of the PS ratio is presented in (14e). Concerning
the RIS, the reflection coefficients of the diagonal elements
are constrained in (14f). Nevertheless, the problem P is
a non-convex problem, which cannot be optimized directly.
Specifically, the inverse form of the channel model (7) renders
the problem more intractable.

III. SOLUTION APPROACH

In this section, we propose the optimization scheme for
handling the problem Py. In particular, the problem is broken
down into a series of simplified problems by introducing
the Neuman series approximation. Then the the inner AO
approach is applied to resolve the subproblems based on
different variables.

A. Neuman Series Approximation

The model adopted in this paper is derived from S-parameter
analysis and has the inverse form, which adds complexity to
the problem. For conducting the subsequent optimization, we
first introduce the Neuman series approximation proposed in
[26]. Particularly, we can add a variable D with initial fixed
O to replace the existed @ in (7).

h;(D) = sgrri +sr(©Y —S;+D)'Sipy,

-1

15)

Authorized licensed use limited to: University College London. Downloaded on January 15,2024 at 20:22:28 UTC from IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/J10T.2023.3347623

where D is presented as diag (Aq,---,Ap,). Furthermore,
according to (15), we can mlake an equivalent transformation
for the item G(D) = (©©)" —S;; + D)~!

g(D)
= {I — (—(@(0)71 - S[[)_lD)}71 (@(0)71 - SII)

-1

(16)
+00 . -1 n 1 -1
:;_:0(_(@(0) —Su) D) ((9(0) —SII> ,

17)

Theorem 1: When the norms of the elements in the diagonal
matrix D are sufficiently small, the equation (17) can be
approximated as follows.

-1 1 —1

GD)~ (1-(©“" ~5,)7'D) (6" ~5//)

(18)

Proof: See Appendlx A.

In (18), ((9(0) —S;7)~tis fixed, thus the inverse item in
(15) is transformed into a solvable form. However, since there
is a strict constraint for ensuring accuracy, the optimization
for D cannot be achieved in one step. Indeed, we can con-
struct an iteration-based scheme with variable D), where the
superscript j denotes the j turn for the problem P.

Through (18), we can further approximate the j* channel
model during the optimization

where the introduced shorthand notations can be presented
as gﬁ” = Sgpr,i + Smr,z‘(@(j_lr1 — Sr1) 7St ZZ(-J) =
—SRI,i(@(j_1)71 - S[[)_l, and Egj) (@<j—1)71

S7r)"'Sy7.. After each solution, the optimized D)™ will
be passed into @) = @G-V 4+ D@ for building the

new @), Furthermore, the problem of the j** iteration can
be written as

ng) : max EE (w(]),pgj),D(j)) (20a)
{WEJ’)7PEJ’)7D(J')}

st (w§j>,p§j>,D<J’>) >of” _ 1 v (20b)

Par (w0, DO) = Ei(PR,), ¥, 00)

‘(@U‘*”_1 + D)L | <19, (20d)

AP < ¢, Vn. (20¢)

(14b), (14e)

Although the problem ng ) has a similar structure to the
problem P, the constraints (20d) and (20e) have significant
difference owing to the introduced approximation. Particularly,
the accuracy guarantee of (20e) comes from (18). Moreover,
(20d) makes sure that the physical limit |®U)[n nl < 1,Vn,
is satisfied. However, the term ((9(3 n-t + D))~ still has
an inverse form. As ®@U~1"" and DU both are diagonal
matrices, we can achieve equivalent constraint without the
inverse for (20d) as follows.

@U-v7 D), | > 1,7, 21

Algorithm 1 Proposed scheme based on the AO scheme and
the Neuman series approximation

Initialize: ¢;.1q1, €40;

1: Setj=1,k=1 00
EE® = 0;

2: while Bioiai = totar do
3 Using (19) for obtaining the updated channel model,;
4 Set DU (k—1)=0, Bao > a0, EE(0) =0
5: while Bap > 40 do
6: Solving the subproblem of {w(j)(k;) (J)(k)},
7
8
9

’ D(l)(o) = 0, Btotal > Etotals

Solving the subproblem of {D)(k)};
Set Bao = EE (k) — EE (k — 1);
: Update k =k + 1;
10: end while -
11:  Return {WZ(]) (k), p (k:),D(j)*(k:)};
122 Set Byoras = EEY) —EEU-D;
13: update k=1, j =75+ 1;
14: end while
Output: the optimal {w}, p¥,D*}

Even so, P(lj ) is still complicated to address due to the frac-
tional objective and the non-convex constraints. For resolving
them, we first adopt the AO scheme to decouple the variables.

B. AO Scheme

According to the inner part of Algorithm 1, we deconstruct
the problem P, @) into two parts. These two subproblems will
be tackled 1terat1vely until the stoi condition is met.

@ &)

1) Optimization of {w © We first solve the vari-

ables w'”) (k) and pY (k) with the fixed DU (k — 1) in
the k" turn of the AO scheme. For simplicity, we omit
the iteration notation (k) in the remaining content. Before
optimizing, we introduce the semi-definite relaxation (SDR)
approach for the beamforming vector wl(] ). In detail, we
denote ng) = W(j)W(J) , while introducing Wg'j) = 0,
rank(ng)) = 1. As regards the channel model (19), we then
define I:IEJ ) — hgj )thj ). Further, we can rewrite the problem
as following Py .

ZZI\iUl R; (W(j) (j))

Pa: max (22a)
(W, p (ng),pgj))
Ny ]
st. > TrH(W) < Py, (22b)
=1
T ﬂ(])w(ﬂ) Nu Y . Z
I‘( (ZD) i ) . TI'(HEJ)WZ(])) > 0.12 (ZJ), i,
2/ 1 I1#i P;
(22¢)
) o) < Py,
J J 7 .
ZW Y, (22d)
—pi
0<p? <1,vi. (22¢)
W = 0, rank(W9) = 1,vi, (22f)
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where the trace form of the matrix is used in place of the
power-related components, thus the problem is easier to solve.
Particularly, the reformed data rate and the utilized energy in
(22a) can be presented as

R; (W( )’pgg))

TI.(H(J)W(J))
S EPW) o 4+ 5 |

P (W( )7p53))

Ny Ny
=S (W) 4 P4 ¢ <Z R (Wﬁj’,p§j>)> .4

i=1 =1

=log, | 1+ (23)

However, the problem P, 4 still cannot be addressed directly
due to the objective (22a). Before utilizing the approach of
fractional optimization, we introduce several slack variables
and matched constraints.

Z v u(])

Pop: max
{ w(])( p).j } ZNU Tr(W J)) + P, +£(Zz 1u(]))
A J
(25a)
st Tr(EHPOWD) > 19),0) ;. (25b)
t9) > o) _ 1 v, (25¢)
52
ZTr AW 462 4 5 < o Vi, (25d)
1#i pz
(22b)-(22f).

where AEJ) = {ugj),tgj),ogj)} is the combination of the
slack variables. Moreover, (25¢) and (25d) are the convex
constraints, whereas (25b) still is a non-convex constraint.
According to the INCA approach proposed in [27] and [28],
we make an equivalent conversion for the bilinear term
£ = 1 ((tm + o0y — 0 _ o)

Taylor expansmn can be 1ntr0duced to find the lower bound
(5)?

) Furthermore, the

of the terms t(] )2 and o;

19" 5 {0 4 ofD () _ )y, (26)
o 2ol 420 o)~ o). @)

Through them, the upper bound of (25b) can be reformed as
Tr(H (')W(J)) 22(t(J) —|—0( ))
_ [2;@2 oG _éﬂ)]
1 s : . :
_ |:20§j)2 + 6Z(_J)(0§J) _ Og])):| , (28)

where f(j) and o( ) denote the feasible values of t( 9 and

(J ), Replacing (25b) with (28), the modified problem will
be invoked several times for updating t_gj ) and 02(' 7 until the
convergence condition is satisfied. This is the idea of the
INCA scheme. Even so, the remaining objective formulation
is still intractable during the optimization. Nevertheless, it now

Algorithm 2 The Dinkelbach’s algorithm based on the INCA
scheme

Initialize: ¢ = 0;

1: Repeat

2 Repeat

3 Achieve tl(.j )" and 0(3 )" by optimizing P»_c;

4: Update t_gj ) and ogj ) with tl(-j )" and ogj )"

5 Until The values of EE meet the convergence condition.

ZNUl R, (w@*,p(“*)

P(WO ,07)
7:  Reset the stop condition for the INCA scheme.
s: Until (WY o)

’ z

6:  Update €* =

) meet the stop condition.

9: Obtain ng )" from the eigenvector of ng )", when the
rank-one condition is met. Otherwise, Gaussian random-
ization should be introduced [30].

©N (J)

Output: the optimal w;”’ and p;

has the concave/convex form, which can be utilized with the
Dinkelbach’s Algorithm.

Lemma 1: When €* is the unique zero, the objective equation
(25a) can be replaced by the subtraction form as

T(WE”, ufj))

Ny ) Ny ) Ny )
=Y uf e (Z T(WP) 4 P+ ¢ (Z u§7)>> .
i=1 i=1 =1
29

Proof: The proof was presented in [29], we omit the detailed
process here. Then, the problem based on the INCA and
Dinkelbach’s scheme is shown as

max

W(7) (J)
A(J)

s.t. (28), (25¢), (25d), (22b)-(22f).

Poc: T (ng% ugﬂ'))

We can further drop the rank-one constraint in (22f) to let
P, ¢ become a convex problem, which can be tackled by
the conventional approaches. The detailed recovery process,
satisfying the rank-one constraint, from W to w'”)" can
adopt the decomposition of the eigenvector or Gauss1an ran-
domization [30]. The specific solution procedure based on the
above schemes is presented in Algorithm 2. Particularly, steps
2-5 represent the INCA scheme and the outer steps are the
details of Dinkelbach’s algorithm. For simplicity, we omit the
iteration notations.

2) Optimization of {DW}: Then we can tackle the
problem related to the variable {D } with the optimal

(w9 p9"1 from the above solution. Similarly, the SDR
approach is also introduced for reforming the problem. Ac-
cording to (19), we can define the notations as

H ; . .
eie eV | o _[aY
H ) q - ’
§(1) 0

) _
Bi' = (lj) 1

(30)
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where 39 = gw9 o = diag(zP)Ew?”, and
q & [AP);- ,A%j]. Then we denote QU) = §#" gv)

with the additional constraint Q) = 0 and rank(QY)) = 1.
Based on the definitions of the matrices, the rate term and the
power term can be presented in (31) and (32).

NU ok 2 NU
P(@) =3t e e (3 (@)
i=1 i=1
(32)

The specific expression of the subproblem for Q) is shown
in (33a). Among them, (33e) comes from (20e), which refers
to the accuracy of the approximation. Moreover, (33d) is
the reflection coefficient constraint, which is based on the
equivalent equation (21) of (20d).

Proposition 1: After deploying the SDR approach for D),
the constraint (21) can be rewritten as (33d).

Proof: See Appendix B.

Dropping the rank-one constraint, the problem Pj3. still
has an intricate objective (33a). Similarly, the formulation
may turn out into a solvable form by using the structure of
Algorithm 2 with the Dinkelbach’s algorithm and the INCA
scheme. The expression of the reformed problem can be
written as in P3.p.

P;g: max E(z(7)) (34a)
{Q(7> \I,(J)}

s.t. v >2< =) 1, (34b)

Te(BY QW) + 32 > M@, wl), (34¢)

- DA o 12D 12) L 2, O %)
I#i Pi
(344d)

(33b)-(33f).

The problem inserts some variables mainly for de-
constructing the rate term of (33a). In the problem,
\IJ(J )& {z @) @ G )} Moreover, the objectlve formulatlon

(Q(7) z(J )) and the lower bound item M (v\) | w) of (34a)
and (34c) can be shown as

2(")
zgfzzw <ZHW(” H +Pb+£(z “)), (35)
=1

./Vl( (j) (j))

R N C) NN C) NS I GG N ) P €) N 0))
_2( +’LU ) |:2Uz +Uz (7)2 Uz ):|
[ a9 + 59 (0 w(j))]
2 ’L 7, ‘

Since the whole solving procedures are nearly identical to
the solution for the previous subproblem, we won’t go into
the details here. After handling the iterations of Dinkelbach’s
algorithm and the INCA scheme, Q(j)* also can utilize the
decomposition approach from Algorithm 2 to recover the
DU for the next AO solution.

The overall structure of the proposed optimization scheme
for the problem P has been described completely. Interest-
ingly, when the MC and the mismatching effects of RIS are
ignored, namely S;; = 0, the problem can be tackled through
the inner AO approach without Neuman series approximation.
Nevertheless, this may bring optimization deviation in practi-
cal situations, which will be shown in the next section.

(36)

IV. SIMULATION RESULTS

In this section, we first design a practical RIS for extracting
its key parameters. Particularly, its S-parameter matrix, which
includes the MC and the mismatching effects, is then applied

Tr(BY QW) + |32

R; Q(j) =logy | 1+ : - (3D
(@) S (B QW) + 157 2)
> R (QV)
P3a: max ———————= (33a)
{anr p (Q(j))
TrBYQW) + 39 :
o (B gm) 9:: Z (Te(BY'QW) + 39)2) Vi, (33b)
2 —1 1#£i Pi
o , E:(P).
Tr (BQ)Q@)) + 1§92 > (7130;%)’\71‘7 (33¢c)
i i (J)
AG) ) (G-1) G- a0) G-1) )
Q[7J’Ln QnN1+1 @[?Vz-ﬁ-l n) 6[;\71-"—1 n](Q Ni+1,n] +®[1]V +1 n]) z 1 vn QNI+1 Nr+1] = > 1 (33d)
Q[m < (%, vn, (33e)
QY = 0, rank(QW) = 1. (33f)
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(0)

Fig. 2: (a) The element design of RIS. (b) A linear-array design
of RIS.

to the problem solution. In detail, the simulations about the
impacts of QoS demands (i.e., the requirements of the power
supply and the data rate) and the transmitting-power budgets
are conducted under some typical cases to reveal the effects of
taking into account physical features. Moreover, the research
about the configuration of the RIS is also introduced to
reflect the importance of the hardware design. During the
performance comparisons, the effectiveness of the proposed
solution strategy is presented.

A. Simulation of RIS

Within the context of this paper, the element with the patch
form, which is similar to the design in [31], is utilized as
a representative example to construct the RIS. It is worth
mentioning that the end-to-end model proposed in (5) isn’t
limited to this configuration. On the contrary, it is highly
compatible with any type of entity. Moreover, the specific
form of the created reflection element, operating at 2.45GHz,
is presented in Fig. 2 (a). The top side of the element includes
the transmission line and reflection patch. In detail, the tail end
of the line can be connected to the varactors, which brings
the configured ®, for reflecting incident waves. Moreover,
the back side is the copper layer for prevention of the wave
leakage. All the physical parameters are presented in Table I.

On the basis of this element, we further design an 8-
element-linear-array RIS for the 2-dimension simulation sce-
nario in Fig. 2 (b). When adjusting the element spacing d;
between the units, S;; will be varied accordingly. Particularly,
we utilize S(1,1) and S(2,1), which denote the matching

TABLE I: STRUCTURE PARAMETERS

Parameter | Value/mm | Parameter | Value/mm
Patch_1 36 Gap_w 73
Patch_w 29.2 Line_1 29.8
Gap_l 16 Line_w 3.15

5 T T T T ]
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% -15
%20
—e—d, = 48mm
a5t —+—d, = 54mm ]
d, = 58mm
—d, =61.2mm
30 | | |
2.4 242 2.44 2.46 2.48 2.5
Frequency (GHz)
(@)
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-17.5 b
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S
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—d, =61.2mm
-25 . .
2.4 242 244 2.46 2.48 2.5
Frequency (GHz)
(b)

Fig. 3: (a) S(1,1) under distinct element spacing. (b) S(2,1)
under distinct element spacing.

and the MC terms, to represent these changes in the diagonal
elements and the off-diagonal elements of S;;, respectively.
The relationships between the element spacings and the S
parameters can be found in Fig. 3. As the spacing shrinks, the
original matching condition at d; = 61.2mm, which is equal
to A\/2 at 2.45GHz, will be distorted in Fig. 3 (a). Besides, the
isolation between the elements is also broken in Fig. 3 (b). It
means that the closer spacing brings the stronger MC effects.
Indeed, these impacts may also affect the entire network in
addition to the RIS. In the next subsection, we will research
these effects from the system perspective.

B. Numerical Results

In this part, we import the S-parameter matrix of the
designed RIS into the EE optimization through the end-to-
end channel model (7). Particularly, the simulations mainly
relate to the QoS requirements and the RIS configurations. As
the mismatching effects are negligible in Fig. 3 (a), we only
study the influences of MC effects in this paper. Specifically,
all these results are conducted under the situations of no MC,
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(1m,1m)
RIS
"
Tx | ‘

(Om,0m)

Service
Area

Fig. 4: The 2-dimension application scenario for the RIS-
assisted SWIPT network.

MC-awareness, MC-unawareness, no RIS, and unoptimized
RIS. The findings of the comparative analyses will prove the
importance of MC effects in the system analysis.

We consider the 2-dimension application scenario for the
RIS-assisted SWIPT network at 2.45GHz. In detail, the Tx,
which is equipped with an 8-element array, is located at
(Om,0m). Moreover, its element spacing is set as A/2. The
configuration of RIS is mentioned in the last subsection and
its center is set at (1m,1m). To maintain the compactness, we
make the default spacing between the RIS element 48mm,
which is less than A\/2. Besides, the two users are generated
within the service area. The region is constrained into a circle
with (2m,-4m) center and 3m radius. The simplified scene
diagram with the above descriptions is presented in Fig. 4.

As for the transfer matrices S;r, sgr, and sgy, we utilize
the Rician channel as in [24]. their expressions are

S _ L LoS HNLOS 37
r = VL |\ n IC /1 n IC , 37
LoS NLoS

SRT_\/ 1+’C RT 1+’C RT ’

K
srr =V Lr1 |4/ 15K h&S + \/ thLOS , (39

where K denote the Rician factor.i Pathloss L g can be

(38)

B
calculated as Lap = (£) df,‘f with the reference

distance Dy = 1m. Besides, a4p is the loss coefficient.
da4p denotes the distance between the end A and the end
B. It can further be calculated from their coordinate posi-
tions. Particularly, the parameters are chosen as ajr = 2.2,
apy = 2. 5 arr = 3, and K = 10dB. As for the LoS term,
Hlé%ws = aRISaTX’ h}‘%s = ary, and hI;I%S = agys- The equation
of the array response is presented as follows.

aN(G) =

where N = {Nj, Ny} of the RIS and Tx and ¢ denotes
the angle of departure (AoD) or the angle of arrival (AoA).

—j2n 4 sin6
1,e77°7X ye -

) ,eijﬂ'(Nfl)% sina} , (40)
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Fig. 5: (a) Convergence behavior of INCA scheme. (b) Con-
vergence behavior of Dinkelbach’s algorithm. (b) Convergence
behavior of inner AO strategy.

Additionally, d € {dr,dr} represents the element spacings.
Moreover, all the non-LoS items follow the Rayleigh fading
model. The above parameters are traced from [32] and [33].

The minimal requirement of EH PDC)'L 1.3puW, Vi and

the rate demand is set as RED) = 1bit/s/Hz,Vi. As for the
power budget, it is constrained as Py,x = 9W. Besides, the
power consumptions of the front-end devices and the RIS is
configured as P. = 1 W and P; = 10 mW. The power-
dissipation ratio of the signal processing is & = 0.01. Further-
more, the two types of the noise power o2 = —100dBm, Vi
and 62 = —90dBm, Vi. These parameters can be referenced to
[32]. Moreover, we utilize the HSMS2860 diode to constitute
the rectifying circuit. Then, the relevant circuit parameters for
the non-linear fitting equation (11) are generated as g; = 5.61,
ki = 0.242, and Pp = 8.577. The default settings for
the above parameters won’t be modified unless they are the
indicators chosen to be analyzed.

1) Convergence Behaviors: In this part, the convergence
behaviors are shown in Fig. 5 for demonstrating the effective-
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Fig. 6: The convergence behavior of total optimization struc-
ture based on the Neuman series approximation.

ness of the simulations. Particularly, the proposed optimization
structure is constructed on the Neuman series approximation.
In detail, the inner part of the AO scheme further consists
of the INCA approach and Dinkelbach’s algorithm. During
the solution, all these schemes should converge to a steady
condition. As in Fig. 5, we can find that the objective values
of the schemes come near to stable numbers within three
iterations, which verifies their convergence. Indeed, the AO
scheme is enough for situations without the effects of the MC
and the mismatching, because the inverse item is nonexistent.
However, it is just a part of the solution under the practical
circumstance. The convergence behavior of the proposed total
structure for the MC-awareness case is shown in Fig. 6. In
particular, we can see that the distinct indicators ¢? presented
in (33e), the constraint about the accuracy guarantee, cause
various speeds of convergence. Additionally, the larger (2
has the faster convergence rate, while the curve is unsmooth.
This phenomenon comes from the loss of the approximation
accuracy. After weighing the accuracy and the speed, we
choose (2 = 0.01 for the subsequent simulations.

2) The analyses of QoS requirements and power budget: In
this part, we conduct a series of comparisons under the distinct
QoS requirements and power budget. First, we study the
influence of the minimal power demand on the EE indicator in
Fig. 7. Particularly, the ideal case assumes that the MC effect is
nonexistent at the RIS. We set it as the benchmark for the other
simulation results. Furthermore, the MC awareness, which is a
practical case, consists of results from the optimization under
the consideration of the MC effect. Then, the MC unaware-
ness represents inserting the optimal variables from the ideal
case to the practical condition. The performance difference
between the MC-awareness case and the MC-unawareness
case is apparent. The reason is that the optimization deviation
occurs when the MC effect is ignored. What’s more, the
above three cases have better performance than the No-RIS
case and the unoptimized-RIS case. It illustrates that the RIS
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.
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Fig. 7: The EE performance versus the demand of the minimal
rectified power P](D%).
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Fig. 8: The EE performance versus the requirement of the
minimal rate R(P).

indeed gives performance enhancement to the SWIPT system
by improving the transmission quality. In either case, the
EE indicators decrease with the intense demand for minimal
rectified power, since the power dissipation is increasing. In
detail, the denominator of (12) keeps getting larger and the
numerator stays at the same level, so the EE values are smaller.

We further research the impacts of the minimal rate require-
ment. As in Fig. 8, the performance differences between the
various cases are consistent with Fig. 7. Particularly, the results
of MC awareness still outperform other cases except for the
ideal case. Although the performance levels are distinct, they
all have decreasing tendencies with the increase of R(P). This
phenomenon comes from two aspects. First, the user with the
better channel quality will achieve more power supply because
of the sum rate of the EE, when the rate requirements are
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Fig. 9: The EE performance versus the transmitting power
budget Pyax-

not intense. It means that the system can get more economic
EE improvement by giving the extra energy costs to the user,
which has a larger space for rate enhancement. Nevertheless,
the disposable power will be less as the rate requirements of
all users increase simultaneously. At this time, the user with
a relatively worse channel needs more energy to satisfy the
minimum threshold. Indeed, the power consumption turns out
to be costly. All these facts demonstrate that the enhancement
of the sum rate cannot catch up with the substantially increased
power costs, which causes EE to decrease. The second reason
is that the higher demand for the rate also brings more signal-
processing requirements. As in (13), this also needs additional
power dissipation, which is followed by the worse EE.

Then we research the effects of the distinct transmitting
budgets in Fig. 9. Since the performance gaps among the
comparative cases keep in line with the above simulations, we
omit the descriptions of the reasons. Furthermore, it can be
found that the EE values increase in all cases. However, their
variation trends have slight differences. The growth speeds
of the EE are decreasing gradually in the situations of the
ideal case, the MC awareness, and the MC unawareness. This
phenomenon results from that the sum rate is enhanced and
the input of the Py.x Will get into a stalemate in the post-
growth period. In other words, the power cannot support the
improvement of the sum rate economically. Besides, the power
increase also causes the interference items Zl&; |h;(©)wy]|
in (9) to become larger, which further shrinks the EE values.
However, this stalemate does not occur in the cases of the No
RIS and the unoptimized RIS, since their EE levels are lower
and there is still plenty of room for growth.

Finally, we are curious about the PS ratios of users in typical
situations. The minimal power requirement is utilized as varied
factors in Fig. 10. We select the ideal case, the MC awareness,
and the No RIS to constitute the comparative simulations. As
the power demand enhances, the PS ratio p decreases in all the
cases. This implies that (1 — p), which denotes the portion for
the EH as in (10), is increasing. Interestingly, the ratio (1 — p)
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Fig. 11: The EE performance versus the element spacing.

of the MC awareness is lower than the ratios of the other two
cases. This means the MC-awareness case can distribute more
energy to the data rate. Even so, owing to the existence of the
strong MC effects, its EE performance is slightly worse than
the performance of the ideal case as in Fig. 7.

The conducted simulations indicate that our proposed opti-
mization scheme for MC awareness is effective. Moreover,
it also demonstrates that the MC effects indeed influence
the EE and ignoring its existence will lead to non-negligible
optimization deviation.

3) The research about the RIS configuration: The levels of
the MC effects directly rely on the element spacings. When
the distance is closer, more waves will couple to the adjacent
units. However, the RIS always adopts the closely-coupled
array to shrink its area, which is brought from the large
number of elements. The specific reason is that nearly-passive
RIS can achieve better performance only by configuring more
elements. For analyzing the influence of compact structure,
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the related studies are presented in Fig. 11. When the distance
increases from 48mm to 60mm, which is close to /2, the
EE performance is enhanced in the ideal case, MC-awareness
case, and MC-unawareness case. In particular, it demonstrates
the fact that the larger element spacings produce the higher
performance in this range. Meanwhile, the performance gaps
among these cases become smaller. This phenomenon comes
from the reason that MC effects play an unimportant role in the
optimization under situations with larger distances. However,
the consequences, which are caused by optimization deviation
of the MC-unawareness situation, always exist and are worth
considering. Besides, the performance of the unoptimized RIS
is worse in the large-spacing situations, since the fixed ©
makes the reflection waves deviate from the intended direction
in this scenario.

V. CONCLUSION

An end-to-end RIS-assisted communication model, which
is based on the S-parameter analysis, was proposed to reveal
the key physical features of the ends (i.e., Tx, Rx, and RIS)
in this paper. Especially, the MC effect of the closely-coupled
RIS array was considered as a prominent factor. Through the
model, an EE maximization problem was introduced to bal-
ance the sum rate and the power dissipation. To solve the issue,
we adopted the iteration scheme relying on the approximation
approach of the Neuman series. With this idea, the inverse
item of the transfer model can be tackled effectively. In each
inner iteration, the variables (i.e., active beamforming vector,
PS radio, and reflection coefficients of RIS) were optimized
by the AO strategy. Further, the separated two subproblems
were reformed through the SDR. Then the approach based
on the INCA and Dinkelbach’s algorithm was utilized to
turn them into a solvable form. In the simulations, we first
analyzed the relationship between the convergence speed and
the approximation accuracy. Then several studies about the
various QoS requirements and transmitting-power levels were
conducted. All the results demonstrates that the MC effect is
an indispensable factor during the optimization and ignorance
of its influence caused the non-negligible performance gap.
Moreover, the analysis related to the element spacing of the
RIS also presented that the MC effect should be considered
carefully. In order to expand the end-to-end model for future
research, we will examine other effects brought about by
hardware factors (e.g., the nonlinearity of the power amplifier
and the element arrangement of the RIS). Moreover, the
accurate modeling for the rectifier will also be examined for
making the research of the RIS-aided-SWIPT network more
practical.

APPENDIX
PROOF OF THE THEOREM 1

The approximation brings the gap between (16) and (18).
To ensure accuracy, we should find the upper bound of the
difference. Referring to [26, Theorem 4.20], the gap between

the sum of first k£ terms in (17) and (18) satisfies the following
inequality.

k

3 (— (@“’)*1 - SH>_1D>n - ((@“’)1 - SH>_1 D

n=0

-1
+I> <

H‘(Q(O)_l B SH)—lD k41

o

; (41)

_ -1
7 osn

from the equations. Through (41), the right-hand term should
be controlled at a low level considering the accuracy. Particu-

larly, the condition is presented as

where we remove the same fixed term (9(0

1 —1
H(@“’) f SH) DH <1 (42)
Furthermore, we can achieve
_ -1 _ -1
‘ —<9(0) g SII) DH < H—(@(O) g SII) D
43)

_ —1
Since the term (6(0) ' SH) is fixed, we now only need

to keep ||D|| is small enough. This can be satisfied by setting
the norms of elements in D. Specifically, the expression can be
found in the constraint (20e). Therefore, Theorem 1 is proved.

APPENDIX
PROOF OF THE PROPOSITION 1

According to (21), it can define the matrix K(D)) as

K(DW) = eU-U"' L DU, (44)
Moreover, ®U—1) can be shown as
1.0 ey
eu-b=1 - : , (45)
0 ... 1 e

where (:-)f{ ;\,11) L:N] is the identity matrix with dimension Ny x

N;. Moreover, the elfaments of (:)E{ :;Vlz),Nerl
elements of @U—-1""

Based on the expression for /) in (30), we can get

] are the diagonal

k(q(]’)) = OU-Dgl), (46)
where k(§V)) is the vector containing the diagonal elements
of K(DW)). With the settings, we can rewrite the constraint
(21) as the following inequation.

(k(q(j))k(q(j))H) -

[n,n]

(47)

Further, the constraint (33d) can be achieved from the expan-
sion for (47).
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