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A standardised PRISMA-based protocol for systematic reviews of the scientific literature on 
Artificial Intelligence and education (AI&ED)
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By using standardised approaches, systematic reviews of the educational, 
scientific literature can inform educational research and influence 
educational policies and practices. However, the various systematic 
reviews of the scientific literature in the field of Artificial Intelligence (AI) 
and education all adopt individual approaches, making it challenging 
to systematically compare their conclusions. Accordingly, this paper 
presents a standardised protocol for conducting systematic reviews of 
the scientific literature on AI and education (AI&ED), including both 
literature on teaching and learning with AI (AIED) and literature on 
teaching and learning about AI (AI literacy). Our protocol applies the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) guidelines and is presented here for the purpose of replication 
and validation. We exemplify our protocol by means of a systematic 
review of the scientific literature on trustworthy and ethical AI&ED, which 
was undertaken iteratively in symbiosis with the development of the 
protocol, informing each other throughout. In the future, we intend to 
apply our novel protocol for other search terms of relevance to AI&ED, 
as well as for the same search terms over a longer time period, in order 
to allow comparisons and the exploration of trends.Article Info
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Introduction 

Artificial Intelligence (AI) has been controversial since it was 
first introduced (Aiken & Epstein, 2000; Chaka, 2023; Huang 
et al., 2023; McCarthy et al., 1955). Nonetheless, it has now 
infiltrated almost all academic disciplines and most aspects 
of life outside academia (Borenstein & Howard, 2021). In 
particular, teaching and learning with AI (AIED) has been 
researched for around 50 years (Dillenbourg, 2016; Holmes 
et al., 2019; Holmes & Tuomi, 2022; Ifelebuegu et al., 2023; 
Mills et al., 2023; Pinkwart, 2016), both in K-12 education 
(Hrastinski et al., 2019) and in Higher Education (Crompton 
et al., 2020; Rasul et al., 2023). However, the implementation 
of AIED in classrooms, although growing rapidly, is still in 
its early stages. The same is true of teaching and learning 
about AI (AI literacy) (Holmes et al., 2022a).

Systematic reviews of the educational scientific literature 
using standardised approaches can inform educational 
research and can influence policies and practices in 
education. In fact, several systematic reviews of AIED have 
been published, including reviews about AIED in K-12 
(Crompton et al., 2022; Sanusi et al., 2022), AIED in Higher 
Education (Zawacki-Richter et al., 2019), and AIED for 
specific educational purposes (Kurdi et al., 2020; Sottilare et 
al., 2018). 

Meanwhile, global sustainability is emerging as an ambitious 
objective of AI developments. This is particularly true in 
the context of education (Chen et al., 2020; Chounta et 
al., 2022; European Parliament, 2021; Miao et al., 2021). 
The argument is that, to achieve a sustainable society, 
one thing that is necessary is to improve education about 
technology’s (especially AI’s) impact on humans, society and 
the environment (AI literacy) (Holmes et al., 2022a; Holmes 
& Tuomi, 2022; Holmes, 2023). In other words, to help 
ensure a sustainable society, we need students and citizens 
to have competences in both, the human and technological 
dimensions of AI, alongside other digital competences 
(Holmes et al., 2022b; Stracke et al., 2022a, 2022b, Vuorikari 
& Holmes, 2022). However, to date there has been limited 
research on the teaching and learning about these human 
and technological dimensions of AI literacy. 

While, as noted, several systematic reviews have analysed the 
state-of-the-art of AIED (e.g., Chen et al., 2020; Crompton et 
al., 2022; Sanusi et al., 2022; Zawacki-Richter et al., 2019), 
they have mostly adopted individual approaches, making 
it challenging to systematically compare their outcomes 
and conclusions. Meanwhile, Tlili et al. (2023) have shown 
that the transparency level of literature reviews of AIED 
has been low. This low transparency level and the lack of 
comparability, due to there being no agreed or common 
approach, together highlight the need for a standardised 
protocol that might be used by researchers to enhance the 
transparency, comparability and quality of AIED (and, by 
extension, AI literacy) literature reviews. Such a protocol 
might better advance AI&ED (following Holmes et al., 2022a, 
we use AI&ED as shorthand for the combination of AIED and 
AI Literacy). However, prior to the reported study, no such 
common or standardised protocol or approach appeared to 
exist. 

We contend that a key issue meriting systematic review within 
AI&ED is the intertwined conceptual pair of trustworthiness 
and ethics. Indeed, trustworthiness and ethics in AIED have 
been discussed in various recent publications (e.g., Bozkurt 
et al., 2023; European Commission, 2022; HLEG on AI, 2019; 
Holmes, 2023; Holmes et al., 2022a; Kazim & Koshiyama, 
2021; Miao & Holmes, 2023; UNESCO, 2021). However, to the 
best of our knowledge, no study has systematically reviewed 
the relationship between education and trustworthy and/or 
ethical AIED, or indeed between education and trustworthy 
and/or ethical AI literacy.

To address these research gaps, the lack of an agreed 
protocol for systematic reviews of AI&ED and the lack of 
research into trustworthy and ethical AI&ED, this present 
study developed a standardised Preferred Reporting 
Items for Systematic Reviews and Meta-Analyses (PRISMA) 
protocol for systematic reviews of AI&ED and, in symbiosis 
(both to illustrate and to inform the protocol), we undertook 
an example systematic review of trustworthy and ethical 
AI&ED. The protocol was designed to both, inform future 
research and to be used as a framework to help differentiate 
and classify theoretical concepts and practical approaches. 

Our proposed standardised protocol for systematic reviews 
into AI&ED builds upon the PRISMA model in two ways. 
First, we identify and recommend particular starting search 
terms for the PRISMA phase 1, to which further terms can 
be added to narrow the search to the particular AI&ED issue 
of interest. Second, we identify and recommend particular 
inclusion and exclusion criteria for the PRISMA phases 2 and 
3. In this way, our novel standardised protocol might help the 
comparability of future AI&ED systematic reviews, enhance 
the quality of AI&ED research findings, and increase the 
replicability of the methods adopted by AIED researchers 
and applications (in this sense, our protocol complements 
Ismail et al., 2023, which proposes a future systematic 
literature review on AIED in higher education also based on 
the PRISMA guidelines).

In summary, the present paper reports a standardised 
PRISMA-based protocol that researchers might adopt 
to conduct systematic reviews of scientific literature of 
AI&ED, to enhance the robustness of results and to enable 
systematic comparisons of results, that was developed in 
symbiosis with (i.e., each informing the other) an example 
project on trustworthy and ethical AI&ED. In the following 
sections, the full procedure of our example systematic review 
is presented in italic text. The outcomes of that example 
systematic review, which is not the core focus of this paper, 
will be presented in a separate paper; in this paper, we focus 
on the protocol. The pre-stage of the protocol, the selection 
of appropriate search terms, is described in the following 
section. 

Pre-selection of search terms

The pre-selection of the search terms used for a systematic 
review is critical to ensure its feasibility. We propose that a 
fundamental requirement is that the records identified by 
the selected search terms can be handled by the researchers 
(in our case, the co-authors of this paper). Therefore, we 
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adopt the principle that the number of identified records 
should be higher than 50, to allow a meaningful analysis but 
lower than 1,000 to avoid an impractical workload. Naturally, 
a higher number of reviewers would be able to handle a 
higher number of papers.

For our standardised protocol for future systematic reviews, 
we propose the use of the electronic database Web of 
Science (WoS, www.webofscience.com), because it offers 
rigorous indexing services available for scientific and peer-
reviewed publications. In WoS, putting “TS” (“Topic”) in the 
Advanced Search Query Builder search string causes the 
search to be undertaken in the following fields within each 
record: Title, Abstract, and Author Keywords. Comparing the 
results of various search strings for our example systematic 
review, for our standardised protocol, we decided upon the 
search term “TS = ((Artificial Intelligence) AND (education*) 
AND ([ISSUE OF INTEREST]))”. We also tried including 
alternative terms for “artificial intelligence”, but it became 
clear that presumably because other terms and synonyms 
are only used in combination with “artificial intelligence”, 
this did not reveal a noticeably greater number of records.

In our example systematic review, we submitted several “TS” 
search strings to the Advanced Search Query Builder on 21st 
of November 2022 (see Table 1). In order to identify papers 
that considered trustworthy and ethical AI&ED, we replaced 
“([ISSUE OF INTEREST])” with “((trust*) OR (ethic*))”.

Table 1: Search strings used in the example systematic 
review’s pre-selection, and the numbers of identified records.

For our example systematic review, we selected search term 
#8 (i.e., “TS = ((Artificial Intelligence) AND (education*) AND 
((trust*) OR (ethic*)))”), because it included our issue of interest 
(“trustworthy and ethical”) and identified a number of records 
that could be properly analysed by a small team (as is typical 
of most research labs).

The four selection phases of the proposed systematic review 
protocol, illustrated by our example systematic review, are 
detailed in the following section.

Standardised protocol methodology

Our standardised protocol defines the methodology for the 
systematic review of AI&ED. It strictly follows the PRISMA 
statement and its procedures while adapting and specifying 
the original four PRISMA phases for the specific selection 
of AI&ED articles (Moher et al., 2009; Page et al., 2021). 
The protocol was developed in symbiosis with our example 
systematic review of trustworthy and ethical AI&ED (both 
informing each other). The four PRISMA-based phases for 
the selection of articles are:

1.	 Identification,
2.	 Screening,
3.	 Eligibility, and
4.	 Included.

To ensure the reliability of the process, the four phases of 
the PRISMA process should be undertaken by at least two 
reviewers, each of whom having research experience in 
AI&ED. The rationale is that two knowledgeable researchers 
working independently and then sharing and discussing 
their results until they reach a consensus will reduce personal 
biases sufficiently.

In our example systematic review, the pre-selection of the 
search strings and the identification of the articles using the 
search terms were undertaken by two reviewers, supported 
by three further reviewers as required, all of whom have 
extensive research experience in AI&ED. 

Phase 1

In the first PRISMA-based phase, identification, the selected 
database(s) is searched using the pre-defined search string. 
This phase is concluded by the elimination of duplicates. 

The full procedure for the first phase of our example systematic 
review was as follows. The Advanced Search Query Builder 
of WoS was used with the search string (“TS = ((“Artificial 
Intelligence”) AND (education) AND ((trust*) OR (ethic*)))”) 
(see Section “Pre-selection of search terms”). As noted, this 
phase identified 324 records. The elimination of duplicates 
was not necessary here as only one data source was used.

Phase 2

In the second PRISMA-based phase, screening, the title 
and abstract of the records identified in the first phase are 
reviewed, to identify and remove all records that do not meet 
the search aims. Table 2 gives an overview of the inclusion 
and exclusion criteria that we defined for the second phase 
of our standardised protocol. 

As noted above, at least two reviewers should review in 
parallel the titles and abstracts of a randomly selected subset 
of all records. This subset should contain a minimum 5% 
of all records identified during the first phase because the 
reviewers should compare a substantial number of records 
after their independent reviews. Adopting a lower margin of 
5% is a common sense decision designed to ensure that the 
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Table 2: Inclusion and exclusion criteria for screening the 
identified records.

selection is representative while minimising the number of 
false positives. In their independent reviews, the reviewers 
should apply the inclusion and exclusion criteria outlined in 
Table 2. In cases of uncertainty, the related record should 
be kept. Afterwards, reviewers should compare their 
independent results for the random subset and discuss 
them in detail aiming to reach consensus on all decisions.

We propose that there are two possible outcomes of the 
independent reviews of the random subset during the 
second phase depending on the results of their independent 
reviews. The threshold of the criterion is set to zero because 
the reviewers should achieve common understanding and 
complete agreement about the inclusion or exclusion of 
records.

Outcome 1: If the independent review results 
show one contradictory case or more, another 
random subset of records should be identified and 
independently reviewed in parallel. The subsequent 
independent review results should then again be 
compared and discussed as explained earlier.

Outcome 2: If the independent review results are 
exactly the same, the remaining records should 
be shared among the reviewers to complete the 
second review phase. During that review, the 
reviewers should note all decisions about which 
they are not certain, for later discussion until a 
consensus is reached.

The full procedure for the second phase of our example 
systematic review was as follows. Two reviewers reviewed in 
parallel the titles and abstracts of a random subset of 5% of 
all the records identified in the first phase, using the inclusion 
and exclusion criteria outlined in Table 2. The researchers 
first worked independently, and then discussed their results 
until they reached a consensus (any records about which a 
researcher was uncertain or about which the researchers 
disagreed were discussed in depth in order to reach the 
consensus). In this way, personal biases were reduced. In our 
case, we took a first random subset of 24 records, leaving 
exactly 300 records that could be easily shared among the 
researchers to complete the second review phase. 

Phase 3

In the third PRISMA-based phase, eligibility, the full texts 
of the remaining records are reviewed to finalise the 
selection of texts, ensuring that they all fulfil content-related 
requirements. Table 3 gives an overview of the inclusion and 
exclusion criteria that were defined for the third phase of 
our standardised protocol. 

At least two reviewers should review in parallel the full text 
of a random subset of 50 records generated by the second 
phase, using the inclusion and exclusion criteria outlined in 
Table 3. The amount of 50 records is selected because the 
threshold can be set to two contradictory cases while still 
keeping the 95% margin of the normal distribution (2 cases 
out of 50 records are 4%).

Table 3: Inclusion and exclusion criteria for content-related 
screening of collected records.

As before, the researchers first should work independently, 
and then discuss their results until they reach a consensus 
(any records about which a researcher is uncertain or about 
which the researchers disagree should be discussed in depth 
in order to reach the consensus). Afterwards, reviewers 
should compare their independent results and discuss them 
in detail to reach consensus on all decisions. In cases of 
uncertainty, the records should be kept.

We propose that there are two possible outcomes of the 
third phase independent reviews of the random subset of 
50 records depending on the results of their independent 
reviews. The threshold of the criterion is set to two because 
this limit keeps the 95% margin of the normal distribution 
(2 cases out of 50 records are 4%) and the reviewers need 
to discuss any contradictory case in details to achieve 
consensus in the end.

Outcome 1: If the independent review results show 
more than two contradictory cases, then another 
random subset of records should be generated 
and independently reviewed in parallel. The 
independent review results should be compared 
and discussed in the same way as explained before.

Outcome 2: If the independent review results are 
the same or differ in only one or two cases, the 
remaining records will then be shared among the 
reviewers to complete the third review phase. 
During that review, the reviewers should note all 
decisions about which they are not certain, for later 
discussion until a consensus is reached.
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The full procedure for the third phase of our example 
systematic review closely followed the steps just outlined. 

Phase four

In the fourth and final PRISMA-based phase, included, the 
remaining records are used for the actual systematic review, 
involving an in-depth analysis and discussion with respect of 
the research question(s). To begin with, the reviewers should 
propose an initial categorisation for the articles selected in 
the previous phases because such a categorisation is required 
for a systematic assignment and analysis of the articles. This 
categorisation should be discussed until a consensus about 
the terms and their categorical structure is reached. The 
discussion should include various dimensions of the topic 
in question, comments on general trends, and limitations of 
the systematic review and its analysis because all reviewers 
should be explicit about their analysis perspectives. The 
included papers should then be categorised according 
to this nominal taxonomy, using an iterative process. The 
systematic review will conclude with an outlook on future 
research needs and potential research questions. 

The full procedure for the fourth phase of our example 
systematic review will closely follow the steps just outlined. 
As this example systematic review is not the core focus of this 
paper, its outcomes will be presented in a separate paper. 

Results

The results we report here are for the standardised protocol 
(the results of the example systematic review will be presented 
in a separate paper). Figure 1 presents a template (illustrated 
with numbers from our example systematic review) that 
may be used to report the results of the four PRISMA-
based phases determining the final selection of articles 
for in-depth analysis. It should be used, adapted with the 
appropriate numbers, for the four protocol phases of any 
future systematic review and its results.

Conclusions

This paper presented a standardised protocol which could 
serve as the basis of systematic literature reviews of AI&ED. 
It was developed in symbiosis with an example systematic 
review of trustworthy and ethical AI&ED research (the results 
will be published after finalising the analysis), informing 
each other throughout. The standardised protocol and 
the example systematic review were mutually informed by 
means of sense-testing and evaluation throughout.

To the best of our knowledge, no study in the literature has 
provided such a protocol on this increasingly important 
topic area before. The protocol identifies a suitable database 
(WoS), offers pre-defined search terms with the opportunity 
to fine-tune them to the issue of interest, and provides a 
structure that can be used in the systematic review of any 
aspect of AI&ED. By means of this standardised protocol, 
personal bias can be reduced, and the quality of the reported 
findings can be enhanced. It will be easier to systematically 

Figure 1: Template for the summary of the four phases of the 
standardised protocol.

compare the results with those of other studies using the 
same protocol. In turn, this should advance AI&ED research, 
development and application.

In particular, our standardised protocol offers a template 
for undertaking future systematic reviews of AI&ED. The 
precise steps outlined above build a standardised protocol 
that anyone can easily repeat, and its repeated usage will 
lead to its validation and its continuous improvement. 
We envision that this protocol can contribute towards the 
standardisation of systematic reviews in the field of AI&ED, 
support the comparison of findings, enable the mapping 
of research trends over time, inform policymakers and 
educators, and influence policies and practices in AI&ED. 
Our current research focuses on applying our standardised 
protocol to a larger and up-to-date dataset of trustworthy 
and ethical AI&ED. 
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