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ORIGINAL RESEARCH

Eye-Gaze Technology - Inference & Causal Language

The ability of typically developing 2–3 year olds to infer the control mechanism 
for eye-gaze technology and the impact of causal language instruction

Tom Griffithsa , Michael T. Clarkeb  and John Swettenhamc 
aSchool of Computing, University of Dundee, Dundee, UK; bDepartment of Speech, Language and Hearing Sciences, San Francisco State 
University, San Francisco, CA, USA; cDivision of Psychology and Language Sciences, University College London (UCL), London, UK

ABSTRACT
Purpose:  Little is known about how children learn to control eye-gaze technology, and clinicians lack 
information to guide decision-making. This paper examines whether typically developing 2–3 year olds 
can infer for themselves the causal mechanisms by which eye-gaze technology is controlled, whether 
a teaching intervention based on causal language improves performance and how their performance 
compares to the same task accessed via a touchscreen.
Methods and materials: Typically developing children’s (n = 9, Mean Age 28.7 months) performance on 
a cause and effect game presented on eye-gaze and touchscreen devices was compared. The game 
was presented first with no specific instruction on how to control the devices. This was followed by a 
subsequent presentation with explicit instruction about how the access methods worked, using a 
causal language approach. A final presentation examined whether children had retained any learning.
Results:  Performance in the eye-gaze condition without instruction (42.5% successful trials) was 
significantly below performance in the corresponding touchscreen condition (75%). However, when 
causal language instruction was added, performance with both access methods rose to comparable 
levels (90.7% eye-gaze and 94.6% touchscreen success). Performance gains were not retained 
post-intervention.
Conclusions:  Although 2–3 years in the study could make use of eye-gaze technology with support, 
this study found no evidence that these children could infer the causal mechanisms of control 
independently or intuitively. The lack of spatial contiguity and the comparative lack of feedback from 
eye-gaze devices are discussed as possible contributory factors.

hh IMPLICATIONS FOR REHABILITATION
•	 There are challenges in young children inferring for themselves the causal link between eye 

movements and control of an eye-gaze device.
•	 Explicit instruction may improve children’s performance in a specific task, but it is debatable whether 

this translates to the establishment of causal mechanisms for control of the device.
•	 Clinicians should be cautious of making assumptions about what children are learning from activities 

claiming to teach cause and effect or other foundational eye-gaze control skills.

Introduction

Eye-gaze technology refers to a method of interacting with a 
computer using the controlled movement and fixation of the 
user’s gaze. Eye-gaze systems typically involve a specialised cam-
era, sensitive to infra-red and near-infra-red light, mounted 
beneath the screen of a computer or tablet, with one or more 
infra-red emitters located coaxially. By calculating the relative 
distance and offset between the centre of the user’s pupil and 
the reflection of the emitter(s), image processing software deter-
mines where the user is looking on the screen, which is in turn 
translated into cursor movement [1]. Onscreen items can be 
selected by holding the gaze steadily for a pre-determined period 
(known as “dwell selection”). This technology can potentially offer 
a means of computer access for people with physical disabilities, 
whose ability to interact with a computer using volitional move-
ment of limbs or other body parts may be limited. Such access 
can enable the use of electronic augmentative and alternative 

communication (AAC) systems, as well as control of standard and 
customised computer software, environmental control systems 
and other assistive technology. This, in turn, offers the potential 
to increase users’ participation and involvement in social interac-
tion, education, employment, play and leisure [2, 3].

Despite its obvious potential to support children with physical 
disabilities, and the many significant achievements that children 
can experience with eye-gaze, successive reviews have highlighted 
that use of eye-gaze technology is under-researched [1, 4]. 
Karlsson and colleagues [1], for example, conducted a systematic 
review of the literature related to the effectiveness of eye-gaze 
technology in supporting communication, identifying only two 
papers as meeting the evidence criteria for inclusion, both of 
which provided low levels of evidence for use of the technology 
from small group trials. The review’s authors observe that only 
one study [5] involved children and that the literature generally 
lacks evidence relating to the impacts of cognitive or intellectual 
disability or assessment strategies used to guide implementation 
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of the technology. Several researchers [1, 5, 6] have highlighted 
that there exists little evidence to guide early interventions using 
eye-gaze technology and that, in practice, families, clinicians and 
educators can have limited insight into the learning demands of 
this form of access which can lead to children being given tech-
nology that they may be unable to use effectively [7]. The intro-
duction of eye-gaze technology can also be accompanied by high 
expectations on all sides which, in turn, can lead to persistence 
with its use when it may not be the most effective access method 
or when greater success and satisfaction could be experienced 
in other activities [8]. Despite these concerns, we know little about 
how children first learn to control eye-gaze technology, how they 
acquire the understanding that their eyes are controlling 
the device.

Contiguity and the causal mechanism

Common methods of controlling a computer, such as a mouse, 
joystick or mechanical switches, involve both a physical input 
device and a variety of clear feedback channels. These access 
methods often provide some auditory and/or haptic feedback, 
such as the auditory “click” of a mechanical switch or the physical 
sensation of “travel” when depressing a keyboard key, alongside 
several types of visual feedback – the user can see their body 
operating the input device and also see the resulting action or 
selection on a device’s display. It has been well established that, 
for young children, relationships between objects and actions are 
better inferred as causal if they adhere to the principles of tem-
poral and spatial contiguity; that is, for one event to be perceived 
as causing another, it should occur concurrently and at the same 
location [9–12]. Where spatial or temporal contiguity is absent or 
less obvious, it is more difficult to discern an underlying mecha-
nism by which one event causes another [13].

Teaching eye-gaze control

It has been argued that where a causal relationship is not clear 
and obvious it can be learnt by young children through obser-
vation or explanation, imitation and repetition [14–16]. When 
supporting children learning to use a touchscreen or switch, mod-
elling is an established principle [17]. One may, for example, 
demonstrate the relationship between the switch and the device 
by positioning the switch where the child can see it and pressing 
the switch oneself. This may then proceed to supporting a child 
through hand-over-hand explorations of the switch, which are 
then phased out as the child consolidates the relationship between 
the movement of their body, the feedback from the switch and 
the resulting action on the display. With eye-gaze control, how-
ever, the relationship cannot be demonstrated so easily; there is 
no practical way to physically affect the direction of a child’s gaze 
and the movements of the eyes are generally too small to be 
useful in demonstrating how they might be used for control.

Verbal instruction is a method commonly used to support the 
development of causal links between events. Bonawitz and col-
leagues [11] looked at the impact of causal language on children’s 
understanding and replication of causal actions. The researchers 
describe causal language as being simplified so as to be accessible 
to young children. Using core verbs and simplified, consistent 
grammatical forms (“The block makes the truck go” to be followed 
by “Can you make the truck go?”) may help to embed the causal 
links between actions. The researchers tested typically developing 
toddlers’ (n = 18, Mean Age 24.4 months) ability to infer causal 
relationships by showing them causal events with no supporting 

description, where the action of a moving block contacting a toy 
caused the toy to activate. They found that, although the children 
could recognise causal relationships between the objects (as mea-
sured by observing their predictive looking – shifting gaze in 
anticipation of an object’s action), none of the children sponta-
neously performed the necessary action to replicate these events 
in structured or free play. In a further task with a similar group 
(n = 20, Mean Age 24.5 months), the researchers showed that the 
addition of causal language resulted in a significant increase in 
children spontaneously replicating the action to activate the toy: 
with successful replication of the event in 50% and 62% of trials 
in two causal language conditions, compared to only 6% in 
non-causal trials. Further, it was observed that causal language 
resulted in better performance than simply calling children’s atten-
tion to the events, suggesting that this method of teaching may 
support the development of causal reasoning [11]. Bonawitz and 
colleagues propose that their results support the use of causal 
language as a method for teaching causal links which lack a clear 
and obvious link between agent and action, or where the mech-
anism is unclear.

The current study worked with typically developing children 
with no prior experience using eye-gaze. Having typically devel-
oping children as participants allowed exploration of their learning 
from a common baseline [18]. Working with typically developing 
children also allowed for comparison with touchscreen perfor-
mance. Since this is the first attempt we are aware of to explore 
the application of causal language instruction to eye-gaze tech-
nology, children aged between two and three were selected as 
participants. This younger age group was chosen firstly because, 
if these skills can be demonstrated in younger children then it is 
likely that they will also be present in older children, and secondly 
because this age group would have language comprehension 
sufficient to understand the causal language instruction. The study 
looked at whether children could learn through feedback from 
the eye-gaze device, that fixating on one stimulus activates a 
reward while fixating on an alternative similar stimulus does not. 
The study addressed the following research questions: firstly, 
whether typically developing children of pre-school age could 
infer for themselves the causal mechanisms by which eye-gaze 
technology is controlled, secondly whether a teaching intervention 
based on causal language could improve their performance and 
finally how their performance compares to the same task accessed 
via a touchscreen.

Methods

Study design

This study used a repeated measures, two-by-two design, with 
children given the same task on both a touchscreen and an 
eye-gaze control device. In each condition, children were pre-
sented with the task first with no additional support, then with 
additional teaching and prompting using causal language within 
an intervention phase, before a final post-intervention phase with 
no additional support. Ethical approval for this study was granted 
by University College London Research Ethics Committee (Project 
ID 1328/009).

Participants and recruitment

Typically developing children (n = 9; 3 male, 6 female) aged 
between 24 and 35 months (Mean Age = 28.7, SD = 4.8) were 
recruited from a pre-school in the UK. Informed consent was 
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obtained from parents of all children recruited. All children met 
the core inclusion criteria of having no diagnosed learning dis-
ability, understanding English to a level sufficient to understand 
the instructions (as reported by staff ), and having no reported 
hearing or vision difficulties (other than refractive errors corrected 
by glasses) that would impact on their ability to engage with the 
research materials.

All children demonstrated cause and effect understanding with 
physical objects, which was affirmed through a game played at 
the start of the session in which the experimenter models the 
use of the toy, pushing a button to make it move across the table 
and accompanying this with a causal language observation such 
as “The button makes it go.” The toy is then passed to the child, 
with the prompt “Can you make it go?”, followed by encourage-
ment to push the button and activate the toy [19].

Procedures

Eye-gaze and touchscreen setup
All children were tested in a separate, familiar room in their 
pre-school. Distractions were minimised and a familiar adult 
accompanied each child. Adults were asked not to give the child 
any encouragement or prompts that might impact on their per-
formance. An eye-gaze control device (the Mobi 2 from Jabbla 
with a Tobii PCEye Go camera) was positioned so that children 
would be seated at the distance from the screen specified in the 
manufacturer’s usage instructions – approximately 60 cm away 
with the eyeline in the top third of the screen area. The Mobi 2 
runs the Mind Express 4 software, which was used to write the 
experiments described in this paper. As the Mobi 2 also has a 
touchscreen, the same device was used for both eye-gaze and 
touchscreen conditions. The touchscreen was deactivated during 
the eye-gaze condition.

All children successfully completed a five-point calibration of 
the eye-gaze system prior to undertaking the protocol. A crosshair 
cursor was used to provide feedback on the child’s gaze position 
during the eye-gaze condition. A dwell selection time of 1.0 s was 
set for all parts of the task. The need to dwell on the item being 
selected reduces the possibility that the choice can occur acci-
dentally. Progress towards a selection was indicated by a promi-
nent red border appearing around the item being targeted and 
a “clock”-style indicator which appeared around the crosshair, with 
a selection being made when the circle had completed.

The touchscreen condition was configured to closely match 
the eye-gaze setup, with the same red border and clock-style 
indicator used to show children’s progress towards a selection. 
In the touchscreen condition, a 1.0 s hold on an item was 
required to select it. This delay was introduced to replicate the 
delay in activation that occurs with dwell selection, meaning 
that control of the touchscreen would require some element of 
learning.

Grouping
Children were randomly assigned to complete either the touch-
screen or eye-gaze condition first. The procedure for both access 
methods was the same, as shown in Figure 1. The full procedure 
for each condition lasted around 20 min, with a five minute break 
between the conditions.

Learning phase
Two learning phases were presented to all children. Initial instruc-
tions to the children were kept to a minimum, with children told 
only that they were going to play some finding games on a 
computer. The first of these introduced the “active” stimulus – a 
still image of a woman wearing a blue t-shirt with an effective 
area of 65 × 50 mm (equivalent to 20° × 17° of visual angle at 
60 cm distance in the eye-gaze condition). The image appeared 
randomly at one of nine onscreen locations (see Figure 2(a)). 
When children dwelled on or pressed the image for the required 
time, it was replaced by one of six different reward video clips 
which appeared at the same location and with the same dimen-
sions as the initial picture. In all cases, the reward clips featured 
the woman in the original image performing an action such as 
dancing, waving, blowing bubbles or playing with a toy. The 
colocation of the stimulus and reward was intended to underline 
the relationship between the two.

The second learning phase introduced the “inactive” stimulus 
– a still image of a man in a yellow t-shirt of the same size as 
the active stimulus (Figure 2(b)). In contrast to the active stimulus, 
dwelling on or pressing the image did not lead to the video 
reward and it remained on screen for six seconds, before disap-
pearing and reappearing at another location after a delay of two 
seconds. Both the active and inactive learning phases presented 
the stimuli six times each.

Baseline testing phase
Following the completion of both learning phases, children were 
offered a five minute break and then presented with the baseline 
testing phase. In this phase, both active and inactive stimuli 
appeared simultaneously onscreen (Figure 2(c)). Twelve iterations 
of this testing phase were presented to each child for each of 
the access methods. Children’s performance on each trial was 
categorised as follows:

1.	 Successful – a successful trial is one in which the active 
stimulus is selected

2.	 Unsuccessful – selection of inactive stimulus
3.	 Unsuccessful – selection of another (blank) area of the 

screen
4.	 Unsuccessful – no attempt at selection made within 

10 seconds
5.	 Unsuccessful – attempt to touch the screen (applicable 

only for the eye-gaze condition)

Figure 1.  Procedure for both eye-gaze and touchscreen conditions.
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If no selection was made within ten seconds, the experimenter 
manually advanced to the next trial and attempted to redirect 
the child’s attention to engaging with the task. All sessions were 
recorded by a video camera which was focused on the screen of 
the device to allow for score checking.

Only minimal verbal prompting was given during the above 
phases, with the instructor only using prompts to direct the child’s 
attention to the task and non-specific praise (such as “That’s 
great!”) given to keep the child engaged. This ensured that chil-
dren did not receive any information or feedback about how to 
use the access method or complete the task. For the touchscreen 
condition, children were encouraged to press the screen harder 
if they did not achieve enough pressure to activate the active 
icon. They were not given information about the need to hold 
their finger on the screen until the dwell had completed.

Intervention and post-intervention phases
The intervention phase comprised a further six presentations fea-
turing both active and inactive stimuli simultaneously (Figure 2(c)). 
During this phase, children were given specific verbal instructions 
using the principles of causal language and were provided with 
coaching and feedback on their performance. In the eye-gaze 
condition, children were told the following:

•	 That the goal was to look at the reward stimulus until it 
played a video (e.g. “You need to look at the woman to 
make the video play”)

•	 That the non-reward stimulus would not do anything 
when looked at (e.g. “Nothing happens when you look at 
the man”)

•	 That the cursor on the screen was being controlled by 
their eyes (e.g. “The red box shows where you are 
looking”)

•	 That the dwell progress marker must complete in order 
for the video to play (e.g. “You need to look until the 
circle goes all the way round”)

In the touchscreen condition, children were told the following:

•	 That the goal was to press the reward stimulus (e.g. “You 
need to press the woman to make the video play”)

•	 That the non-reward stimulus would do nothing when 
pressed (e.g. “Nothing happens when you press the man”)

•	 That the screen needed to be pressed until the dwell 
progress marker had completed for the video to play (e.g. 
“You need to press until the circle goes all the way round”)

In both conditions, children were given feedback which explic-
itly referenced what they had done to trigger the video reward, 
for example: “Well done! You played the video by looking at the 
woman!”, or which made explicit any errors in selection, for exam-
ple: “Oh dear! Looking at the man doesn’t play a video!.” In order 
to keep the protocols for the two access methods as similar as 
possible, no modelling (such as pointing to the icons or simulating 
the pressing of the screen) was used during the touchscreen 
intervention. After the intervention phase, children were given a 
break of up to one minute, during which they were allowed to 
play with a toy or chat with the researcher or a familiar adult.

In the post-intervention phase of the trial the active and inac-
tive stimuli appeared on screen simultaneously for a further twelve 
trials (Figure 2(c)). Support reverted to the minimal verbal prompt-
ing of earlier phases. The scoring system and the coding of unsuc-
cessful trials for the intervention and post-intervention phases 
was the same as that used for the learning and baseline phases.

At the end of the experiments, children were given a sticker 
as a reward for participating and were thanked for taking part.

Results

Children using touchscreen first (Group A) and eye-gaze first 
(Group B) were matched for chronological age (t(7) = .043, 
p = 0.967). A mixed ANOVA confirmed that there was no difference 
in performance related to the order in which the two access 
methods were presented (F(1, 7) = .26, p = 0.628).

Performance on touchscreen and eye-gaze

Table 1 reports all eye-gaze and touchscreen responses across 
baseline, intervention and post-intervention phases. For the 
eye-gaze conditions we report the mean percentage of trials in 
which a successful selection was made (1 s fixation on the active 
stimulus). We also report the mean percentage of trials where the 
child fixated for 1 s on the inactive stimulus, fixated for 1 s on a 
blank area of the screen, made no fixation on the screen area, 
or touched the screen. The table reports the equivalent mean 
percentages for the touchscreen conditions.

A two-way repeated measures ANOVA was conducted with 
two within-subject factors: testing phase (baseline or 
post-intervention) and access method (touchscreen or eye-gaze). 
There was no significant main effect of testing phase (F(1, 8) = 
.49, p = 0.505). A significant main effect of access method was 
observed (F(1, 8) = 8.42, p = 0.002, ηp2 = .51) with the partial eta 

Figure 2.  The three experimental phases: (a) learning phase with active stimulus, (b) learning phase with inactive stimulus, (c) simultaneous presentation of stimuli 
used in all other phases. Note that faces in this image are obscured for confidentiality, however faces in the real stimuli were not obscured.
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squared indicating a large effect size. There was no interaction 
between testing phase and access method (F(1, 8) = .36, p = 0.563).

No significant correlations were seen between age and per-
formance on the touchscreen task (r = −0.002, p = 0.997), age and 
performance on the eye-gaze task (r = .12, p = 0.754), or age and 
overall performance (r = .75, p = 0.125).

Impact of causal language intervention

The greatest success for both access methods was seen in the 
intervention phase, where the majority of trials were successful: 
94.6% of touchscreen trials and 90.7% of eye-gaze trials resulted 
in selection of the active stimulus. A further ANOVA calculation 
for the eye-gaze condition, comparing baseline and intervention 
phases indicated that there was a significant increase (F(2,16) = 
30.2, p = < 0.001) in mean percentage of correct responses using 
the eye-gaze system in the intervention (Msuccess = 42.6%, SD = 27.8) 
as opposed to the baseline phase (Msuccess = 90.7%, SD = 16.9), a 
mean increase of 48.2% (95% CI, 24.5 − 71.8%).

Discussion

This study looked at whether nine typically developing children 
aged 24–35 months could infer for themselves the causal mech-
anisms by which eye-gaze technology is controlled, whether a 
teaching intervention could improve their performance and 
whether there was a difference in performance on the same task 
accessed via a touchscreen.

The children in this study achieved an average of 42.6% suc-
cessful trials on the baseline phase with eye-gaze, compared to 
75% successful on the equivalent touchscreen phase. There was 
a significant difference in performance between the two access 
methods, which would suggest that the eye-gaze access method 
was more challenging than the equivalent activity presented on 
a touchscreen. All children were of a developmental age where 
they would be expected to understand cause and effect relation-
ships [20], and all children had demonstrated understanding of 
cause and effect using physical objects prior to the start of the 
trials, ruling out any general lack of understanding of causal rela-
tionships potentially accounting for any difference. Similarly, age 
was not a factor impacting performance in either condition – it 
was not the case that older children in the group necessarily 
performed better on the eye-gaze task.

Selection of the inactive stimulus accounted for the largest 
proportion of errors in both the baseline and post-intervention 

phases of the eye-gaze and touchscreen conditions. One expla-
nation for this phenomenon might be that children were not able 
to learn the difference between the stimuli during the learning 
phase – that the active stimulus was associated with the reward 
and the inactive stimulus was not. However this seems unlikely 
as there was a clear preference for the active stimulus (selected 
in 75% of trials) over the inactive stimulus (selected in 20% of 
trials) in the touchscreen condition of the baseline phase. This 
suggests that children in the study were able to learn the asso-
ciation between stimuli and reward. The 20% selections of the 
inactive stimulus in the touchscreen condition might be explained 
by some degree of generalisation between the stimuli. This leaves 
the question of why children did not select the active stimulus 
more frequently in the eye-gaze condition. The simplest explana-
tion is that children did not make deliberate selections using 
eye-gaze: that they did not fully understand how to control the 
eye-gaze device and were simply looking at the stimuli since 
these were the only things on the screen. In any discussion of 
eye-gaze technology, it is important to acknowledge the potential 
impact of the “Midas Touch” problem [21], which posits that any 
access method that uses the same channel to both receive infor-
mation and transmit control signals is prone to over-selectivity 
and accidental selection. In the case of the present study, it may 
be that children were simply looking at the stimuli, which could 
result in selections whether or not these were intended. Since 
the stimuli included human faces, children may have a predispo-
sition to look at them, which has previously been discussed as 
an important consideration in the design and development of 
eye-gaze technology interfaces for children requiring augmentative 
and alternative communication [22]. The advantage of the meth-
odology used in the present study is that the comparison with 
the touchscreen gives us some insight into what deliberate choice 
looks like, and to contrast this with the eye-gaze condition.

Addressing the first research question, our study found no 
evidence that children could necessarily infer for themselves the 
causal mechanism by which an eye-gaze device functions. This 
finding emphasises that it would be risky to assume children will 
simply be able to acquire these skills without significant ongoing 
support. The current literature lacks empirical evidence on how 
difficult these skills are for children to acquire and what evidence 
does exist suggests that such skills can take a long time to 
develop. One interesting study [23] looked at children with severe 
physical impairments (n = 10), none of whom had any previous 
experience of using eye-gaze technology. These children were all 
issued with eye-gaze devices and their parents and support team 
were given a dedicated two-day introduction to the technology 
and the software they would be using. Thereafter the technology 
was used daily, with regular input from a multi-disciplinary team 
for 9–10 months and no other interventions being carried out 
during this time. Longitudinal follow-up of these children indicated 
that they all showed improvements on an activity involving a 
single target: with children improving in their speed of targeting 
after 5 months and in their accuracy after 15–20 months. Notably, 
this study involved a task which was chosen for its low cognitive 
and language demands. The challenges for children learning to 
use eye-gaze for more complex tasks including AAC or language 
learning will likely be greater.

One explanation for the difficulty of children’s inferring this 
causal mechanism for themselves may be the difference in con-
tiguity between the two access methods. A touchscreen provides 
clear spatial and temporal contiguity – the finger press on the 
screen is at the location where the effect occurs. Eye-gaze tech-
nology may present a unique challenge for young children 
attempting to infer a causal mechanism. Although there is 

Table 1.  Mean percentage performance on eye-control and touchscreen for 
each phase.

Baseline 
phase

Intervention 
phase**

Post-intervention 
phase

Eye-gaze
 F ixation on Active Stimulus 42.5% 90.7% 35.8%
 F ixation on Inactive Stimulus 21.7% – 30.8%
 F ixation on Blank Area 8.3% – 6.7%
 N o Selection 5.8% – 10%
  Touching Screen* 21.7% – 16.7%
Touchscreen
  Touching Active Stimulus 75% 94.6% 74.2%
  Touching Inactive Stimulus 20% – 12.5%
  Touching Blank Area 2.5% – 5%
 N o Selection 2.5% – 8.3%
*Note that this error type only exists in the eye-gaze condition.
**Unsuccessful trial outcomes were not recorded for the intervention phase, since 
children averaged less than one error each on either access method during this 
part of the experiment.
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temporal contiguity and distal spatial contiguity between cause 
(one’s own eye movement) and effect (events such as cursor 
movement on screen), this relationship may be particularly difficult 
to discern. The feedback of seeing your finger press a screen icon 
or hand move a mouse may be more salient than only having 
the proprioceptive feedback of moving one’s own eyes.

Examples of children’s inferring a causal mechanism in the 
absence of spatial contiguity exist in the wider literature. Kushnir 
and Gopnik [24] used a play-based activity in which a selection 
of objects activated a musical toy when either placed on that toy 
(contiguous) or held over it (non-contiguous) to demonstrate that 
3–4 year old children are more likely to make the correct infer-
ences about causal mechanisms when the cause had spatial con-
tiguity with the effect. However, their study also demonstrated 
that children could use both probabilistic and deterministic rea-
soning to infer non-contiguous causal relationships and apply this 
to new interactions with novel objects – which did not appear 
to be the case with eye-gaze interactions in the present study. 
The difference in the amount and type of feedback provided by 
eye-gaze technology may be a factor here. It has been highlighted 
[25] that the lack of any proprioceptive, auditory or haptic feed-
back from eye-gaze systems may make the mechanism by which 
eye movements control the system harder to identify for new 
users. Knowledge and understanding of a mechanism underpins 
how events with only distal spatial contiguity (or no spatial con-
tiguity at all) can be treated as causal, for example the turning 
on of a light using a light switch, using a switch-activated toy or 
controlling an onscreen character with a joystick. Eye-gaze tech-
nology lacks both spatial contiguity and an obviously inferred 
causal mechanism, especially in the context of a comparative 
paucity of feedback provided to the user.

The lack of success in the eye-gaze condition was not due to 
children’s repeatedly touching the screen. The percentage of trials 
in the eye-gaze condition that resulted in children touching the 
screen was relatively low – an average of 2.7 trials (21.7%) during 
the baseline phase and 2.0 trials (16.7%) in the post-intervention 
phase. This suggests that children learned quickly that the touch-
screen was deactivated and did not persist with attempting to 
complete the task using this access method.

The second research question explored whether a teaching 
intervention based on causal language could improve the per-
formance of children in the study. The addition of causal lan-
guage had the immediate effect of improving performance with 
both access methods during the intervention phase, compared 
to the baseline and post-intervention phases when only minimal 
prompting and non-specific encouragement were given. These 
findings suggest that causal language instruction may be a prac-
tical way to scaffold eye-gaze access. The results also add further 
weight to the idea that the causal relationship that underpins 
use of eye-gaze technology is not intuitive for younger children, 
since their performance only approached that of touch screen 
access, a more familiar and more intuitive access method, with 
the additional support of proactive teaching.

The use of causal language instruction to support children’s 
learning merits some further discussion. Whilst this scaffolding 
was in place, children’s performance did increase to a level similar 
to their performance with a touchscreen. However, there may be 
questions about what this approach is actually teaching children. 
The approach uses consistent verb forms (“looking at the woman 
makes the video play, can you make the video play?”) but children 
do not need to understand all of this instruction to be successful, 
or explicitly understand that the action of looking produces the 
outcome. In fact, simply following the instruction to “look at the 
woman” would lead to a successful outcome. In this way, the 

intervention may be focusing children on the target (the woman) 
but not necessarily explicitly teaching the child that there is a 
causal link between eye movements and outcomes on the screen. 
This suggests that the higher levels of performance during inter-
vention are not necessarily due to an understanding of a causal 
link between eye gaze and outcomes on the screen. Interestingly, 
a similar pattern of performance increase and regression in the 
touchscreen condition was also seen, suggesting that in both 
conditions key prompts are being followed but causal mechanisms 
may not have been learned.

The final research question concerned how performance dif-
fered on the same task controlled by eye-gaze and by touch-
screen. Children performed better on the touchscreen version of 
the task across all three phases, which suggests that the weaker 
performance on the task when using eye-gaze technology may 
be attributable to difficulty inferring the mechanism of gaze con-
trol. The modification of the touchscreen to include a delayed 
activation, whilst not a perfect analogue for the novelty of 
eye-gaze control, makes it less likely that children’s better perfor-
mance with a touchscreen is solely attributable to pre-existing 
familiarity, although it would be logical to assume that familiarity 
played some part. Whilst children’s amount of touchscreen use in 
everyday life was not enquired about in this study, results pub-
lished elsewhere in the literature suggest that 92.05% of children 
aged 26–36 months used a touchscreen daily for an average of 
43.95 min [26]. Nationally available statistics in the UK suggest 
that the majority of 3–4 year olds are familiar with using touch-
screen tablet computers to access online content [27]. By contrast, 
eye-gaze control was entirely novel to all children.

Whilst the typically developing children in this study could 
perform to a high level with the eye-gaze device whilst instruction 
was ongoing, we found no evidence that they could do this either 
intuitively or independently. Applying these findings to the clinical 
population of children most likely to be considered candidates 
for eye-gaze technology, it appears that there may be some 
advantages to using approaches such as causal language instruc-
tion, although it remains likely that learning will take time and 
repetition. Further, this research highlights risks in making assump-
tions about what children are learning from eye-gaze activities, 
particularly those claiming to teach cause and effect or other 
foundation skills needed for control of a device. Clinicians should 
be wary of making assumptions about what children are learning 
from such activities, particularly in regard to developing an under-
standing of the causal mechanism by which eye-gaze is controlled. 
Eye-gaze itself may not, by extension, be a helpful method of 
teaching cause and effect for children in which the skill is not 
already established.

Importantly, these results do not suggest that children should 
be denied access to eye-control technology. Rather, the findings 
underline the importance of planning interventions carefully, rec-
ognising the complexity of acquiring this novel method of control 
and managing expectations. This is in line with recently published 
guidelines for the assessment and introduction of eye-gaze tech-
nology [6, 28] where stakeholders including eye-gaze users, their 
support teams and other professionals involved in assessment, 
underlined the importance of understanding the expectations 
related to this complex technology.

Limitations

The number of children included in this work is small and it may 
be interesting to replicate the present study with a larger group. 
In addition, the methodology only includes one session of causal 
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language intervention. There is scope for a longer-term study 
which looks at the impact of more teaching sessions on the con-
solidation of these skills over a longer period. The study does not 
contrast causal language instruction with other methods of 
instruction or teaching, which may be helpful to explore in future 
work. It is also conceivable that the instruction given to some 
children to push the touchscreen harder if it did not activate 
could be construed as causal, although this was considered by 
the researchers to be acceptable, since the prompt does not follow 
the format of causal language instructions used elsewhere in the 
study and was only used in the event of the screen not activating 
despite a clear, intentional press.

Summary

This paper offers new insight into the potential challenges for 
younger children in inferring for themselves the causal link 
between eye movements and control of an eye-gaze device. The 
results may suggest that this link is not straightforward for chil-
dren to learn without significant support: children were able to 
improve their performance with explicit instruction, but their 
regression to baseline performance levels when this was removed 
calls into question whether they had fully acquired this 
causal link.
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