
ar
X

iv
:2

31
2.

01
62

7v
1 

 [
cs

.C
Y

] 
 4

 D
ec

 2
02

3

Teachers’ trust and perceptions of AI in

education: The role of culture and AI self-efficacy

in six countries

Olga Viberg1*†, Mutlu Cukurova2, Yael Feldman-Maggor3,

Giora Alexandron3, Shizuka Shirai4, Susumu Kanemune4,

Barbara Wasson5, Cathrine Tømte5, Daniel Spikol6,

Marcelo Milrad7, Raquel Coelho2, René F. Kizilcec8*†
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Abstract

AI-based educational technology (AI-EdTech) is increasingly adopted in K-12
education. Teachers play a critical role in this process as they are expected to
use AI-EdTech in ways that support their teaching practice and students’ learn-
ing outcomes. Teachers’ willingness to meaningfully integrate these technologies
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into their everyday educational activities depends on their attitudes toward AI-
EdTech. We surveyed 508 K-12 teachers in six countries across four continents
(Brazil, Israel, Japan, Norway, Sweden, USA) about the perceived benefits of,
concerns about, and trust in AI-EdTech. We examine demographic, geo-cultural,
professional, and psychological factors that might influence teachers’ attitudes.
Our results showed that teachers with higher AI understanding and self-efficacy
perceive more benefits, fewer concerns, and stronger trust. We also found geo-
graphic and cultural differences in teachers’ attitudes, including their trust in
AI-EdTech, but no demographic differences emerged based on their age, gen-
der, or level of education. The findings provide a comprehensive, international
account of factors influencing teachers’ attitudes toward AI-EdTech. Efforts to
raise teachers’ understanding of, and trust in AI-EdTech, while considering their
cultural values are encouraged to support its adoption in K-12 education.

Keywords: Education, Teachers, Attitudes, Trust, Culture, Survey

1 Introduction

Over the last decade, artificial intelligence-based educational technology (AI-EdTech)
has been increasingly used in K-12 (kindergarten, primary and secondary) educa-
tion across many countries (Holmes, Persson, Chounta, Wasson, & Dimitrova, 2022;
Nazaretsky, Ariely, Cukurova, & Alexandron, 2022; Zawacki-Richter, Maŕın, Bond, &
Gouverneur, 2019). Its use has accelerated since 2019 across all school years (Cromp-
ton, Jones, & Burke, 2022) and evolved towards the end of 2022 with the rapid
integration of generative AI technologies due to the sudden popularity of OpenAI’s
ChatGPT (Lim, Gunasekara, Pallant, Pallant, & Pechenkina, 2023). AI-EdTech can
potentially improve students’ learning outcomes, critical thinking, and problem-solving
skills (Wu & Yang, 2022), for example, by providing more immediate feedback and
personalized learning paths (Benotti, Martnez, & Schapachnik, 2017). AI-EdTech also
promises benefits for teachers. According to a recent systematic review, these include
improved planning (e.g., around students’ needs), implementation (e.g., immediate
feedback and teacher intervention), and assessment (e.g., through automated essay
scoring) (Celik, Dindar, Muukkonen, & Järvelä, 2022). Such benefits have the poten-
tial to improve the conditions for student learning and ultimately lead to improved
learning outcomes. However, our understanding of the impact of AI-EdTech on teach-
ing and learning is in its infancy as there is not yet widespread adoption of AI-EdTech
in schools.

A critical area for systematic investigation is teachers’ perspectives on AI-EdTech
because they are ultimately the ones who need to meaningfully integrate it into their
routines in ways that improve student learning and support their everyday teaching
practices (Kizilcec, 2023; Seufert, Guggemos, & Sailer, 2021). Although teachers are
essential stakeholders for AI-EdTech, our scientific understanding of their attitudes
towards this technology, and what individual and contextual factors influence their
attitudes, is limited (e.g., Cukurova, Miao, & Brooker, 2023; Velander, Taiye, Otero, &
Milrad, 2023). Cukurova and colleagues (2023) note that the ”slow adoption of AIED
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systems in real-world settings might, in part, be attributable to the frequent neglect
of a range of other factors associated with complex education systems” (p. 152).

Prior research has examined several factors influencing teachers’ adoption of AI-
EdTech in education. These include teachers’ level of knowledge about AI (e.g.,
Velander et al., 2023), perceived self-efficacy, anxiety, perceived usefulness, perceived
ease of use (e.g., Almaiah et al., 2022; Wang, Liu, & Tu, 2021), and trust in these tech-
nologies (e.g., Nazaretsky, Ariely, et al., 2022; Nazaretsky, Cukurova, & Alexandron,
2022). In addition, a teacher’s decision to adopt a new technology, such as AI-EdTech,
is influenced by their initial perceptions of the technology (Moore & Benbasat, 1991).
In particular, as Agarwal and Prasad (1997) point out, individuals ”will be less likely
to experiment with new technologies if they perceive a significant risk associated with
such exploration” (p.574). Yet, teachers’ attitudes toward AI-EdTech have received
limited research attention, especially at scale and across countries. Only recently have
researchers established frameworks for assessing teachers’ perceived benefits, concerns,
and trust related to AI-EdTech (Al Darayseh, 2023; Choi, Jang, & Kim, 2023; Nazaret-
sky, Ariely, et al., 2022; Nazaretsky, Cukurova, & Alexandron, 2022). This has created
a foundation for studying factors that influence teachers’ adoption of AI-EdTech in
schools around the world (Cukurova et al., 2023; Kizilcec, 2023).

Multi-national studies are important in this domain because individuals’ atti-
tudes towards technology adoption are known to differ considerably across coun-
tries (F. Huang, Teo, Sánchez-Prieto, Garćıa-Peñalvo, & Olmos-Migueláñez, 2019;
Morrone, Tontoranelli, & Ranuzzi, 2009), and people’s trust in automation can be
influenced by cultural differences (Berkovsky, Taib, Hijikata, Braslavsku, & Knijnen-
burg, 2018; Chien, Sycara, Liu, & Kumru, 2016; H.-Y. Huang & Bashir, 2018). In their
seminal review of culture in information systems research (a review of 82 articles),
Leidner and Kayworth (Leidner & Kayworth, 2006) found that several dimensions of
culture influence the adoption and use of information technology. Their analysis is
grounded in Hofstede’s model of cultural values (Hofstede, Hofstede, & Minkov, 2010),
the most often used model to conceptualize and study culture. Their findings show
that four cultural values, namely uncertainty avoidance, power distance, masculinity
(vs. femininity), and collectivism (vs. individualism), are important predictors of tech-
nology adoption (see Background for details). Context is known to play an important
role in assessments of trust (Hong, An, Akerkar, Camacho, & Jung, 2019; Klein et al.,
2019), and to our knowledge, there is no prior research on the impact of culture on
school teachers’ attitudes, including their level of trust—an affective attitude (Jones,
1996)—toward AI-EdTech.

To improve our scientific understanding of factors that influence teachers’ adoption
of AI-EdTech, the present study investigates teachers’ attitudes in terms of perceived
benefits, concerns, and trust in AI-EdTech in the context of K-12 education in six
countries (Brazil, Israel, Japan, Norway, Sweden, USA). We selected countries to rep-
resent distinct geographic areas (North Europe, East Asia, Middle East, North and
South America) in which individuals’ cultural values are expected to differ along sev-
eral dimensions (e.g., uncertainty avoidance and power distance) based on prior work
by Hofstede and colleagues (2010). We also note that these countries differ in terms of
their overall 2022 readiness to utilize AI according to the Oxford Insights Government
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AI Readiness Index (Rogerson, Hankins, Fuentes Nettel, & Rahim, 2022). Considering
the importance of cross-cultural differences in people’s attitudes about automation and
ICT (information and communication technologies), this study aims to understand
better how teachers’ attitudes, including the perceived benefits, concerns, and trust in
AI-EdTech vary across countries and cultural value dimensions. This study marks an
important step towards understanding the teacher perspective and developing inter-
ventions to support teachers’ effective adoption and use of AI in schools to realize its
full potential. Our study addresses the following overarching research question:
RQ: To what extent are K-12 teachers’ perceived benefits, concerns, and trust in
AI-EdTech influenced by (a) demographic and professional characteristics, (b) AI
self-efficacy and understanding, (c) cultural values, and (d) geographic location?

2 Background

2.1 Teachers’ attitudes about adopting AI-EdTech in schools

Research conducted so far on teachers’ attitudes towards adopting AI-EdTech
in schools has come to mixed and inconsistent conclusions. For example, Al
Darayesh (Al Darayseh, 2023) examined teachers’ perceptions (N = 83) of the factors
that influence the use of an AI application in science education in a Middle Eastern
school context. Building on the Technology Acceptance Model (TAM) (Davis, Bagozzi,
& Warshaw, 1989), the findings indicated high acceptance of AI-EdTech by science
teachers and a positive association of acceptance with self-efficacy, ease of use, expected
benefits, and behavioral intentions. The study did not find evidence that teachers’
level of anxiety and stress about AI-EdTech influence their adoption. In another study,
Chounta and colleagues (2022) surveyed teachers (N = 140) regarding their percep-
tions of AI as a tool to support teaching in Estonian schools. They found that teachers
are concerned about the effort it would require them to learn how to appropriately
use AI technologies and about potential trust issues that could arise (for more about
teachers’ trust, see Section 2.3). The teachers reported limited knowledge about AI,
and how it could support them in everyday teaching practices. The researchers partly
attributed teachers’ concerns to the socio-cultural context of the study: the teachers
perceived AI as a tool to assist them in dealing with multilingual content.

Cukurova and colleagues (2023) developed a new instrument to measure factors
that influence teachers’ adoption of AI-EdTech, and to predict teachers’ engagement
with adaptive learning platforms. The survey results (N = 792 teachers in the United
Arab Emirates) showed that teachers’ knowledge, confidence, and AI-EdTech product
quality are important factors. Additionally, ensuring that the tool does not create more
workload, increasing teachers’ sense of ownership and trust, providing teachers with
support mechanisms, and assuring that ethical issues are mitigated are all important
factors influencing the adoption of AI in schools. Unlike traditional methods of pre-
dicting teachers’ perceived adoption with survey responses as the dependent variable,
they used engagement logs of teachers from the tool as a proxy of actual adoption and
showed that the factors above could be used to effectively predict teachers’ real-world
adoption of AI-EdTech in schools (Cukurova et al., 2023).
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In a survey of 714 vocational senior high school teachers in Taiwan, Chou and
colleagues (2023) developed a survey measure of teachers’ efficacy perceptions of AI-
based teaching applications and examined variation based on teacher characteristics.
They found significant differences in self-efficacy based on teachers’ gender (male vs.
female), job position (executive staff vs. teacher vs. teacher and administrator), senior-
ity (in years), and experience in teaching with AI-EdTech (in years). Furthermore,
a survey of 428 teachers in Turkey examined AI self-efficacy (Celik, 2023) using a
newly developed scale based on the TPACK framework (Koehler & Mishra, 2009). The
results indicated that teachers’ technological and pedagogical knowledge is critical for
integrating AI-EdTech in classroom practice.

Thus, while several studies have examined teachers’ attitudes toward adopting AI-
EdTech and its underlying factors, their findings are mixed and mostly specific to
a single country’s context. This raises questions about the generalizability of these
findings and calls for large-scale, cross-cultural research on teachers’ attitudes and
factors that may influence their attitudes. The present research addresses this call by
studying teachers’ attitudes regarding their perceived benefits, concerns, and trust in
AI-EdTech across countries. We also study previously overlooked factors, including
various teacher characteristics and cultural values, which may influence their will-
ingness to meaningfully adopt AI-EdTech and use it to promote students’ academic
success in K-12 education.

2.2 Trust in AI

Trust is a consequential affective attitude (Jones, 1996). It matters in both interper-
sonal relationships (Slovic, 1993) and people’s relationships with technology (Mck-
night, Carter, Thatcher, & Clay, 2011), including teacher’s relationship with AI-
EdTech. It is recognized as ”a critical aspect of AI adoption and usage” (Lukyanenko,
Maass, & Storey, 2022, p. 1994). In this study, we focus specifically on trust in AI-
EdTech compared to trust in people and organizations such as schools. With the rise
of AI, the issue of trust in AI has become especially important, and despite scholars’
increased attention to the topic, evidence in this area remains fragmented, especially
in K-12 education settings (Kizilcec, 2023). Lukyanenko and colleagues (2022) note,
“trust in the broader systems [e.g., K-12 education], in which AI is embedded due to
AI being a component of the system, has, so far, escaped much research” (p.2008).
Consequently, in this study, when studying teachers’ attitudes, we also examine their
affective attitudes regarding their trust in AI-EdTech.

There are many definitions of trust and trust in AI, and there is a lack of con-
sensus around a widely accepted definition (for an overview, see (Lukyanenko et al.,
2022; Mcknight et al., 2011)). For this study, we adopt the following systems-based
definition of trust in AI: “a human mental and physiological process that considers the
properties of a specific AI-based system, a class of such systems or other systems in
which it is embedded or with which it interacts, to control the extent and parameters
of the interaction with these systems” (Lukyanenko et al., 2022, p. 12). This definition
suggests that a teacher’s trust in AI is not static but rather a dynamic process that
evolves, which is in line with earlier work on trust and trust formation (e.g., Glikson
& Woolley, 2020; Lumineau & Schilke, 2018).
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How trust develops and is sustained is important in implementing a system, and
culture can play a major role in this process (Yerdon, Marlowe, Volante, Li, & Han-
cock, 2017). Too much or too little trust in automation can lead to misuse and disuse
of a system (Hancock et al., 2011). Trust in a specific technology reflects individuals’
(here, teachers’) beliefs about its favorable attributes. Trusting beliefs can be decom-
posed into three components according to Mcknight et al. (2011): (1) beliefs about
functionality, i.e., ”whether one expects a technology to have the capacity or the capa-
bility to complete a required task”, (2) beliefs about helpfulness, i.e., ”a feature of
the technology itself”, and (3) beliefs about reliability, i.e., ”one expects technology
to work consistently and predictably” (p.12).

2.3 Teachers’ trust in AI-EdTech

The 2022 European Commission Ethical Guidelines on the use of AI and data in
teaching and learning explicitly called out the promotion of excellence and trust in AI
as a priority for the Commission (Commission, Directorate-General for Education, &
Culture, 2022). However, few evidence-based research studies have examined teachers’
trust in AI-EdTech thus far. One study proposed a survey instrument to measure
teachers’ trust in AI-EdTech and validated it among 132 high-school biology teachers
in Israel (Nazaretsky, Cukurova, & Alexandron, 2022). Their instrument comprised
eight subscales, including the perceived benefits of AI-EdTech and anxieties related
to using AI-EdTech. This work extends our theoretical understanding of the human
factors influencing the acceptance of AI-EdTech among K-12 teachers.

Another study examined teachers’ perceptions of AI as a tool to support teach-
ing in Estonian K-12 education, focusing on Fairness, Accountability, Transparency,
and Ethics (Chounta et al., 2022). They specifically found that teachers have con-
cerns about trusting AI tools. For example, some teachers in the study stated that
they would not trust AI to carry out tasks without error, which echoes the phe-
nomenon of algorithm aversion previously highlighted in AI-adoption research in other
domains (Dietvorst, Simmons, & Massey, 2015). Teachers were critical of how AI
could undermine human-to-human communication and obstruct social components of
learning. Nazaretsky and colleagues (2022) suggested one way to overcome this chal-
lenge in a study that developed and evaluated a teacher professional development
program (PDP) to increase teachers’ trust in AI-EdTech in K-12 settings. The results
showed that during the PDP, teachers gained important knowledge about AI-powered
assessment, which helped forestall some of their misconceptions and biases related
to the nature of AI-EdTech. By the end of the program, teachers expressed a higher
willingness to use AI-EdTech in their classrooms and proposed innovative ways to
integrate this tool into their pedagogy. They were also more open to data-driven deci-
sion making, which can reinforce their positive attitudes toward AI. This highlights
the importance of improving an understanding of AI among teachers to develop trust
and acceptance.

Self-efficacy beliefs can be a key determinant of trust among teachers and self-
efficacy has been found to influence trust in AI in a teacher-focused study (Nazaretsky,
Ariely, et al., 2022). Bandura (1977) defined self-efficacy as confidence in one’s ability
to perform a task or undertake an endeavor. Self-efficacy has been found to influence
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persistence tasks and interest expression (Evans, Luft, Czerniak, & Pea, 2014). The
development of self-efficacy requires experiences overcoming obstacles through contin-
uous effort (Usher & Pajares, 2008). Thus, prior experience can help build self-efficacy
and foster trust, as shown in He et al.’s (X. He, Stapel, Wang, & Happee, 2022) study
examining the link between trust and experience with driving automation. Experienced
drivers tended to be less sensitive to risk and more trusting of automation.

Although this review of related work presents some initial progress towards under-
standing teachers’ perspectives and trust in AI-Edtech as well as their influence on
adoption in schools, it also highlights a lack of cross-cultural research on teachers’ per-
ceptions of, and trust in, AI-EdTech that compares attitudes in different parts of the
world.

2.4 Cultural differences in technology adoption and trust in

EdTech

Individual’s cultural values differ across countries (Hofstede et al., 2010), which can
influence people’s responses to their environment, and how much they trust people
and institutions (e.g., Doney, Cannon, & Mullen, 1998; Hofstede et al., 2010; Klein et
al., 2019) as well as technology and automation (e.g., Berkovsky et al., 2018; Chien,
Lewis, Hergeth, Semnani-Azad, & Sycara, 2015; H.-Y. Huang & Bashir, 2018; Yerdon
et al., 2017). As highlighted by Chien and colleagues (2015), ”cultural values and
norms can greatly influence an individual’s trust and reliance on the automation as
well as the formation, dissolution and restoration of trust” (p.688).

The role of culture in teachers’ attitudes, including their trust in AI-EdTech in
educational settings, is relatively understudied in the broader literature on culture in
education. Relevant research in other contexts has studied different types of informa-
tion and communication technologies, including AI tools. For example, Chien et al.
(2016) examined the effects of cultural characteristics (i.e., the dimensions of power
distance, individualism, and uncertainty avoidance, and personality traits on reported
trust in automation in Taiwanese, Turkish, and US samples. They found that uncer-
tainty avoidance and individualism were significantly correlated with respondents’
general trust in automation in the US and Turkish sample, but not in the Taiwanese
sample. In another study, Berkovsky et al. (2018) examined cultural differences when
using recommendation systems across four countries (France, Japan, Russia, and the
US). Their experiments with 102 participants from these countries found cultural dif-
ferences in preferences for information presentation and explanation based on nine
constructs of trust (e.g., transparency and integrity). They used Hofstede’s original
scores for the masculinity dimension to interpret their results (Hofstede et al., 2010):
a culture’s masculinity score (e.g., high in Japan) was strongly correlated with par-
ticipants’ preference for human (vs. AI) presentation and personalized explanations
because they had more trust in them. Finally, Yerdon and colleagues (2017) examined
cultural differences in trust in the setting of automotive automation, specifically for
autonomous driving. They found that a driver’s expected communication style, which
varied based on the cultural dimension of individualism/collectivism, significantly
affected their level of trust. Together, these studies demonstrate the importance of
cultural differences in people’s trust in different technologies and forms of automation.
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The present study employs Hofstede’s theoretical model of national culture (Hofst-
ede et al., 2010) to examine the possible influence of teachers’ cultural values on their
perceived benefits, concerns, and trust in AI-EdTech. Hofstede and colleagues (2010)
define culture as “the collective programming of the mind which distinguishes the
members of one group or category of people from another” (p.5). While our study
is grounded in Hofstede’s model of culture and its core dimensions (individualis-
m/collectivism, masculinity/femininity, power distance, uncertainty avoidance, and
long/short-term orientation), we do not assume homogeneity in cultural values within
a nation. Instead, we use these cultural dimensions to examine teacher’s individual
cultural values and how they relate to their perceived benefits, concerns, and trust in
AI-EdTech. We chose to adopt Hofstede’s model since it can “explain human behav-
iors better than other measures, such as country and language” ((Li, 2022), p. 269). It
has previously been used to study cultural differences in students’ and teachers’ atti-
tudes towards technology use in educational settings (F. Huang et al., 2019; Tarhini,
Hone, Liu, & Tarhini, 2017; Viberg & Grönlund, 2013), as well as trust in information
systems, including AI technologies (Berkovsky et al., 2018), and automation across
countries (Chien, Lewis, Sycara, Liu, & Kumru, 2018).

3 Methods

3.1 Context and Participants

We collected responses from school teachers in six countries. Table A1 provides a com-
prehensive overview of sample characteristics. The data collection process (described
below) varied across countries to adhere to local research standards. We obtained
approval from institutional or national ethics boards before data collection, and all
respondents included in the analysis provided informed consent. Teachers’ participa-
tion was voluntary, and data collection occurred between November 2022 and June
2023.

The Israeli sample was collected from middle and high school science, math, and
computer science teachers. The survey was distributed among in-service teachers’ pro-
fessional development communities and teachers studying for a master’s degree in
science education. Teachers completed the survey using an online platform built on
WordPress. The survey items for measuring teachers’ perceived benefits, concerns, and
trust in AI-EdTech were originally composed in Hebrew and validated by (Nazaret-
sky, Cukurova, & Alexandron, 2022). The culture-related items were first translated
into Hebrew and validated by the Israeli research team and the five additional sci-
ence education experts. The research received ethical approval from an Institutional
Review Board (IRB) committee (code number 11862).

The Norwegian sample was collected at five upper secondary schools in Norway’s
east, south, and western parts. All selected schools are medium to large schools in
terms of the number of students, spanning from about 300 to 1000. School principals
were sent information about the study and they invited their teachers to participate in
the survey. Principals either sent the researchers a list of the teacher’s e-mail addresses
and they were sent the survey link, or they distributed the link to the survey directly
to their teachers. After a short introduction to the study, the researchers involved, and
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the right to withdraw, teachers provided consent for the data to be used for research
and proceeded to the survey. The online survey was administered using the software
SurveyXact, which allowed for anonymous participation. The researchers translated
the survey instrument into Norwegian, and several rounds of editing were conducted.
The agency reported and approved the study for privacy and ethical concerns in
research at the University of Bergen.

The Swedish sample was collected from junior and senior upper secondary school
teachers. The survey was distributed among in-service teachers through professional
development communities and the schools’ principles, as well as through a newsletter
sent by the Swedish National Agency of Education in May 2023. The survey instrument
was translated into Swedish and validated by the Swedish research team, the two
additional experts and the two teachers who piloted the survey items. The survey was
distributed through an online platform, Artologik Survey and Report. Ethical approval
was obtained from the National Ethical Review Board (2023-00291-01) in March 2023.

The Brazilian sample was collected from secondary school teachers using social
media channels, and through the mailing list of a research center focused on basic
education school teachers in Brazil. In addition to sending the survey link to teachers’
school email lists, the professional network of the Regional Center for Studies on
the Development of the Information Society was approached. The survey was cross-
translated to Portuguese, and teachers completed the survey online using the Qualtrics
survey platform. The survey had a preamble section informing the teachers about the
study, the purpose of the research, the team involved, and the right to withdraw at
any time. Teachers who agreed to proceed were asked to consent to data collection
and use for research purposes. The study protocol received ethics approval from the
institutional ethics board (REC 1760: Trust in AI-based EdTech and Cultural Values)
and the data protection registration (Z6364106/2023/01/153).

The US teacher sample was collected by asking a superintendent to distribute the
survey among teachers in a school district located in Upstate New York. A short study
description was provided along with the URL to Qualtrics survey. The description
read “Research about AI in Classrooms (short survey): The Future of Learning Lab, as
part of an international research effort to support teaching practices, is inviting high
school science teachers to complete a 15-20min survey about their attitudes toward
AI-based technology for teaching. The study will compare teachers’ responses across
[countries].” The institutional review board at Cornell University approved the study
protocol.

The Japanese sample was collected from junior high and high school teachers in
science, mathematics, and computer science. Using Microsoft Forms, the anonymous
online survey was distributed to several junior high and high school teachers’ networks
in Japan, where the co-authors are based. All the original questionnaire items in
English were translated into Japanese and validated by the Japanese research teams.
The research received ethical approval from an IRB committee (code number 2022-24).
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3.2 Measures

An anonymous online survey was distributed to K-12 teachers in different countries.
The survey instrument was structured into four parts: teacher characteristics, AI self-
efficacy and understanding, perceived benefits, concerns, and trust in AI-EdTech, and
finally, cultural values. The complete questionnaire is available on OSF: https://osf.
io/abe9u/?view only=b691f9365c0b4272b9472df5e81518f0.

Teacher characteristics: Respondents were asked to indicate their gender iden-
tity, age group, highest level of education, primary teaching subject(s), and the number
of years of experience in education, and specifically experience using EdTech tools in
teaching. Table A1 shows the response options for all items with response distributions
in each sample and overall.

AI Self-efficacy: Self-efficacy was measured using an index of two items: “How
knowledgeable are you about AI applications’ use in education?” (5-point scale from
Not knowledgeable at all [1], Slightly knowledgeable, Moderately knowledgeable, Very
knowledgeable, to Extremely knowledgeable [5]), and “How confident are you dis-
cussing AI applications in education with others?” (5-point scale from Not confident
at all [1], Slightly confident, Moderately confident, Very confident, to Extremely con-
fident [5]). Responses were averaged into an index with high internal reliability (see
Cronbach’s alpha in Table A2).

AI Understanding: We assessed teachers’ understanding of AI by asking them
to select from a set of options the ones they consider the closest description of AI.
This item was inspired by previous surveys on public perceptions of AI (e.g., Cave,
Coughlan, & Dihal, 2019). As there is not one correct description of AI, we provided
five options that vary in how accurately they describe AI in the context of EdTech.
The two options we deemed most accurate (coded as 1) were “an algorithm for mak-
ing decisions based on big data” and “a relationship between concepts, problems, and
methods for solving problems.” The two options we deemed least accurate (coded as
−1) were “autonomous robots” as in terminator-like science fiction and “automated
tasks that repeat themselves” as in traditional software. One option we deemed mod-
erately accurate (coded as 0.5): “a replica of human intelligence” as in a simulation
of human intelligence by machines (Dong, Hou, Zhang, & Zhang, 2020). We convert
responses into a score between -2 to 2.5 by adding up the coded values.

Perceived benefits of AI-EdTech: Benefits were measured using an index of
seven statements adopted from (Nazaretsky, Cukurova, & Alexandron, 2022): e.g.
“Artificial Intelligence can assist teachers with in-class management activities, such as
identifying students who are off-task.” Responses to the seven statements were rated
on a 5-point Likert scale and averaged with high internal reliability (see Cronbach’s
alpha in Table A2). The response scale ranged from strongly disagree (1), disagree
(2), neither agree nor disagree (3), agree (4), to strongly agree (5).

Perceived concerns of AI-EdTech: Concerns were measured using an index of
5-point Likert-scale responses to nine statements adopted from Nazaretsky, Cukurova,
and Alexandron (2022): e.g. “AI algorithms do not understand social, emotional, and
motivational factors that are very important in teaching.” Responses to the nine state-
ments were averaged into an index with high internal reliability (see Cronbach’s alpha
in Table A2).
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Trust in AI-EdTech: Trust was measured using an index of 5-point Likert scale
responses to nine statements adopted from (Nazaretsky, Cukurova, & Alexandron,
2022): e.g. “I fully trust using AI-based educational technology in my classroom.”
Responses to the nine statements were averaged into an index with high internal
reliability (see Cronbach’s alpha in Table A2).

Cultural Values (power distance, uncertainty avoidance, collectivism,
long-term orientation, and masculinity): We use the Individual Cultural Values
Scale (CVSCALE) (Yoo, Donthu, & Lenartowicz, 2011) to measure teachers’ cultural
values with 26 items. This instrument is based on Hofstede’s (Hofstede et al., 2010)
cultural categories, but instead of assessing culture at the national level, it operates
at the individual level, and it is valid for both “student and non-student samples” (p.
205) in five countries (Yoo et al., 2011). Each cultural values dimension is an index of
four to six statements rated on a 5-point Likert scale: strongly disagree (1), disagree
(2), neither agree nor disagree (3), agree (4), strongly agree (5).

3.3 Analytic Approach

To answer our research question, we fit three multiple linear regression models, one
for each outcome variable (benefits, concerns, trust), with teacher characteristics as
predictors (demographic, professional, AI self-efficacy and understanding, and cultural
values). To account for the geographical clustering in our data, we use country fixed
effects instead of random effects (i.e. a mixed-effects model), because it guarantees
statistical consistency and the key assumption that the predictors are uncorrelated
with the random intercept does not hold (Bell, Fairbrother, & Jones, 2019). In partic-
ular, we checked the models for potential multicollinearity by computing the variance
inflation factor (VIF) for each predictor variable: all VIF scores are below 3, except
for the sample fixed effects. This indicates that all predictor variables are sufficiently
uncorrelated (VIF scores below 10 indicate low levels of multicollinearity), and there
is no need to apply variable selection (it would not significantly change our findings).
The higher VIF scores for the sample fixed effects indicate that the predictor vari-
ables are correlated with the country fixed effect, which violates a central assumption
of random effects models, and leads us to use a fixed effect model.

Table 1 shows the pooled regression results with heteroskedasticity-robust stan-
dard errors. We performed ten imputations with predictive mean matching over 50
iterations to impute a small amount of missing data (using the mice package in
R (Van Buuren & Groothuis-Oudshoorn, 2011). The share of missing values was less
than 7% of observations. Following best practices for analyzing multiply imputed
data, we fit the same multiple linear regression model on each of the ten imputed
datasets and pool the results. This method accounts for the uncertainty associated
with imputing missing data directly in the calculation of standard errors and p-
values (Van Buuren & Groothuis-Oudshoorn, 2011). The results are reproducible using
the analysis script and de-identified data available on OSF: https://osf.io/abe9u/?
view only=b691f9365c0b4272b9472df5e81518f0.
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4 Results

The samples collected across six countries cover a range of demographic characteristics,
academic subjects, and levels of experience with teaching and technology (Table A1).
The average level of perceived benefits, concerns, and trust in AI-EdTech is overall
slightly above the neutral midpoint. The three outcome variables (benefits, concerns,
and trust) are significantly correlated with each other; additionally, self-efficacy is
positively correlated with perceived benefits, collectivism is positively correlated with
concerns, and masculinity is negatively correlated with trust (see Table A2). We con-
ducted a multiple linear regression analysis for each outcome variable and included
all independent variables as sample fixed effects. Note that we include all predictors
at once because there is no evidence of multicollinearity (i.e., correlations between
predictors; all VIF scores ¡ 3) and thus no need to perform variable selection. The
regression results, presented in Table 1, yield the following five main findings that are
statistically significant while adjusting for all other factors.

First, the regression results show that both AI self-efficacy (i.e., teachers’ beliefs
in their ability to use and discuss AI-EdTech) and AI understanding (i.e., how well
teachers understand AI in lay terms) are associated with their attitudes towards AI in
education. We find that more AI self-efficacy and more AI understanding significantly
predict more perceived benefits, trust, and fewer concerns.

Second, we find several individual cultural values significantly predict teacher atti-
tudes, including their trust in AI-EdTech. In particular, higher uncertainty avoidance
and higher long-term orientation are associated with more perceived benefits of, and
higher trust in, AI-EdTech. In contrast, higher masculinity is associated with lower
perceived benefits and more concerns regarding AI-EdTech in the context of K-12
education. Collectivism is also associated with increased concerns.

Third, we find that teachers with more experience in education have fewer concerns.
However, beyond this association, we find that teacher’s age, gender identity, level of
education, and the subject they teach do not explain their attitudes toward AI-EdTech
in teaching. The absence of attitudinal variation associated with sociodemographic
and subject characteristics is remarkable.

Finally, we find country-level variation across samples in teachers’ attitudes. Teach-
ers perceive more benefits and fewer concerns about AI in education and trust it more
in Brazil, Israel, and Japan than in Norway, Sweden, and the United States. Teachers
in the Israeli sample also perceived slightly more concerns relative to the Brazilian
sample.

5 Discussion and Conclusions

This study investigated several factors that may influence K-12 teachers’ willingness
to effectively adopt AI-EdTech: (a) their demographic and professional characteristics,
(b) AI understanding and self-efficacy, (c) cultural values, and (d) geographic location.
Our survey of teachers’ perceived benefits, concerns, and trust in AI-EdTech across
six geographically and culturally distinctive samples offers compelling new evidence
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Table 1 Results for multiple regressions explaining perceived AI benefits, concerns, and
trust with various teacher characteristics, including attitudes, cultural values, with
sample location fixed effects. Standard errors in parentheses are heteroskedasticity robust.

Benefits Concerns Trust

(Intercept) 2.47∗∗∗ (0.43) 2.65∗∗∗ (0.32) 2.06∗∗∗ (0.33)
AI Self-Efficacy 0.18∗∗∗ (0.04) -0.13∗∗∗ (0.03) 0.16∗∗∗ (0.03)
AI Understanding 0.11∗ (0.04) -0.07∗ (0.03) 0.10∗∗ (0.03)
Experience in Education 0.01 (0.05) -0.09∗ (0.04) -0.00 (0.04)
Teaching with Technology 0.03 (0.05) 0.08 (0.04) 0.02 (0.04)
Highest Edu.: Master -0.13 (0.08) 0.03 (0.06) -0.09 (0.07)
Highest Edu.: Doctorate -0.04 (0.15) -0.08 (0.12) -0.15 (0.12)
Highest Edu.: Other -0.22 (0.23) 0.06 (0.18) -0.05 (0.19)
Subject: Biology 0.03 (0.10) -0.15 (0.08) 0.04 (0.08)
Subject: Chemistry 0.05 (0.10) -0.01 (0.08) -0.03 (0.08)
Subject: CS -0.12 (0.09) 0.02 (0.08) -0.12 (0.08)
Subject: Math 0.06 (0.10) -0.00 (0.08) -0.01 (0.08)
Subject: Physics -0.07 (0.10) -0.02 (0.08) -0.10 (0.08)
Subject: Other 0.08 (0.09) 0.02 (0.07) -0.01 (0.07)
Age 0.00 (0.04) 0.01 (0.03) 0.01 (0.03)
Gender: F 0.06 (0.07) -0.02 (0.06) 0.06 (0.06)
Gender: Non-binary 0.30 (0.60) 0.02 (0.61) 0.14 (0.60)
Uncertainty Avoidance 0.13∗ (0.06) 0.05 (0.04) 0.14∗∗ (0.04)
Masculinity -0.10∗ (0.05) 0.10∗∗ (0.03) -0.02 (0.04)
Collectivism -0.03 (0.05) 0.10∗ (0.04) 0.03 (0.04)
Power Distance 0.01 (0.07) -0.05 (0.05) 0.05 (0.05)
Long-term Orientation 0.17∗ (0.07) 0.02 (0.05) 0.12∗ (0.06)
Sample: Israel 0.09 (0.14) 0.27∗ (0.12) 0.18 (0.12)
Sample: Japan -0.06 (0.15) 0.20 (0.13) 0.00 (0.13)
Sample: Norway -0.47∗∗∗ (0.14) 0.72∗∗∗ (0.11) -0.72∗∗∗ (0.12)
Sample: Sweden -0.30∗ (0.14) 0.50∗∗∗ (0.13) -0.44∗∗∗ (0.12)
Sample: USA -0.52∗∗∗ (0.15) 0.77∗∗∗ (0.14) -0.65∗∗∗ (0.14)

Num. Observations 508 508 508
Num. Imputations 10 10 10

R2 (adj.) 20% (16%) 28% (24%) 30% (26%)

Note: Statistical significance indicated by ∗∗∗
p < 0.001, ∗∗

p < 0.01, ∗
p < 0.05.

that teachers’ AI self-efficacy, AI understanding, cultural values, and geographic loca-
tion influence their attitudes about AI-EdTech. Next, we discuss each finding and its
implications for theory and practice.

5.1 Developing AI understanding and self-efficacy with

professional development

The findings of this study show that teachers across six countries perceive more benefits
and fewer concerns, and have more trust when they have a high level of knowledge and
confidence in using and communicating about AI (AI self-efficacy). This finding echoes
recent results from studies of teachers in specific national contexts (e.g., Cukurova et
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al., 2023). Moreover, we find that teachers with a better intuitive understanding of
AI also perceived more benefits, fewer concerns, and had more trust. Remarkably, we
did not find that teachers’ age, gender, level of education, or their experience in using
digital technology in education influence their attitudes toward AI-EdTech. Overall,
this suggests that educating teachers at all stages about AI in general and AI-EdTech
in particular, is important and should be considered either as a part of professional
development (PD) or as part of the program curriculum. PD can equip teachers with
relevant knowledge about AI-EdTech and raise their confidence and trust in using
these technologies in their everyday educational practices. Teaching K-12 teachers
about AI is a challenging and complex task and it is not yet prevalent in formal school
settings (Casal-Otero et al., 2023). However, scholars have started exploring ways to
implement PD programs, with positive results on teachers’ increased understanding
of, and trust in, AI-EdTech (e.g., Nazaretsky, Ariely, et al., 2022). Further, building on
the results of a recent study by (Celik, 2023), we suggest that such programs should
focus on providing teachers with technological and pedagogical knowledge about AI-
EdTech to support effective adoption in K-12 settings and ultimately improve students’
learning outcomes. Our results emphasize the importance of emerging AI literacy
frameworks for teacher PD (Miao & Shiohira, 2022), ethical principles on using AI
in K-12 settings (Adams, Pente, Lemermeyer, & Rockwell, 2023), and research on AI
literacy (Casal-Otero et al., 2023). We encourage future research to expand on these
findings by examining teacher attitudes and responses to PD in other grade levels,
including primary- and secondary school settings.

5.2 Cultural differences in teachers’ attitudes about AI-EdTech

Culture emerges at many different levels from geographical regions, nations, districts,
schools, and classrooms. We found evidence of cultural differences in teachers’ atti-
tudes, which suggests that cultural values should be considered when integrating
AI-EdTech in the K-12 setting. In particular, we found significant differences along
four cultural dimensions: uncertainty avoidance; long- vs. short-term orientation; mas-
culinity vs. femininity, and collectivism vs. individualism. This evidence indicates that
Hofstede’s model of culture (Hofstede et al., 2010) is relevant for considerations of the
adoption and effective use of AI-EdTech among teachers. Our results echo some of the
findings of a recent review of factors that contribute to the acceptance of AI (Kelly,
Kaye, & Oviedo-Trespalacios, 2022); the review also finds that culture plays a role
in users’ acceptance/rejection of AI. However, the findings of the review article are
not grounded in studies conducted in K-12 education, and they do not explain which
exact cultural values are critical to consider for the effective adoption of AI-EdTech
by teachers. Without this contextualized and specific knowledge, we are limited in our
ability to develop culture-sensitive implementations that can facilitate the adoption
and use of AI-EdTech by teachers (Van Boeijen & Zijlstra, 2020). Our study findings
offer a more nuanced perspective that is grounded in a large sample of teachers across
six countries that are diverse in terms of cultural values and readiness to harness AI,
according to the AI-Readiness Index (Rogerson et al., 2022).

First, we found that teachers with a higher level of uncertainty avoidance perceive
more benefits and have more trust in AI-EdTech (Table 3). The association between

14



uncertainty avoidance and trust is in line with prior work that found the same rela-
tionship in the context of automation across the US, Taiwan, and Turkey (Chien et al.,
2016). In K-12 education, it makes sense that teachers will rely more on AI-EdTech
when they experience less uncertainty about different aspects of AI-EdTech. This can
be achieved by providing teachers with careful instructions, guidance, and support
regarding the transparency of AI algorithms and using AI-EdTech for teaching and
learning. In our study, teachers reported a rather high level of uncertainty avoidance
(i.e., above the midpoint on the 1-to-5 Likert scale) in all of the country samples (Table
1). In general, this indicates a level of uncertainty avoidance that is likely conducive
to teachers’ effective adoption of AI in schools across the sampled countries.

Second, we found that teachers with stronger long-term orientation perceive more
benefits and have more trust in AI-EdTech (Table 3). A longer-term orientation was
most pronounced among teachers in the Norwegian, Israeli, and Swedish samples,
while the other teacher samples indicated a more short-term orientation, but still
above the midpoint (Table 1). A long-term orientation is associated with persistence,
perseverance, and adaptability (Hofstede et al., 2010), which are all helpful traits for
technology adoption. Our finding suggests that it can help to orient teachers to the
potential longer-term benefits of integrating AI-EdTech to realize the utility value
of additional efforts and perhaps frustrations incurred in the short term. This may
be realized through targeted PD, which could highlight the downstream benefits for
teachers to adopt a long-term orientation.

Third, we found that teachers with higher masculinity scores perceived fewer
benefits and more concerns regarding AI-EdTech in education. Notably, the average
masculinity scores were below the midpoint (¡3 on the Likert scale) for all six coun-
try samples in this study. Still, the masculinity dimension can offer insights into how
teachers from different cultures perceive and interact with AI in education, potentially
impacting their perceived benefits, concerns, and trust in AI technologies. More mas-
culine societies (e.g., Japan and the USA) might have higher expectations for AI’s
success and achievement possibilities in education and therefore more concerns if it
does not meet these expectations due to the slow adoption of such tools. To better
calibrate expectations, stakeholders such as teachers, school administrators, and poli-
cymakers could benefit from training about how AI works, and how it can complement
their practices.

5.3 Limitations

This study has several limitations to consider when suggesting implications from our
findings. First, we collected a convenience sample in each country that is not nationally
representative, limiting the generalizability of the result compared to a more costly
probability sample (Jager, Putnick, & Bornstein, 2017). To address this concern, we
tried our best to reach a heterogeneous teacher sample in each country.

Second, we emphasize that our results represent a snapshot of teachers’ attitudes
towards AI-EdTech at a certain point in time, while AI, and its public perception,
are highly dynamic. Thus, even without designated interventions such as teacher PD
programs, teachers’ attitudes are expected to change, particularly in response to sig-
nificant events that capture widespread attention, such as the sudden popularity of
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Open AI’s ChatGPT. In this regard, we note that most of our data were collected
after the release of ChatGPT, at the initial stages of its use.

Third, cross-cultural research, like the present study, compares samples that differ
not only in their geographic location and culture but also in other, often unobservable
characteristics. Further studies can build on this work to test the external validity of
our results to the broader population of teachers (other grade levels, e.g., pre-school
and primary school levels) in K-12 education in each country.

Fourth, while the translation of the survey instrument from English into Swedish,
Japanese, Portuguese, Norwegian, and Japanese was performed by native speakers and
doubled or triple-checked by domain experts, the translated surveys did not undergo
formal evaluation. This is a common limitation in cross-cultural research involving
survey instrument (J. He & van de Vijver, 2012).

Fifth, our regression model offers suggestive evidence of factors that matter for
teacher attitudes, but it does not offer causal evidence. By adjusting for many char-
acteristics simultaneously, we can reduce omitted variable biases for observed factors,
but the presence of some factors (e.g., collectivism) might affect the observed evi-
dence for other factors (e.g., masculinity). Understanding the interplay and interaction
effects of various factors would require further analysis and greatly benefit from the
application of qualitative research methods.

Finally, we caution against generalizing our result to other K-12 contexts without
further research in other cultural contexts. To this end, we recommend collecting
cultural measures that do not rely on Hofstede’s original national scores (Hofstede
et al., 2010), since cultural values are not static (Varnum & Grossmann, 2017) and
measuring them at an individual level for the target population (i.e., teachers) as
opposed to the national level may yield different results.

5.4 Broader implications and next steps

Overall, the results of this study have implications that transcend beyond simple cor-
relations of various factors influencing teachers’ perceived benefits, concerns, and trust
in AI. Similar to recent calls from the literature (e.g., Cukurova et al., 2023; Kizil-
cec, 2023), they imply the need to encompass a broader spectrum of considerations at
the teacher, classroom, school, and educational ecosystem levels when researching the
adoption of AI-EdTech. Even at the teacher level, constructs like AI literacy would
benefit from a broader perspective. Although often considered to be limited to techni-
cal knowledge acquisition, practical know-how of some AI applications, and well-versed
straightforward ethical considerations, AI literacy would benefit from human-centered
perspectives that involve considerations of human agency, the increasing need for
lifelong learning, as well as a mindset that prioritizes cultural values and human intelli-
gence. In this paper, we show that cultural values are significant predictors of teachers’
perceived benefits, concerns, and trust in AI-Edtech. This means that cultural values
and their wider implications should be part of the research and practice of AI literacy,
teacher training, and PD efforts. Only by engaging with these broader considerations
can we reach more human-centric approaches to AI-EdTech and potentially achieve
more informed, ethical, and effective uses of AI technologies in education to accelerate
student learning.
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With the sudden explosion of generative AI technologies and the increasing number
of teachers using AI beyond, we encourage future research to evaluate these aspects
based on their actual usage in authentic settings. Such research will be vital for gaining
a deeper understanding of the impact of AI-EdTech on teaching and learning and their
adoption by educators across countries. Future research could investigate whether
teachers’ experience with EdTech leads to higher trust in AI, ultimately leading to
more effective adoption and use of AIEdTech in K-12 education. Moreover, future
studies might also examine trust and other attitudes towards using AI, based on the
type of AI application, such as decision-making or generative AI. Also, the results
of this study demonstrated that certain individual cultural values are influential for
teachers’ attitudes in AI-EdTech. To gain a deeper understanding of the possible
influence of other cultural values and dimensions, we recommend qualitative research
studies and applying other cultural models. Furthermore, for designers of AI-EdTech,
we recommend considering the implementation of culture-sensitive design methods
that have been used in other contexts (Van Boeijen & Zijlstra, 2020).

In summary, the results of this study offer a comprehensive, international account
of not only teachers’ overall positive attitudes towards AI-EdTech, but also, factors
affecting these attitudes. While we did not find evidence that teachers’ demographic
characteristics affect their attitudes toward AI-EdTEch, we offer new evidence that
efforts to raise teachers’ understanding of and trust in AI-EdTech, while considering
their cultural values, are necessary to support effective adoption of AI-EdTech in K-12
education.

Acknowledgments. We thank our study participants and everyone who has
assisted us in translating and distributing the survey.
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Table A1 Descriptive statistics for each country’s sample and the combined sample: percentages for categorical variables; means with standard
deviations in parentheses for continuous variables.

Brazil Israel Japan Norway Sweden USA Overall

Sample Size 41 99 87 102 111 68 508
Gender: % M/F/Non-binary 44/56/0 31/69/0 84/16/0 60/39/1 59/41/0 44/54/1 55/45/0
Age: % 20-30 10 4 9 9 6 4 7
Age: % 31-40 20 18 34 22 23 29 24
Age: % 41-50 22 36 32 36 31 35 33
Age: % 51-60 44 30 22 27 29 26 29
Age: % 61+ 5 11 2 6 12 4 7
Highest Edu.: % Bachelor 17 15 53 34 68 3 36
Highest Edu.: % Master 68 66 41 63 22 90 55
Highest Edu.: % Doctorate 12 19 6 2 3 6 7
Highest Edu.: % Other 2 0 0 1 7 1 2
Subject: % Biology 5 18 26 7 16 24 17
Subject: % Chemistry 10 55 28 4 16 22 23
Subject: % Mathematics 29 18 45 10 5 4 17
Subject: % Physics 10 10 29 9 25 13 17
Subject: % CS 7 17 31 4 37 6 19
Subject: % Other 59 27 23 76 74 31 50
Experience in Educ.: % 0-5yrs 22 18 7 24 10 7 14
Experience in Educ.: % 6-10yrs 10 23 18 19 21 21 19
Experience in Educ.: % 11-20yrs 29 23 41 35 35 32 33
Experience in Educ.: % 21+yrs 39 35 33 23 34 40 33
Teaching w/ Technology: % 0-5yrs 37 27 44 25 10 10 24
Teaching w/ Technology: % 6-10yrs 37 41 24 19 31 22 29
Teaching w/ Technology: % 11-20yrs 17 23 22 48 44 40 34
Teaching w/ Technology: % 21+yrs 10 8 10 9 15 28 13
AI Understanding M (SD) 0.90 (0.85) 0.98 (0.73) 0.44 (0.90) 0.91 (0.76) 0.91 (0.75) 0.98 (0.87) 0.85 (0.82)
AI Self-efficacy M (SD) 2.46 (0.74) 1.89 (0.88) 1.73 (0.71) 2.51 (0.94) 2.42 (0.89) 2.01 (1.02) 2.17 (0.93)
AI Benefits M (SD) 4.02 (0.56) 3.97 (0.72) 3.61 (0.60) 3.56 (0.82) 3.77 (0.65) 3.43 (0.84) 3.71 (0.74)
AI Concerns M (SD) 2.91 (0.74) 3.14 (0.68) 3.06 (0.46) 3.68 (0.54) 3.33 (0.58) 3.66 (0.58) 3.33 (0.64)
AI Trust M (SD) 3.69 (0.64) 3.71 (0.60) 3.35 (0.47) 2.98 (0.69) 3.21 (0.59) 2.93 (0.69) 3.29 (0.68)
Power Distance M (SD) 1.68 (0.61) 1.73 (0.54) 1.88 (0.61) 1.60 (0.75) 1.54 (0.52) 1.59 (0.53) 1.66 (0.61)
Uncertainty Avoidance M (SD) 3.93 (0.58) 3.39 (0.70) 3.30 (0.48) 3.70 (0.75) 3.65 (0.66) 3.91 (0.59) 3.61 (0.68)
Collectivism M (SD) 3.19 (0.77) 3.04 (0.75) 2.63 (0.56) 3.39 (0.82) 2.87 (0.73) 2.79 (0.69) 2.98 (0.77)
Long-term Orientation M (SD) 3.97 (0.61) 4.06 (0.51) 3.63 (0.43) 4.10 (0.63) 4.07 (0.46) 3.95 (0.51) 3.97 (0.55)
Masculinity M (SD) 1.95 (0.97) 1.89 (0.90) 2.11 (0.77) 2.05 (1.12) 1.63 (0.72) 1.71 (0.74) 1.88 (0.90)
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Table A2 Cronbach’s alpha measure of internal consistency for each construct and Pearson correlation coefficients between constructs.

Construct α 2 3 4 5 6 7 8 9 10

1. AI Benefits 0.850 -0.33∗∗∗ 0.62∗∗∗ 0.22∗∗∗ -0.04 0.08 0.01 0.13 -0.18∗∗ 0.14∗

2. AI Concerns 0.764 -0.50∗∗∗ -0.14∗ 0.00 0.18∗∗ 0.21∗∗∗ 0.16∗∗ 0.15∗ -0.04
3. AI Trust 0.806 0.14∗ 0.10 0.07 0.07 0.10 -0.03 0.10
4. AI Self-Efficacy 0.850 -0.07 -0.04 0.04 0.04 -0.19∗∗∗ 0.13
5. Power Distance 0.755 0.09 0.18 -0.08 0.43∗∗∗ -0.13
6. Uncertainty Avoidance 0.717 0.22∗∗∗ 0.32∗∗∗ 0.01 -0.01
7. Collectivism 0.803 0.33∗∗∗ 0.17∗∗ 0.05
8. Long-term orientation 0.718 0.03 0.00
9. Masculinity 0.806 -0.09
10. AI Understanding —

Note: Statistical significance with multiple-testing adjustment indicated by ∗∗∗
p < 0.001, ∗∗

p < 0.01, ∗
p < 0.05.
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