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Abstract A new measurement of inclusive-jet cross sec-
tions in the Breit frame in neutral current deep inelastic scat-
tering using the ZEUS detector at the HERA collider is pre-
sented. The data were taken in the years 2004–2007 at a
centre-of-mass energy of 318 GeV and correspond to an inte-
grated luminosity of 347 pb−1. The jets were reconstructed
using the kt -algorithm in the Breit reference frame. They
have been measured as a function of the squared momen-
tum transfer, Q2, and the transverse momentum of the jets
in the Breit frame, p⊥,Breit. The measured jet cross sec-
tions are compared to previous measurements and to per-
turbative QCD predictions. The measurement has been used
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in a next-to-next-to-leading-order QCD analysis to perform
a simultaneous determination of parton distribution func-
tions of the proton and the strong coupling, resulting in
a value of αs(M2

Z ) = 0.1142 ± 0.0017 (experimental/fit)
+0.0006
−0.0007 (model/parameterisation) +0.0006

−0.0004 (scale), whose accu-
racy is improved compared to similar measurements. In addi-
tion, the running of the strong coupling is demonstrated using
data obtained at different scales.

1 Introduction

The measurement of jet production in e± p scattering is
important for the understanding of quantum chromodynam-
ics (QCD) and is a well-established tool to test perturba-
tive QCD predictions [1–9]. Studies of inclusive-jet produc-
tion, in which each jet is considered individually, in neu-
tral current (NC) deep inelastic scattering (DIS) events are
especially suited for precision determinations of the strong
coupling, αs , together with the gluon distribution function
of the proton. Compared to dijet measurements, inclusive-
jet measurements have a smaller statistical uncertainty and
smaller associated theoretical uncertainties, as expected for a
more inclusive process. Inclusive-jet measurements also give
access to a more unconstrained kinematic region, since they
are unaffected by the infrared sensitivity that excludes some
regions of dijet measurements [10].

For the study of QCD processes in DIS, the Breit frame
of reference has several advantages [8]. In this frame, the
exchanged virtual boson V ∗ (a photon or Z boson) collides
collinearly with an incoming parton in the proton. The single-
jet production process of the type V ∗q → q, referred to as
the quark-parton-model-like (QPM-like) process, is predom-
inantly of zeroth order in αs and is therefore not of interest
for the present analysis. When viewing this process in the
Breit frame, the outgoing quark is scattered back along the
collision axis and can therefore be suppressed by selecting
jets with a high transverse momentum, p⊥,Breit, with respect
to this axis. This suppression is beneficial for the determina-
tion of αs . In dijet or multi-jet production processes, which
do involve hard QCD interactions of order αs or higher, jets
have in general a non-zero transverse momentum in the Breit
frame. The leading-order contributions in the Breit frame are
from the QCD-Compton (V ∗q → gq) and boson-gluon-
fusion (V ∗g → qq̄) processes. The Feynman graphs and
corresponding depictions of single-jet and multi-jet events
in the Breit frame are illustrated in Fig. 1.

In this paper, a measurement of double-differential
inclusive-jet cross sections in Q2 and p⊥,Breit in NC DIS
events using the ZEUS detector at HERA is presented, where
Q2 is the negative square of the four-momentum of the virtual
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Fig. 1 Single-jet production via the QPM-like process (top row) and
dijet production via the QCD-Compton process (bottom row). The left
column depicts the Feynman graphs corresponding to each interaction
with time running from left to right. The right column depicts the same
graphs, arranged in such a way that the directions of the particle lines

correspond to the direction of the particle momenta in the longitudinal
and radial directions in the Breit frame of reference. The labels e, e′,
p, X and V ∗ denote the incoming and scattered electron, the incoming
proton, the proton remnant and the exchanged boson, respectively

exchanged boson and p⊥,Breit is the transverse momentum
of each jet in the Breit reference frame. The analysis was
performed for the kinematic region Q2 > 150 GeV2 and
p⊥,Breit > 7 GeV.

The measured cross sections were used in a QCD analysis
at next-to-leading-order (NLO, O(α2

s )) and next-to-next-to-
leading-order (NNLO, O(α3

s )) to determine the strong cou-
pling, αs . Different strategies for evaluating the scale uncer-
tainty on the measured value are discussed and compared.
Being subject to renormalisation, αs depends on the scale at
which it is evaluated [11]. In addition to the global deter-
mination of αs(M2

Z ), a second analysis was performed to
investigate its running by determining αs(μ

2) at different
scales, μ.

2 Experimental set-up

The data used in this analysis were collected in the years
2004–2007 and correspond to an integrated luminosity of

190 pb−1 and 157 pb−1 for e− p and e+ p data, respectively.1

During this period, HERA operated with a proton beam
energy of Ep = 920 GeV and an electron beam energy
of Ee = 27.5 GeV. This corresponds to a centre-of-mass
energy of

√
s = 318 GeV.

A detailed description of the ZEUS detector can be found
elsewhere [12]. A brief outline of the components that are
most relevant for this analysis is given below.

In the kinematic range of the analysis, charged particles
were tracked in the central tracking detector (CTD) [13–
15] and the microvertex detector (MVD) [16]. These com-
ponents operated in a magnetic field of 1.43 T provided
by a thin superconducting solenoid. The CTD consisted of
72 cylindrical drift-chamber layers, organised in nine super-

1 From here on, in this paper, the term ‘electron’ refers to both electrons
and positrons, unless otherwise stated.
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layers covering the polar-angle2 region 15◦ < θ < 164◦. The
MVD silicon tracker consisted of a barrel (BMVD) and a
forward (FMVD) section. The BMVD contained three lay-
ers and provided polar-angle coverage for tracks from 30◦
to 150◦. The four-layer FMVD extended the polar-angle
coverage in the forward region to 7◦. After alignment, the
single-hit resolution of the MVD was 24 µm. The trans-
verse distance of closest approach (DCA) of tracks to the
nominal vertex in X–Y was measured to have a resolution,
averaged over the azimuthal angle, of (46 ⊕ 122/pT ) µm,
with pT in GeV. For CTD-MVD tracks that pass through
all nine CTD superlayers, the momentum resolution was
σ(pT )/pT = 0.0029pT ⊕ 0.0081 ⊕ 0.0012/pT , with pT
in GeV.

The high-resolution uranium–scintillator calorimeter
(CAL) [17–20] consisted of three parts: the forward (FCAL),
the barrel (BCAL) and the rear (RCAL) calorimeters. Each
part was subdivided transversely into towers and longitu-
dinally into one electromagnetic section (EMC) and either
one (in RCAL) or two (in BCAL and FCAL) hadronic sec-
tions (HAC). The smallest subdivision of the calorimeter was
called a cell. The CAL energy resolutions, as measured under
test-beam conditions, were σ(E)/E = 0.18/

√
E for elec-

trons and σ(E)/E = 0.35/
√
E for hadrons, with E in GeV.

The position of electrons scattered at small angles to the
electron-beam directions was determined with the help of
RHES [21], which consisted of a layer of approximately
10,000 (2.96 × 3.32 cm2) silicon-pad detectors inserted in
the RCAL at a depth of 3.3 radiation lengths.

The luminosity was measured using the Bethe-Heitler
reaction ep → eγ p by a luminosity detector which con-
sisted of independent lead-scintillator calorimeter [22–24]
and magnetic spectrometer [25] systems. The fractional sys-
tematic uncertainty on the measured luminosity was 1.9%.

3 Monte Carlo simulations

The response of the detector to DIS events with hadron
jets was modelled using Monte Carlo (MC) samples. These
samples were used to determine the efficiency of the event
selection, to estimate the amount of migration of events and
jets across bin boundaries, to calibrate the electron- and jet-
energy scales and to estimate background contributions. The
equivalent luminosity of the signal MC samples exceeded

2 The ZEUS coordinate system is a right-handed Cartesian system, with
the Z axis pointing in the nominal proton beam direction, referred to
as the “forward direction”, and the X axis pointing towards the cen-
tre of HERA. The coordinate origin is at the centre of the CTD. The
pseudorapidity is defined as ηlab = − ln

(
tan θ

2

)
, where the polar angle,

θ , is measured with respect to the Z axis. The azimuthal angle, φ, is
measured with respect to the X axis.

that of the data by at least a factor of seven over the entire
kinematic region.

The NC DIS events were generated using matrix ele-
ments calculated with the Heracles 4.5 program [26] and
CTEQ5D parton distribution functions (PDFs) [27]. The cal-
culation included radiative corrections (single photon emis-
sion from initial- or final-state lepton, self-energy corrections
to the exchanged boson, vertex corrections of the lepton-
boson vertex). The simulation of events was done at leading
order + parton showering in QCD (LO+PS). Two samples
were generated using different models for parton showering.
For this purpose, either Ariadne 4.12 [28] or Lepto 6.5

[29] was used. These two programs implement different vari-
ants of a leading-log parton shower. In both samples, hadro-
nisation of the final-state partons was modelled using the
Lund string model [30] as implemented in Jetset 7.410

[31]. These two MC samples are referred to as Ariadne and
Lepto, respectively.

The response of the ZEUS detector to the generated events
was simulated using the Geant 3.21 program [32]. The
simulated events were subjected to the same trigger con-
figurations as the data and were processed using the same
reconstruction and analysis algorithms. Physical quantities
from events prior to being passed through the detector sim-
ulation are referred to as hadron-level quantities. The quan-
tities determined after detector simulation are referred to as
detector-level quantities.

The Ariadne and Lepto signal samples were gener-
ated in the region Q2 > 100 GeV2. In addition, a low-Q2

(4 GeV2 < Q2 < 100 GeV2) Ariadne sample was gen-
erated to estimate the contribution of events that migrate
into the signal region. The background from photoproduction
(Q2 < 4 GeV2) was estimated using a MC sample generated
with the Herwig 5.9 program [33].

4 Event selection and reconstruction

4.1 Online selection

Online event selection was performed using a three-level trig-
ger system [12,34]. At the first level, only coarse calorimeter
and tracking information was available. Events were selected
if they had an energy deposit in the CAL consistent with an
isolated electron. Events were also selected if they deposited
a large amount of energy in the electromagnetic part of the
calorimeter in coincidence with a CTD/MVD track. At the
second level, a requirement on the difference between the
total energy and the total longitudinal momentum of the
event was used to select NC DIS events. Timing information
from the CAL was used to reject events inconsistent with the
bunch-crossing time. At the third level, NC DIS events were
accepted based on the identification of a scattered-electron
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candidate using localised energy deposits in the CAL. These
requirements were similar to, but looser than, the offline
selection described below.

4.2 Offline selection of inclusive DIS events

Candidates for the scattered DIS electron were identified
offline using an algorithm that combined information from
the CAL, the RHES and the CTD [35], and the most proba-
ble candidate was selected. The kinematic quantities Q2 and
the inelasticity, y, were reconstructed with the double-angle
method [36,37], also using the hadronic system [38]. They
are denoted as Q2

DA and yDA.
The reconstructed kinematic region selected for this anal-

ysis is Q2
DA > 150 GeV2 and 0.2 < yDA < 0.7. The lower

limit on the inelasticity removed a region in which hadronisa-
tion effects of the jets become large and cannot be simulated
reliably. The upper limit ensured a good detector acceptance.
Events were selected if they satisfied the following quality
criteria:

• the presence of a scattered electron candidate was
required. This candidate was required to have an energy
of E ′

e > 10 GeV, which ensured a high efficiency of
the electron finder and increased the purity of the DIS
sample by suppressing background from photoproduc-
tion events. The sum of all energy deposits within a cone
of radius 0.8 in the (ηlab −φ)-plane, centred on the elec-
tron candidate, was computed, including the energy of
the electron candidate itself. The event was rejected if
more than 10% of this energy was not assigned to the
electron candidate. This requirement removed events in
which a jet closely overlaps with the electron;

• the difference between the energy, E , and the longitu-
dinal momentum, pZ , summed over all detected energy
deposits [35] was required to fulfil 38 GeV <

∑
(E −

pZ ) < 65 GeV. This quantity is especially effective in
rejecting events in which particles escaped into the rear
beam pipe, such as the scattered electron in a photopro-
duction event or a hard bremsstrahlung photon radiated
from the initial-state electron;

• the electron candidate was required to have a track asso-
ciated with it. The momentum of this track had to fulfil
ptrack > 3 GeV and it had to intersect the CAL sur-
face no further than 10 cm from the electron candidate.
This requirement rejected events in which a photon was
misidentified as an electron;

• at least one track associated with the primary vertex was
required. This track had to have a transverse momentum
of at least 0.2 GeV and had to pass through at least three
superlayers of the CTD. The fit of the primary vertex
had to have a χ2 per degree of freedom of no more than

10. These requirements ensured that the position of the
primary vertex was well measured;

• the longitudinal position of the primary vertex, Zvertex,
was required to be within 30 cm of the nominal ep
interaction point. This condition suppressed background
events from beam-gas interactions and ensured a high
reconstruction efficiency;

• the total transverse momentum of the event was required
to be consistent with zero by demanding | 	pT |/√ET <

2.5
√

GeV, where 	pT is the vectorial sum and ET the
scalar sum of all energy deposits in the CAL. This
requirement removed background from cosmic-ray inter-
actions and charged current events;

• events were rejected if a second isolated energy deposit in
the EMC [35] was present, which fulfilled the following
two criteria with respect to the DIS electron: azimuthal
separation 	φ > 3 and energy within 20%. However, an
event was only rejected if it had less than 3 GeV addi-
tional energy deposited in the CAL. This rejected elastic
QED-Compton scattering events [39];

• events were rejected if the DIS electron was found in
certain regions of the detector where the reconstruction
of electrons was poor. These regions are the gaps between
the CAL components with Z just below −98.5 cm or just
above 164 cm, a support pipe in the RCAL |X | < 12 cm
and Y > 80 cm and the outer region of the RCAL with
radius RRCAL > 175 cm.

4.3 Jet reconstruction and selection

The concept of the present analysis requires jets to be defined
in the Breit frame, see Fig. 1. Constructing the Breit frame
requires knowledge of the four-momentum of the exchanged
boson. This was computed from the four-momentum of the
scattered electron, as obtained from the double-angle method
[36,37]. This method does not assume massless partons or
jets [38].

Detector-level jets were reconstructed in the Breit frame
using the kt -algorithm with the radius parameter set to R = 1
[40,41]. For high-energy jets at HERA, it was established
that the kt - and anti-kt -algorithms have a very similar per-
formance [42]. To be consistent with the available theoreti-
cal predictions, the pt -weighted recombination scheme was
used to obtain massless jets [43]. The input to the algo-
rithm was a list of all energy deposits in the CAL above the
noise threshold, excluding those associated with the scattered
DIS electron and those directly adjacent to the beam pipe.
This ensured a uniform response, resolution and calibration
throughout the detector. Each energy deposit was treated as
equivalent to that of a massless particle. The four-momentum
of each energy deposit was boosted to the Breit frame, where
the jet reconstruction was performed. The four-momenta of
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the jets were then also boosted back into the laboratory frame
for further correction and selection.

A variety of selection criteria were applied in the Breit
and laboratory frames. An event was rejected if either of the
following conditions applied:

• a jet was found with a transverse momentum in the Breit
frame of p⊥,Breit > 5 GeV and a distance to the electron
of less than one unit in the (ηlab − φ)-plane in the labo-
ratory system. This cut further rejected events in which
the DIS electron overlapped with a jet;

• a jet with p⊥,Breit > 5 GeV was found at ηlab <

−1.5. This requirement removed events in which a
bremsstrahlung photon from the initial-state electron was
identified as a jet because such a photon influenced the
reconstruction of the kinematic quantities of the event
and thereby distorted the construction of the Breit frame
[44].

The following requirements were then made for a jet to
be accepted in a given event:

• a jet whose transverse momentum in the laboratory
frame, pT,lab, was less than 3 GeV was rejected owing to
the large uncertainty on the energy measurement in the
CAL for such jets;

• the jet was required to satisfy −1 < ηlab < 2.5. The
upper cut rejected jets in the very forward direction
because there was a high probability that parts of these
jets escaped down the beam pipe. The lower cut restricted
the measurement to a region of sufficient statistics;

• the jet was required to satisfy p⊥,Breit > 4.5 GeV. This
requirement excluded jets originating from QPM-like
interactions. This range was wider than that used in the
measurement so that under- and overflow bins could be
included in the unfolding.

5 Corrections to data and simulation

A series of corrections were applied to improve the resolu-
tion of reconstructed quantities and to ensure that the MC
samples were suitable to unfold the data [38]. Corrections to
the MC hadron-level distributions (defined in Sect. 6) were
derived by comparing the detector-level distributions of data
and MC, separately for the Ariadne and Lepto samples.
For detector effects, common correction factors were derived
by comparing the average of both MC samples to data. The
selection described in the previous section was applied to the
corrected samples.

5.1 Corrections to inclusive DIS events

The following corrections were applied:

• the data were recorded with a polarised electron beam
with an average polarisation of 0.01. Weights were
applied such that the data correspond to an unpolarised
sample. These correction factors were derived as a func-
tion of Q2

DA using dedicated MC samples;
• the efficiency of reconstructing tracks and associat-

ing them to the electron candidates was not perfectly
described in the MC [39]. Correction factors were derived
in the laboratory frame as a function of the azimuthal
angle of the scattered DIS electron and applied to the
MC samples;

• a veto on the fraction of tracks not associated with the
vertex was applied at trigger level. The efficiency of this
tracking veto was not perfectly described by the MC
[45]. Correction factors were derived as a function of
the trigger-level track multiplicity and applied to the MC
samples;

• as the energy of the scattered DIS electron was used to
construct the Breit frame, its measurement needed to be
accurately calibrated at detector level. A MC study was
performed to derive the average difference between the
measured and true energy of the electron as a function of
the azimuthal angles of the electron and the hadronic sys-
tem. The correction was applied to the measured energy
in data and MC.

5.2 Corrections to jets

The following corrections were applied to the inclusive-jet
samples:

• the measured energy of hadrons was not necessarily per-
fectly described by the detector simulation [45]. Correc-
tion factors and offsets were applied to the reconstructed
jet energies in the MC as a function of the pseudorapid-
ity of each jet in the laboratory frame and were propa-
gated into the Breit frame. These factors were derived by
studying events with only one ‘hard’ jet and comparing
the ratios of the transverse momentum of the jet and that
of the DIS electron of data and MC. After applying this
correction, the measured energy of the jets in the MC
corresponds to that in the data;

• to improve the agreement between the detector-level and
hadron-level jet energies, a further correction was applied
to the detector-level jet energies in data and MC. Similar
to the electron calibration described above, factors were

123



Eur. Phys. J. C          (2023) 83:1082 Page 7 of 25  1082 

derived from a MC study. The correction was applied as
a linear function of the transverse momentum of each jet
and in bins of the pseudorapidity in the laboratory frame;

• the agreement between data and MC distributions was
improved by reweighting the hadron-level distributions
of each MC sample as a function of the hadron-level jet
multiplicity and average transverse momentum of the jets
in each event. The corrections were derived by comparing
data and MC distributions at detector level.

Distributions of the p⊥,Breit spectrum in different regions of
Q2 at detector level are shown in Fig. 2. The corrected Ari-

adne and Lepto MC distributions are compared to the data.
The MC models describe the data reasonably well across the
entire selected kinematic region.

6 Cross-section determination

In an inclusive-jet measurement, each jet that passes the
selection criteria is counted individually. Consequently,
events might contribute multiple times to the cross sec-
tion. The inclusive-jet cross sections are defined for NC DIS
events at hadron level in the kinematic region 150 GeV2 <

Q2 < 15,000 GeV2 and 0.2 < y < 0.7. Hadron-level
jets are identified using the same algorithm described in
Sect. 4.3 for detector-level jets. The jets are defined in terms
of hadrons, leptons and photons with a lifetime of more
than 10 ps, excluding neutrinos. Jets were considered in
the kinematic region of −1 < ηlab < 2.5 and 7 GeV <

p⊥,Breit < 50 GeV. The cross-section measurement was
performed double-differentially in Q2 and p⊥,Breit. To allow
direct comparison, the binning choice was taken from the cor-
responding H1 analysis [9]. It was verified that this is also
a reasonable choice for the ZEUS detector. The measured
cross sections are defined for a ratio of e− p : e+ p collisions
of 6:5, corresponding to the collected luminosity. The cross
sections are defined at QED Born-level, i.e. at leading order
in QED, but including the running of the electromagnetic
coupling.

All available NLO and NNLO QCD calculations treat the
underlying partons as massless. To minimise the differences
between the jet definitions at hadron and parton level, mass-
less parton-level jets were reconstructed in the QCD calcula-
tions (from the quarks and gluons arising from the matrix ele-
ments) and the present analysis was performed using mass-
less hadron-level jets. Correction factors were derived to
make comparisons between jets constructed according to the
two jet definitions possible, see Sect. 8. Cross sections for
massless and massive jets differ. When treated consistently,
the choice is not expected to influence conclusions drawn
from the cross sections, such as the determination of αs .

The MC samples were used to correct the data to hadron
level through two-dimensional matrix unfolding3 as imple-
mented in the TUnfold package [46]. In the following, the
binned two-dimensional distributions of the total number of
jets in Q2 and p⊥,Breit, were mapped into one-dimensional
vectors at detector level and hadron level. In the framework
of matrix unfolding, the relation between detector-level and
hadron-level distributions is written as
(
1 − diag

(	b)
)

· 	y = A · 	x,

where 	x is the distribution of hadron-level jets to be deter-
mined and 	y is the distribution of detector-level jets in the
data, i.e. yi is the total number of observed detector-level jets
in the (Q2, p⊥,Breit) bin indexed by i . For example, if event
k contains two jets in one bin and a third jet in a different bin,
it would have 	yk = (

0, . . . , 0, 2, 0, . . . , 0, 1, 0, . . . , 0
)
. The

total 	y is then defined as the sum over all events 	y = ∑
k 	yk .

The matrix A is the migration matrix determined from the
signal MC, i.e. the element Ai j represents the probability for
a jet generated in hadron-level bin j to be reconstructed in
detector-level bin i . The vector 	b represents a generalised
background fraction to be subtracted from the data before
unfolding and diag

(	b) is the diagonal matrix whose diagonal
elements are the entries of 	b. Each column of A represents
the shape of the detector-level distribution induced by jets
in the corresponding hadron-level bin. The columns of the
migration matrix add up to less than one since some hadron-
level jets were not reconstructed in any detector-level bin due
to inefficiencies in the reconstruction or migrations out of the
kinematic region.

The vector 	b comprises the backgrounds from events out-
side the kinematic range used for the unfolding and detector-
level jets that cannot be assigned to any hadron-level jet in
the signal MC. The dependence on the MC models used to
determine 	b was reduced by applying this term in a multi-
plicative, rather than additive, fashion. This is because this
approach only required the simulation of the background MC
samples to be correct relative to the signal MC, rather than
relative to the data. This treatment also ensured that the abso-
lute normalisation of the MC samples did not influence the
measurement.

The unfolded distribution 	x was determined by minimis-
ing the expression

((
1−diag

(	b)
)

· 	y−A · 	x
)ᵀ

· V−1

·
((

1−diag
(	b)

)
· 	y−A · 	x

)
,

3 The condition number of the migration matrix was about 12. There-
fore, no regularisation was necessary during the unfolding.
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Fig. 2 Detector-level comparison of data (dots) and the Ariadne

(solid, green) and Lepto (dashed, blue) MC distributions after correc-
tions for the p⊥,Breit distribution in different regions of Q2. The data are
shown after subtracting the background from photoproduction and low-

Q2 DIS events. The error bars represent the statistical uncertainties of
the data. The MC models are scaled globally to match the normalisation
of the data in the fiducial range as defined in Sects. 4 and 5

whereV is the covariance matrix of the measured distribution
	y. The quantities 	y and V were taken from the data, while A
and 	b were determined from MC samples.

The distribution of the number of inclusive jets in each
bin does not follow a Poisson distribution since multiple
jets can arise from the same event. A correct treatment of
statistical uncertainties and correlations can be ensured by
counting n-jet events and assigning to them a weight n rather
than counting the jets themselves. This approach was imple-
mented using the following procedure: for each event k in the
data sample, an individual vector 	yk was constructed similar
to the vector 	y described above. It contained the number of
jets from the event k. In an n-jet event, the vector 	yk had
multiple entries adding up to n. The vector 	y and the matrix
V were composed as 	y = ∑

k 	yk and V = ∑
k 	yk 	ykT .

To determine A and 	b from the MC samples, jets were
reconstructed at detector and hadron level and matched to
each other if their separation in the (ηlab −φ)-plane was less
than 0.9 [9]. Matched pairs were used to fill the response
matrix R. The element Ri j is the number of jets gener-
ated in hadron-level bin j and reconstructed in detector-
level bin i . Unmatched hadron-level and detector-level jets
were recorded in the vectors 	xmiss and 	yfake. Additionally,
the detector-level distributions of the low-Q2 DIS and pho-
toproduction background MC samples were recorded in the
vectors 	yLow−Q2 and 	yPHP. The migration matrix A and back-

ground fraction 	b were then determined as

Ai j = Ri j

(
∑

i ′ j Ri ′ j ) + xmiss, j
,
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bi = yfake,i + yLow-Q2,i + yPHP,i

(
∑

j Ri j ) + yfake,i + yLow-Q2,i + yPHP,i
.

Because of the way the MC samples were defined, jets
that migrated from 100 GeV2 < Q2 < 150 GeV2 into
the measurement region Q2 > 150 GeV2 were considered
unmatched jets and contributed to 	yfake. Jets that migrated
from Q2 < 100 GeV2 into the measurement region were
considered low-Q2 DIS background and contributed to
	yLow−Q2 . This distinction was no longer relevant during the
unfolding since both contributions were treated consistently
in 	b.

To reduce the dependence on the MC model and to sup-
ply sufficient information to the unfolding procedure, most
p⊥,Breit measurement bins were subdivided into two bins at
hadron level and three bins at detector level. In Q2, the mea-
surement binning was kept at hadron level and subdivided
into two at detector level. To reduce the number of miss-
ing, 	xmiss, and background, 	yfake, entries in the signal region,
overflow bins were added in Q2 and p⊥,Breit up to the kine-
matic limit. In addition, an underflow bin in p⊥,Breit down
to 4.5 GeV was added. No underflow bin was added in Q2,
since contributions from the low-Q2 DIS background sam-
ple would have become problematic in this bin. Overall, this
method resulted in 63 hadron-level bins and 169 detector-
level bins.

The background contribution from unmatched jets, 	yfake,
to the detector-level distribution was about 15% in the central
parts of the measured kinematic region and increased towards
the edges. The contribution from low-Q2 DIS background
was less than 1% in most bins. Photoproduction background
contributed less than 0.1% to the detector-level distribution.

At high p⊥,Breit, about 30–40% of hadron-level jets could
not be matched to any detector-level jet and thus contributed
to 	xmiss. In most cases, this was due to the corresponding
event being rejected by the detector-level quality cuts or
migrations in Q2 or y. Only about 5–10% of hadron-level
jets were unmatched because of inefficiencies in the jet recon-
struction. At low p⊥,Breit, the fraction of unmatched hadron-
level jets increased to up to 60% due to migrations in p⊥,Breit.

The measured cross sections were determined by unfold-
ing the data in two different ways, using either the Ariadne

or the Lepto MC model. The average of the two results was
used as the nominal cross section.

As an additional check of the unfolding procedure, the
analysis was repeated using a bin-by-bin acceptance cor-
rection. The two methods yielded consistent results for the
cross sections and the determined value of αs(M2

Z ) [38]
(see Sect. 10). This check also confirms that previous ZEUS
results based on bin-by-bin acceptance corrections retain
their full validity.

The uncertainties on the unfolded cross sections are cor-
related in Q2 and p⊥,Breit. Positive correlations in p⊥,Breit

arise due to jets originating from the same event. Predomi-
nantly negative correlations in both quantities arise because
of the finite resolution of the detector, leading to migra-
tions between bins, as described by the migration matrix A.
The matrix-unfolding approach considers both of these types
of correlations and determines the covariance matrix of the
cross sections alongside the central values. In the follow-
ing, the uncertainties determined by the unfolding procedure
will be referred to as the unfolding uncertainties δunf. These
include the statistical uncertainty from data and MC and the
systematic correlations from migrations at detector level and
from jets originating from the same event. The unfolding
uncertainty is dominated by the statistical uncertainty on the
data and also by migrations at detector level. The contribution
of MC statistics is about 10% of the unfolding uncertainty.

For the combined QCD analysis, it is necessary to deter-
mine the correlations to the previous ZEUS dijet measure-
ment [8]. These correlations arise since the same detector-
level events were used for both measurements. Correlations
were determined to the double-differential (Q2, p⊥,Breit)

cross sections of the dijet measurement, with p⊥,Breit being
the mean transverse momentum of the dijet system. To deter-
mine the corresponding correlation matrix, the dijet event
selection [45] was recreated and the dijets unfolded along-
side the inclusive jets by extending the relevant vectors and
matrices with additional dijet bins. Using this approach, the
matrix-unfolding procedure yields the inclusive-jet correla-
tion matrix, the dijet correlation matrix and the inclusive-jet-
dijet correlation matrix. The previous dijet measurement was
performed using a bin-by-bin acceptance correction, which
does not introduce correlations between the dijet points.
Therefore, it is necessary to use a compatible unfolding pro-
cedure, i.e. the corresponding dijet correlation matrix needs
to be diagonal. To ensure this, only one bin from the dijet
measurement was added and unfolded at a time. The unfold-
ing was repeated for every dijet bin. The complete inclusive-
jet-dijet correlation matrix was constructed by combining
the determined partial correlation matrices. This procedure
was applied to all events that were included in both mea-
surements. Afterwards, to account for the fact that the con-
sidered run periods of the two measurements did not over-
lap completely, the correlations obtained were scaled by
Loverlap/

√Linclusive-jetsLdijets ≈ 80%, where Linclusive-jets,
Ldijets and Loverlap are the integrated luminosities of the
inclusive-jet measurement, the dijet measurement and the
events common to both measurements, respectively.

After unfolding, the resulting hadron-level cross sections
were corrected to QED Born-level, which is defined by the
absence of QED-radiative effects, while including the scale
dependence of the electromagnetic coupling. Correspond-
ing MC samples were generated. Bin-wise correction factors
were determined by comparing the cross sections derived
from these samples to those from the nominal MC samples.
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These correction factors were typically in the range between
0.7 and 0.95, see cQED in Table 1.

Cross sections are also available in an alternative defini-
tion that includes QED radiation [38]. This definition allows
a direct comparison to NNLO QCD + NLO electroweak the-
oretical predictions if such calculations become available in
the future.

7 Experimental uncertainties

The systematic uncertainties on the measurement were esti-
mated by changing aspects of the analysis and observing the
effect on the cross sections. Instead of repeating the unfold-
ing procedure, most uncertainties were estimated bin-by-bin
by propagating the changes of the data, MC detector-level
and MC hadron-level distributions to the cross sections, as
this method is less susceptible to statistical fluctuations. The
model uncertainty and all uncertainties evaluated using a
reweighting procedure were determined using matrix unfold-
ing. The following sources of uncertainty were considered:

• δJES: after the corresponding correction, the remaining
uncertainty in the jet-energy scale in the MC samples was
estimated to be about 1% for jets with pT,lab > 10 GeV
and about 3% for less energetic jets [45]. A corresponding
variation of the jet energy in the MC changed the cross
sections by about 4% at lower Q2 and 2% at very high
Q2;

• δmodel: the influence of the choice of MC model on the
unfolded cross sections was estimated using a MC study.
Two closure tests were performed in which each of the
MC samples was, in turn, treated as pseudo-data and
unfolded with the other sample. These tests are expected
to reproduce the corresponding hadron-level distribu-
tions within the statistical uncertainty of the pseudo-
data combined with the model uncertainty. The differ-
ence between the unfolded and hadron-level distributions
was used to obtain the model uncertainty. Afterwards, the
uncertainty was averaged over both closure tests, and a
smoothing procedure over neighbouring bins was applied
to reduce statistical fluctuations. The resulting model
uncertainty was typically around 2% and increased to
about 5% at the highest Q2 or p⊥,Breit;

• δrew.: an alternative method was used to perform the
reweighting of the MC models. In this method, each jet
was individually reweighted as a function of Q2 and its
transverse momentum. The effect on the cross section
was typically below 1.5%;

• δEES: the uncertainty on the electron-energy scale in the
MC was estimated to be about 2% [45]. A corresponding
variation changed the cross sections by less than 0.5%;

• δEL: the correction of the reconstructed energy of the
scattered electron was performed as a function of the
azimuthal angle of the electron only, see Sect. 5.2. The
resulting change in the cross sections was typically below
1.5%;

• δEM: an alternative electron-finding algorithm was used
[47]. The effect on the cross sections was around 1% in
most bins, with fluctuations up to 6%;

• δpT , δE−pZ , δtrk., δbal., δvtx., δrad., δDCA: the boundaries of
the quality cuts on pT,lab,

∑
(E − pZ ), ptrack, pT /

√
ET ,

Zvertex, RRCAL and the electron-track distance were var-
ied within the resolution of each variable. The effect was
typically well below 1%, except for the

∑
(E− pZ ) vari-

ation, where it reached as high as 5% in the high-p⊥,Breit

region;
• δPHP, δLow-Q2 : the backgrounds from misreconstructed

photoproduction and low-Q2 DIS events (	yPHP and
	yLow-Q2 ) were subtracted from the data prior to the
unfolding. These distributions were taken from the MC
samples and were estimated to have a 50% normalisation
uncertainty. The resulting uncertainty on the cross sec-
tions reached about 4% in the lowest Q2, highest p⊥,Breit

bin and was negligible everywhere else;
• δfake: similarly, the background from unmatched jets

(	yfake) in the signal MC was subtracted from the data
prior to unfolding. From a study of the shape of the jet
distribution in Q2 and p⊥,Breit, the uncertainty on the nor-
malisation of this contribution was estimated to be 5%.
Propagating this uncertainty to the cross sections led to
a systematic uncertainty of about 1.5% in all bins;

• δpol.: the electron beam polarisation correction had an
effect of less than 0.1% on the cross sections;

• δTME: the track-association correction changed the cross
sections by less than 2%. Half of this difference was taken
as the systematic uncertainty on this correction;

• δFLT: the first-level-trigger veto-efficiency correction was
applied as a function of the inelasticity instead of the
track multiplicity. The effect on the cross sections was
well below 0.5%;

• δQED: the statistical uncertainty on the MC samples used
for the QED Born-level correction was added to the data
as a systematic uncertainty. It was typically below 0.5%,
except for the low-Q2, high-p⊥,Breit region, where it
increased to about 3%;

• to construct the response matrix, pairs of detector- and
hadron-level jets had to be matched to each other. Varying
the maximum allowed distance in the (ηlab − φ)-plane
from 0.9 to 0.7 had a negligible effect on the cross section;

• the uncertainty associated with the luminosity measure-
ment was 1.9% for all bins. By convention, this uncer-
tainty is not included in the figures, as it is, by definition,
fully correlated across all points.
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Fig. 3 Contributions of the different sources of systematic uncertainty,
added in quadrature. The unfolding uncertainty is shown separately,
without being added. The entry ‘MC model’ includes the uncertainty
due to exchanging the MC model (δmodel) and the uncertainty in the
reweighting of the MC models (δrew.). The entry ‘Electron uncertain-
ties’ represents the sum of the uncertainties associated with the electron-

energy scale (δEES), electron-energy calibration (δEL) and electron-
finding algorithm (δEM). Uncertainties due to photoproduction (δPHP),
low-Q2 DIS (δLow-Q2 ) and unmatched jets (δfake) are shown as the
entry ‘Background contribution’. The polarisation uncertainty (δpol.),
track-association uncertainty (δTME) and the uncertainty of the track
reconstruction (δFLT) are combined into the entry ‘Other corrections’

The contribution of each source to the total systematic
uncertainty is shown in Fig. 3 and listed in Tables 1 and 2. The
overall uncertainty is dominated by the jet-energy scale and
model uncertainties. In the lower Q2 regions, the uncertainty
of the jet-energy-scale dominates the overall uncertainty. The
unfolding uncertainty becomes dominant in the highest Q2

and p⊥,Breit bins only.

8 Theoretical calculations

Predictions for inclusive-jet production in the Breit frame
are available at NNLO QCD accuracy (O(α3

s )) [48,49]
as calculated by the NNLOJet program, interfaced to
fastNLO [50,51] via so-called grid files [52–54]. For this
analysis, cross-section predictions were computed using the
HERAPDF2.0Jets NNLO PDF set [55] and using the associ-
ated value of αs(M2

Z ) = 0.1155. The factorisation and renor-
malisation scales were set to μ2

f = μ2
r = Q2 + p2⊥,Breit. The

jet calculations were done in the zero-mass variable-flavour-

number scheme, since calculations for massive partons are
unavailable. For consistency, the constructed jets were also
defined to be massless.

The parton-level jet predictions from the QCD calcula-
tions were corrected to hadron level using correction fac-
tors derived from the Ariadne and Lepto samples. For this
purpose, parton-level jets were constructed in the MC sam-
ples (from the quarks, gluons and photons arising directly
after the parton showering and photon radiation steps) and
their ratio to hadron-level jets was computed. The average
of these ratios from the two MC samples was used as the
nominal correction (cHad), and half their difference as hadro-
nisation uncertainty (δHad) on the predictions. This uncer-
tainty reflects the differences in the corresponding parton-
showering and hadronisation procedures, and is assumed to
cover also the differences between the LO+PS and NNLO
partons in the jet reconstruction. The size of this uncertainty
is comparable to similar analyses [8,9]. Since the calculations
did not include weak interactions, they were also corrected
for Z -boson exchange and γ Z -interference terms using fac-
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tors derived from a separate MC sample (cZ ). No uncertainty
was associated with this correction [48]. The correction fac-
tors are given in Table 1. The calculations were performed at
QED Born-level and thus correspond to the corrected cross
sections described in Sect. 6.

The uncertainty based on the variation of the factorisation
and renormalisation scales was estimated using a six-point
variation, in which both scales were varied up and down
by a factor 2, both separately and simultaneously [48,55].
The fit, model and parameterisation uncertainties on the
HERAPDF2.0Jets NNLO PDF set were taken into account
[55]. The grid files produced by NNLOJet include uncer-
tainties due to limited statistics during their generation.

The statistical uncertainty of the grids, the factorisation-
and renormalisation-scale uncertainties, the PDF uncertain-
ties and the hadronisation uncertainty were added in quadra-
ture to obtain the total uncertainty on the NNLO QCD pre-
dictions. In most parts of the kinematic region covered, the
scale uncertainty was dominant. At high p⊥,Breit, the param-
eterisation uncertainty on the PDF set was also significant.

9 Cross-section results

The double-differential inclusive-jet cross sections as a func-
tion of Q2 and p⊥,Breit are shown in Fig. 4 and Table 1.
The combined uncertainty on the cross sections is typi-
cally around 5% and increases to around 25% in the high-
est p⊥,Breit bin. The correlation matrix of the inclusive-jet
measurement is shown in Fig. 5 and listed in Supplemen-
tary material. The uncertainties entering further analysis are
smaller than the uncertainties indicated by the error bars in
Fig. 4 due to the negative correlation of the unfolding uncer-
tainty as listed in Supplementary material. The correlations
between the inclusive-jet and corresponding dijet measure-
ment are shown in Fig. 6 and Supplementary material.

The corresponding measurement from the H1 collabora-
tion [9] is also shown4 in Fig. 4. The H1 measurement agrees
very well with the ZEUS cross section and the uncertainties
are comparable. Both measurements show similar trends rel-
ative to the NNLO QCD predictions. Within the combined
uncertainty, the NNLO QCD predictions agree reasonably
well with the measured cross sections. Overall, the central
values of the predictions seem to overestimate the jet cross
section. At high p⊥,Breit, this difference increases.

4 Owing to the nature of the weak interaction, DIS cross sections involv-
ing electrons or positrons differ at high Q2. The cross sections represent
a luminosity-weighted average of the e+ p and e− p data. The compo-
sitions of the ZEUS and H1 data differ slightly. If the H1 cross sections
were corrected to the ZEUS composition, they would increase by about
1% in the fourth and fifth Q2 bin and by about 5% in the highest Q2

bin. In Fig. 4, the values are shown as published by H1.

10 Determination of the strong coupling constant

Predictions of jet cross sections depend, among other ingredi-
ents, on the PDFs and the strong coupling constant, αs(M2

Z ).
Since the former belong to the realm of non-perturbative
QCD, they cannot currently be calculated from first prin-
ciples, but only obtained from fits to data. The double-
differential inclusive-jet cross sections are particularly well
suited to constrain these fits because of their direct sensitiv-
ity to αs(M2

Z ) and their small experimental and theoretical
uncertainties. The measured cross sections were used as input
to a QCD analysis at NLO and NNLO to perform a simulta-
neous determination of the PDFs of the proton and the strong
coupling constant.

The inclusion of jet data in the fit is expected to reduce
strongly the dependence of the measured strong coupling
constant on the assumed gluon distribution in the proton.
To capture these correlations, a simultaneous fit of αs(M2

Z )

and the PDFs was performed. The PDFs were parameterised
using the HERAPDF ansatz [55]. The input to the fit con-
sisted of the H1+ZEUS combined inclusive DIS dataset
[37], previous inclusive-jet [1] and dijet [8,56] measurements
at ZEUS and the inclusive-jet cross sections of this paper.
Because of a cut on the invariant mass in the dijet measure-
ment, the O(αs) prediction vanishes for parts of the dijet
phase space, which leads to an increased scale uncertainty
in the corresponding fixed-order calculations. To avoid this
issue, six dijet points at low p⊥,Breit were excluded from the
analysis [55].

Statistical and systematic correlations between the dijet
measurement and the present inclusive-jet measurement
were taken into account. Statistical correlations arise since
the same detector-level events were used for both mea-
surements and were treated using a correlation matrix as
described in Sect. 6. Systematic correlations arise because the
jet-energy-scale and the luminosity uncertainties have a simi-
lar effect on both measurements. These sources were treated
as 80% correlated between the two measurements. This is
due to the overlap in data samples, which was described in
Sect. 6. The present and the previous [1] inclusive-jet mea-
surements were treated as uncorrelated.

The uncertainties associated with the relative normalisa-
tion of the background from low-Q2 DIS events (δLow−Q2 ),
the (E− pZ)-cut boundaries (δE−pZ ) and the track-matching-
efficiency correction (δTME) were treated as fully correlated
within the inclusive-jet dataset. The uncertainties associ-
ated with the choice of the MC model (δmodel) and the
relative normalisation of the background from unmatched
detector-level jets (δfake) were treated as half-correlated and
half-uncorrelated. All remaining uncertainties were added in
quadrature and treated as uncorrelated (δuncor). For use in
the fit, all uncorrelated uncertainties and the jet-energy-scale
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Fig. 4 The measured double-differential inclusive jet cross sections
with 7 GeV < p⊥,Breit < 50 GeV and −1 < ηlab < 2.5, in the kine-
matic range 150 GeV2 < Q2 < 15,000 GeV2 and 0.2 < y < 0.7.
Shown are the present measurement from ZEUS (full dots, black), the
corresponding measurement from H1 (open dots, red) [9] and the NNLO
QCD predictions (blue boxes). The inner error bars of the measurements
represent the unfolding uncertainty and the outer error bars the total

uncertainty. For the ZEUS measurement, the shaded band shows the
uncertainty associated with the jet-energy scale. The NNLO QCD cal-
culation is computed at αs(M2

Z ) = 0.1155 using the HERAPDF2.0Jets
NNLO PDF set and scales of μ2

r = μ2
f = Q2 + p2⊥,Breit. The predic-

tions were corrected for hadronisation and for Z -boson exchange. Also
shown is the ratio of those cross sections to the NNLO QCD predictions

uncertainty were symmetrised by averaging their positive and
negative components.

The fit was performed similarly to HERAPDF analyses
[37,55]. The following parameters were used in the nominal
fit and the stated variations were used to determine uncertain-
ties. Inclusive DIS data points were constrained by requir-
ing Q2 ≥ Q2

min = 3.5 +1.5
−1.0 GeV2. The starting scale for

the DGLAP evolution was set to μ2
f0 = 1.9 ± 0.3 GeV2.

Heavy-quark masses in the calculations of the inclusive DIS
cross sections were set to mc = 1.46 ± 0.04 GeV and
mb = 4.3 ± 0.10 GeV at NLO, and mc = 1.41 ± 0.04 GeV
and mb = 4.2 ± 0.10 GeV at NNLO. The strange-quark
content of the down-type sea was set to fs = 0.4 ± 0.1.
In the jet calculations, the factorisation and renormalisation
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Fig. 5 Correlation matrix of the unfolding uncertainty for the
inclusive-jet cross-section measurement. By definition, the matrix is
symmetric and all entries on the diagonal are 100%. Negative correla-

tions due to the finite detector resolution arise mostly in adjacent bins
at small Q2 and small p⊥,Breit. Adjacent bins that do not belong to this
region and non-adjacent bins are not strongly correlated

scales were set to μ2
f = Q2 and μ2

r = (Q2 + p2⊥)/2 at NLO
[37] and μ2

f = μ2
r = Q2 + p2⊥ at NNLO [55], where p⊥ is

p⊥,Breit for the inclusive-jet calculations and p⊥,Breit for the
dijet calculations. The fit was performed using the xFitter

program [57–60].

Using the standard scheme of fully correlated scale vari-
ations, the fit resulted in values of

NNLO: αs(M
2
Z ) = 0.1143 ± 0.0017 (exp./fit)

+0.0006
−0.0007 (model/param.)

+0.0012
−0.0005 (scale),
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Fig. 6 Correlation matrix between the unfolding uncertainty of the
inclusive-jet measurement and the statistical uncertainty of the previ-
ous dijet measurement[8]. Correlations are mostly positive, as they arise

predominantly from jets originating from the same events. A structure
of more strongly correlated bins is visible, which can be explained by
the differing bin boundaries of the two measurements

NLO: αs(M
2
Z ) = 0.1160 ± 0.0017 (exp./fit)

+0.0007
−0.0009 (model/param.)
+0.0026
−0.0014 (scale),

where ‘exp./fit’ denotes the uncertainty on the fit, which
includes the uncertainty in the experimental input together
with that of the hadronisation correction and the statistical

uncertainty on the NNLO grids. The additional model and
parameterisation uncertainty was determined by repeating
the fit with each of the input quantities listed above in turn
modified by their uncertainty and adding the resulting vari-
ations of αs(M2

Z ) in quadrature, separately for positive and
negative uncertainties. To ensure that the starting scale stayed
below the heavy-quark masses, the variation of μ2

f0 was per-
formed only downward and the variation of mc only upward
and the resulting change of αs(M2

Z ) was symmetrised. For
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Table 3 The partial χ2 values from the nominal fit at NNLO and the
number of data points for each dataset

Dataset Partial χ2/Number of points

HERA NC e+ p DIS, Ep = 920 GeV 448/377

HERA NC e+ p DIS, Ep = 820 GeV 65/70

HERA NC e+ p DIS, Ep = 575 GeV 219/254

HERA NC e+ p DIS, Ep = 460 GeV 217/204

HERA NC e− p DIS, Ep = 920 GeV 220/159

HERA CC e+ p DIS, Ep = 920 GeV 48/39

HERA CC e− p DIS, Ep = 920 GeV 52/42

ZEUS HERA I inclusive jets 26/30

ZEUS HERA I/II dijets 15/16

ZEUS HERA II inclusive jets 15/24

Correlated χ2 96

Global χ2 per degree of freedom 1419/1200

each of the eight HERAPDF D and E parameters that were
not considered in the nominal fit, an additional fit was per-
formed in which one more parameter was left free [55]. The
envelope of the resulting αs(M2

Z ) values was taken as the sec-
ond contribution to the model/parameterisation uncertainty.
The scale uncertainty was evaluated by performing six addi-
tional fits, in which the factorisation and renormalisation
scales, μf and μr, for the jet cross sections were varied by
a factor 2 and taking the envelope of the resulting αs(M2

Z )

values. The nominal fits obtained a χ2 per degree of freedom
of 1419/1200 at NNLO and 1415/1200 at NLO. The partial
χ2 values at NNLO are given in Table 3. The jet data are
fully consistent in the inclusive DIS data and they reduce the
value of χ2 per degree of freedom.

The scale uncertainties obtained here are significantly
smaller than those derived in similar determinations, e.g. the
HERAPDF analysis [55]. This arises mostly because in this
analysis only jet datasets at high Q2 were used. Owing to
the treatment of the cross-section scale uncertainty as fully
correlated across all phase-space regions, the inclusion of
low-Q2 data leads to an increased uncertainty on αs(M2

Z ).
An alternative approach for the treatment of scale uncer-

tainties was investigated. In this case, the scale uncertainties
on the jet contribution5 were calculated under the assumption
that the cross-section uncertainty due to the scale variation
was half-correlated and half-uncorrelated between bins and
datasets. This was motivated by the fact that, while the scale
dependence of neighbouring phase-space bins is certainly
very strongly correlated, the scale dependence of bins far
away from each other in phase space, or for different final
states, can be much less correlated or even anti-correlated.

5 The fixed scale μ2 = Q2 for the inclusive DIS cross sections was
treated as part of the PDF definition.

Such a half-correlated and half-uncorrelated approach has
been used in previous analyses [9,37].

For the uncorrelated contribution, the scale uncertainty on
the cross section predictions was evaluated as described in
Sect. 8 using the PDFs and αs(M2

Z ) value from the nominal
fit. These uncertainties were scaled down by a factor

√
2

and added to the fit as uncorrelated relative uncertainties.
The central value from this fit was used as the central value
of this alternative αs(M2

Z ) determination and the resulting
increase of the fit uncertainty on αs(M2

Z ) was treated as the
uncorrelated contribution to the scale uncertainty. For the
correlated contribution, six additional fits were performed
corresponding to a six-point variation of the factorisation
and renormalisation scales with rescaling factors

√
0.5 and√

2. The envelope of the resulting αs(M2
Z ) values was taken

as the correlated uncertainty. The complete scale uncertainty
was obtained by adding the uncorrelated and the correlated
contributions in quadrature.

Using this approach resulted in values of

NNLO: αs(M
2
Z ) = 0.1142 ± 0.0017 (exp./fit)

+0.0006
−0.0007 (model/param.)
+0.0006
−0.0004 (scale),

NLO: αs(M
2
Z ) = 0.1159 ± 0.0017 (exp./fit)

+0.0007
−0.0009 (model/param.)
+0.0012
−0.0009 (scale).

Even though the fit does not contain any low-Q2 jet data, the
reduction in the scale uncertainty is large, both at NNLO and
NLO. The half-correlated and half-uncorrelated approach is
expected to have an even more significant impact when using
input data across a wider range in phase space.

A comparison of the current measurement to other deter-
minations of αs(M2

Z ) is shown in Fig. 7. The current analysis
is among the most precise measurements at colliders.

The values determined in the fit with free αs(M2
Z ) were

confirmed by performing a χ2 scan with fixed αs(M2
Z ) val-

ues. The results are in excellent agreement. The χ2 values of
the scan at NNLO are depicted in Fig. 8. Fits were also per-
formed using only the previous ZEUS jet datasets or using
only the newly measured dataset [38]. The results were found
to be consistent with the values reported here.

The calculated cross-section values before and after
including the inclusive-jet dataset in the fit are compared
to the data in Fig. 9. The changes of the PDFs and αs(M2

Z )

through the inclusion of the additional jet data decreased the
resulting cross-section values slightly. At large p⊥,Breit, the
effect is more pronounced. The largest contribution comes
from the updated value of αs(M2

Z ) as well as the gluon PDF.
The quark PDFs were not significantly affected by the inclu-
sion of the additional data.
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Fig. 7 Summary of different
determinations of αs(M2

Z ) at
NNLO or higher order, adapted
from PDG [61], see references
therein. The red points are
included in the PDG world
average. The averages from each
sub-field are shown as yellow
bands and the world average as
a blue band. A recent
measurement from CMS [62]
using jet cross sections and the
latest determination from
HERAPDF [55], which are not
yet included in the world
average, are shown in green.
The current determination,
assuming half-correlated and
half-uncorrelated scale
uncertainties, is shown in black

11 Running of the strong coupling

A further analysis has been performed to demonstrate the
scale dependence of αs(μ

2). The approach is conceptually
different from the global determination. Only subsets of the
measured jet cross sections were used, each centred around
a certain value of the scale 〈μ〉. Since the PDFs cannot be
usefully constrained from the jet data at one scale only, it is
not feasible to fit the PDFs and αs at the same time. Instead,
fixed PDFs were used, which were determined from the inclu-
sive DIS data alone for different αs(M2

Z ) values. Using these
PDFs, a single-parameter fit of the strong coupling was per-
formed. While the technical fit parameter was still αs(M2

Z ),
this fit effectively determined αs(〈μ〉2) since only data at the
scale 〈μ〉 were used as input [38]. The value of αs(〈μ〉2) was

computed from αs(M2
Z ) using QCD evolution. Such a pro-

cedure correctly determines αs(〈μ〉2), even if the true scale
dependence of αs was different from the QCD prediction.

This approach reduces the ability of the jet data to con-
strain the shape of the PDFs and assumes that they do so only
via correlations to αs(M2

Z ). This is justified since a recent
HERAPDF analysis demonstrated that the impact of the jet
data on the PDFs was small [55].

The analysis was performed at NNLO. PDFs were deter-
mined from the inclusive DIS data, using fixed values of
αs(M2

Z ) between 0.112 and 0.120. Central values of the PDFs
were determined including experimental, model and parame-
terisation uncertainties similar to those of the HERAPDF2.0
NNLO analysis [37].
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Fig. 8 Difference between χ2

and χ2
min as a function of

αs(M2
Z ) for fits with fixed

αs(M2
Z ) at NNLO. The central

value and the experimental/fit,
model/parameterisation and
scale uncertainties determined
for the free αs(M2

Z )-fit assuming
fully correlated scale
uncertainties are also shown,
added in quadrature. For
reference, the corresponding
plot from the HERAPDF2.0Jets
NNLO analysis is also shown
[55]

Each of the jet cross sections from the three datasets spec-
ified in the previous section was assigned a scale using an
approximation of the barycentre of the corresponding bin,

1

μ4 = 1

2

(
1

(Q2
low + p2⊥,low)2

+ 1

(Q2
high + p2⊥,high)

2

)

,

where (Q2/p⊥)low/high are the lower/upper bin boundaries
and p⊥ is p⊥,Breit for the inclusive jets and p⊥,Breit for the
dijets. The resulting scales μ cover a range from 15 GeV
to 90 GeV. The points were then sorted into five different
groups of similar scale. Each group was assigned a repre-
sentative scale value 〈μ〉 by computing the cross-section-
weighted average of the scale values of the data points in
that group.

The value of αs(〈μ2〉) was extracted for each scale 〈μ〉
by using the jet cross sections in the respective group. Tech-

nically, xFitter always uses αs(M2
Z ) as a parameter for αs .

Therefore, a χ2 scan in αs(M2
Z ) was performed for each

group, i.e. the χ2(αs(M2
Z )) values were computed for a series

of fixed values of αs(M2
Z ) and the corresponding fixed PDFs

determined as described above. This minimised the impact
of the inclusive data which contributed only indirectly via the
PDFs. The χ2-definition was similar to that used in HERA-
PDF [37] and included the uncertainties of the PDFs. The
χ2(αs(M2

Z )) dependence close to its minimum was fitted
with a parabola. The central αs(M2

Z ) value and its uncer-
tainty were extracted from the location of the minimum of
the parabola and its width at the height where it has increased
by one unit in χ2 with respect to its minimum. The val-
ues of αs(〈μ2〉) were then calculated from the central values
αs(M2

Z ) using NNLO QCD evolution.
This method intrinsically provides the sum of the experi-

mental/fit and the model/parameterisation uncertainties. To
separate them, the model/parameterisation uncertainty of the
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Fig. 9 Double-differential
inclusive jet cross-section
predictions based on the NNLO
fit (solid, green) compared to the
data (dots). Additionally, the
predictions are shown before
including the current
inclusive-jet dataset in the fit
(dashed, blue). The uncertainties
of the fit results are not shown.
When including the current
dataset, the experimental/fit
uncertainty decreases slightly.
The ratios of the cross sections
as calculated before and after
the fit to the data are also shown.
Other details as given in Fig. 4

PDF set was set to zero and the determination was repeated.
It was found that the central value of αs did not change sig-
nificantly and, as expected, the uncertainty decreased. The
uncertainty from this second determination was taken as
the experimental/fit uncertainty and the quadratic difference
from the full uncertainty was taken as the model/parameter-
isation uncertainty.

The scale uncertainty was determined by repeating the
determination six more times corresponding to a six-point
variation of the factorisation and renormalisation scales with
rescaling factors 0.5 and 2. The envelope of the resulting
αs(M2

Z ) values was taken as the scale uncertainty. This
assumes that the scale dependence of the cross section is
fully correlated across all jet cross sections in a particular
group. This assumption is appropriate here since this deter-
mination used jet cross sections in a much smaller part of the
kinematic region than was used for the global determination.

As a cross check, the same procedure was also applied
to all the jet cross sections simultaneously. The determined
value of the strong coupling constant is αs(M2

Z ) = 0.1161±

0.0019 (exp./fit) ±0.0004 (model/param.) +0.0014
−0.0007 (scale).

This value is slightly different from that found in the global
determination and has a slightly larger uncertainty. This is
expected because only the inclusive DIS data were used in
the pre-determinations of the αs(M2

Z )-dependent PDFs and
only the jet data were used in the fits to extract αs(〈μ〉2)

from χ2 scans. Thus, the cross-correlations are not treated as
comprehensively as in the combined fit.

The determined values of the strong coupling are given in
Table 4 at the Z -boson mass and at the scale of each group
of cross sections. All five values are very well compatible
with the result of the global determination. Previous mea-
surements and the QCD prediction of the running of αs(μ

2)

are compared to the data in Fig. 10. The measurements are
consistent with each other and with the theoretical expec-
tation. This confirms that the scale evolution of αs can be
described with the standard formalism of perturbative QCD.
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Table 4 Values of the strong coupling determined using data at dif-
ferent scales μ. Shown are the number of jet cross sections used in
each determination, the representative scale 〈μ〉 for each group and the
value of αs(M2

Z ) including all uncertainties from the fit. The last col-

umn shows the value of the strong coupling at the scale of the data
αs(〈μ〉2) together with its combined and symmetrised uncertainty, as
evolved using NNLO QCD

Number of jet cross sections 〈μ〉(GeV) αs(M2
Z ) ±δexp./fit ±δmod./par. ±δscale αs(〈μ〉2) ±δtotal

12 18 0.1156 ±0.0037 ±0.0008 +0.0035
−0.0025 0.1525 ±0.0086

16 26 0.1153 ±0.0026 ±0.0006 +0.0028
−0.0017 0.1417 ±0.0054

19 35 0.1167 ±0.0024 ±0.0003 +0.0018
−0.0010 0.1363 ±0.0039

12 52 0.1164 ±0.0032 ±0.0002 +0.0011
−0.0003 0.1271 ±0.0040

11 84 0.1158 ±0.0045 ±0.0003 +0.0014
−0.0004 0.1172 ±0.0047

Fig. 10 Value of the strong
coupling αs(μ

2) as a function of
the scale μ. The data points
indicate determinations from
measurements that were
performed close to the indicated
scale. The uncertainties
represent the full uncertainty of
each determination. All depicted
results were obtained at least at
NNLO. They are based on data
from e+e− [63–65], ep [54,66]
and pp [67] collisions, as well
as from τ lepton decays [68]
and quarkonium states [69]. The
solid blue line shows the PDG
world average [61]. Also shown
are the αs(M2

Z ) values
corresponding to each data point
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12 Summary and conclusions

A measurement of the double-differential inclusive-jet cross
section in the Breit frame in NC DIS events has been pre-
sented. The data entering the analysis were taken with the
ZEUS detector at HERA between the years 2004 and 2007
at a centre-of-mass energy of 318 GeV and correspond to an
integrated luminosity of 347 pb−1. The massless jets were
reconstructed using the kt -algorithm in the Breit frame of
reference in the range 7 GeV < p⊥,Breit < 50 GeV and
−1 < ηlab < 2.5. The cross sections were measured in the
DIS kinematic region 150 GeV2 < Q2 < 15,000 GeV2

and 0.2 < y < 0.7. The uncertainties on the measured cross
sections are comparable to previous measurements. Within
uncertainties, previous measurements and NNLO QCD pre-
dictions agree well with these cross sections.

The small uncertainties on the cross sections and the cor-
responding theory calculations make the dataset well suited
for precision determinations of the strong coupling in QCD
fits. A significant reduction of the scale uncertainties with
respect to previous determinations was found to be predom-
inantly due to the absence of low-Q2 jet data in the fit. An
improved treatment of the correlations in the scale uncertain-
ties further reduced the uncertainties. The value of the strong
coupling constant at NNLO was determined to be αs(M2

Z ) =
0.1142 ± 0.0017 (exp./fit) +0.0006

−0.0007 (model/parameterisation)
+0.0006
−0.0004 (scale). The dependence of the strong coupling on
the energy scale was found to be consistent with previous
measurements and the perturbative QCD expectation.
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