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Abstract. The overwhelming success of companies build on top of cloud com-
puting technologies has been driven by their ability to create systems for pro-
cessing big data at scale and designing high-quality digital products as well as 
being agile and capable of handling constant changes in the market. This runs 
somewhat contrary to the AECO industry, which generates an abundance of mul-
tidisciplinary data and faces numerous design challenges but is not as prone to 
agile management. The entire methodology for designing and delivering projects 
has historically been oriented toward getting all requirements defined and speci-
fied in advance. In that context, “change” of the workflow in AECO is often seen 
as an exception. Not only this is far from the paradigm or principles of today’s 
business technologies, but today’s enterprises are characterized by an opposing 
set of values. Latest software engineering methodologies, like DevOps and its 
design incarnation – DesignOps were created solely to tackle those issues in the 
IT industry. This paper will present how those methodologies could be success-
fully implemented in the AECO industry and increase the efficiency of existing 
design pipelines. We demonstrate a prototype of a software platform, an entire 
automated ecosystem where design operations are made in the cloud by a collec-
tion of automatic or semi-automatic microservices and where data flows seam-
lessly between various disciplines. The system leverages the potential of distrib-
uted computing, performance-driven design, evolutionary optimization, big data, 
and modern web design. 
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1 Introduction 

Design teams are frequently required to deliver iterations of their designs to the respec-
tive stakeholders, such as internal reviewers, clients, building authorities or consultants. 
This usually involves a time-consuming iterative process associated with the design 
cycle and its derivatives -such as documentation, costing or visualization. Some of 
those steps require intensive human input and analysis while some could be automated 
using various technologies. Since new design challenges constantly arise, these pipe-
lines and the workflows build around them can never be static, they must be flexible to 
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keep up. This poses many challenges like the ones that the user experience and interface 
(UX/UI) community is facing and could be seen in a wider context of Design Opera-
tions – DesignOps [1]. It is an emerging movement advocating a much closer integra-
tion between design and technology escalated by the rise of agile development. It is 
understood as a practice of reducing operational ineffectiveness in the design workflow, 
as well as providing better quality design through technological advancement. 
DesignOps is about implementing design improvements and deploying them to users 
(designers) as quickly and as frictionless a way as possible. It is still in its formational 
stages and is an intentionally broad topic, because there are many elements to factor in 
when enabling consistently good quality design.  

1.1 Road to DesignOps 

 
Understanding the principles of the DesignOps movement, requires a step back to look 
at how the role of IT in the business environment has evolved over the years (Fig. 1). 
From the 1960s and 1970s when it played primary a supportive role, where IT systems 
were used solely to make the existing processes faster and reduce cost [1]. Through the 
1980s some forms of collaboration started to emerge, since the spread of PCs put ma-
chines on peoples’ desks. In response, companies started asking for customized soft-
ware. However, IT was still considered a tool which resulted in a very clear separation 
between development teams (people building IT systems) and operations (business us-
ers). The need for custom tools stared pulling IT teams closer to the operations side and 
by the mid 90’s IT had emerged as an enabler which could provide competitive ad-
vantage through technology-driven differentiation. The trend continued through the 
dotcom explosion in the 00’s as technology became the core of many businesses. Some 

Fig. 1. Changing role of technology. 
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companies did not simply differentiate themselves through technology but delivered 
technological products and solutions as their sole function. This required more robust 
processes and workflows which culminated in the idea of agile software development 
formed in 2001. Adopting agile methodologies pushed many organizations like Spotify 
[2] to product-centric rather than project-oriented development. It promoted fast deliv-
ery cycles [3] further reinforced by build-measure-learn feedback loops using Mini-
mum Viable Product ideas (MVPs) from Lean Start-Up principles [4]. 

Agile also had its shortcomings since success was primarily measured on time and 
budget delivery and less on the quality of the product. This resulted in the operations 
(Ops) teams becoming increasingly skeptical about the quality of new releases from the 
development (Dev) teams [1]. Promoting closer collaboration resulted in DevOps, a 
methodology aimed at removing uncertainty by aligning development and system op-
erations through automation. Increased demand for the delivery of technological prod-
ucts at scale and short design cycles started putting pressure on user experience (UX) 
and user interface design. Designers often worked in silos or as remote parts of dev 
teams and were sometimes individually responsible for a wide range of tasks from con-
ducing UX research, wireframing to front-end coding. This loose structure was not 
scalable and could not cope with growing complexity of digital products or the demand 
for high-quality, consistent user customer experience. As a result, a separate set of pro-
cesses and workflows attempting to operationalize design, inspired by DevOps had 
emerged – DesignOps [5].  

DesignOps has been adopted by many organizations including Airbnb [6] and 
Salesforce [7]. However, each of them tailored it to their own specific business needs, 
DesignOps as an idea is centered around four main goals [8]: building efficient design 
workflows and processes, ensuring cross-functional team collaboration and alignment 
with different stakeholders ranging from engineering, UX researchers, UI designers, 
motion designer to marketing; standardising tools and systems as well as promoting 
consistent design culture. Although many of those activities had already existed within 
those companies, DesignOps as a separate role introduced structural changes and cul-
tural shift focused mainly on scaling and amplifying design processes. Instead of seg-
regating teams, it is seen as a methodology that enables highly integrated and effective 
design organizations. 

1.2 AECO perspective 

There are many similarities between challenges addressed by DesignOps and the 
AECO industry. In architectural practices the design cycle timeline is a key factor in 
the success of any given project. The quicker a team can come up with design ideas and 
turn them into a viable design option, the better. Design is an iterative process; ideas 
are brainstormed then modelled and tested against others. As a design progress from 
the initial concept stage to final construction drawings, its concepts become more de-
fined. This means that change comes with a constantly increasing overhead since design 
interventions can depend on decisions made earlier on in the process.  

It is relatively easy to make changes during concept stages as they provide high flex-
ibility, but the assumptions made during concept design can be critical to the future 
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performance and operational cost of a buildings [9] [10]. Therefore, there is a constantly 
growing demand to guide the exploration of new design options not only based on their 
aesthetical criteria but also on hard metrics like environmental performance or user-
experience. Such studies are usually conducted by consultants using specialized simu-
lation software and the current process usually requires a design team to pass a digitized 
3D massing model to a consultant who will run the required analysis and put together 
a report. This is a cumbersome workflow since massing options must be exported form 
the CAD software and sent over manually. At the same time, running performance 
analyses in a timely fashion comes with its own challenges. Models often need to be 
converted, the analysis can be computationally intensive and putting together a report 
which includes detailed feedback is usually a slow, manual process. All those steps add 
up to a considerable lag between the modeling of a design option and the understanding 
of its performance. The lag in the delivery cycle grows even more if the aspiration is to 
integrate data from many disciplines. It could take days or even weeks and by the time 
the performance of the design option is evaluated the actual design has progressed, 
rendering the returned feedback obsolete. This process is neither fast nor scalable and 
it is the result of workflows built around AECO software’s that still follow a waterfall 
model [11]. By learning from the DevOps and DesignOps movements we can build 
more robust pipelines and deliver value at a much earlier stage in the project develop-
ment cycle.  

 

2 Methodology 

To address these design cycle challenges, we have developed an approach that treats 
early-stage design like a modern software delivery cycle. In our approach an architec-
tural design team would be analogue to the IT Ops team and a consultant team analogue 
to the IT Dev team. The product in this context is a set of highly optimized and perfor-
mance-driven massing options tailored to a given architectural project and delivered at 
scale during early design stages.  

The initial experiments started in late 2017 and were focused on accelerating existing 
performance analysis simulations using distributed computing. The initial goal was to 
build a pipeline inside a popular parametric CAD software which would execute a ray-
tracing-based simulation with increased speed in the cloud, yet as seamlessly as the 
existing pipeline would on a single workstation. The case-study, which was a tower, 
provided a 3.8 times speedup by using 5 machines with 20 cores (40 threads) each in 
the cloud compared to a single 20-core Intel(R) Xeon(R) CPU E5-2660 v3 @ 2.60GHz 
with 64 GB of RAM (Fig. 2).  
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The success of this case-study sparked many ideas on how this could be effi-
ciently scaled up to run various complex analysis even on large-urban scale 
models. Such an approach would not only need to automatically coordinate jobs 
on hundreds of machines simultaneously but also communicate and store the 
generated data between them while visualizing the results. In this scenario, a 
rigorously tested and optimized massing option becomes a product of a soft-
ware platform – an entire automated ecosystem where design operations are 
made by various automatic or semi-automatic microservices [12] and data 
flows seamlessly between various disciplines. Some of the components in such 
a system like classic parametric modeling [13] with performance simulations 
[14] [9] and multi-objective optimization [15] or interactive data dashboards 
[16] are not new to the AECO industry. However, combining them with dis-
tributed computing at scale and both modern web and cloud technology would 
require considerable new research far exceeding traditional computational de-
sign. Since there is no architectural software that could take full advantage of 
such a technology stack, coordination of knowledge and expertise from differ-
ent domains including full-stack software development, data science or parallel 
computing [17] would be required. Both DevOps and DesignOps workflows 
and practices would provide an efficient framework for how to drive this coor-
dinated cross-domain software development effort while ensuring both con-
sistency and high-quality design output.  

Fig. 2. Distributed Daylight Factor simulation. Each test floorplate was simultaneously calcu-
lated by 5 machines with 40 threads each using Rhino and Grasshopper software as an interface. 
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Having that in mind, the first prototype of the platform was launched in early 
2018 and tested on a large-scale urban project [18]. It had the core components 
in place namely a database with interoperability models, an evolutionary opti-
mization solver capable of distributing performance simulations and a rudimen-
tary webpage to display the results. The components were split into micro-
services ensuring that in the future small but quick and incremental changes 
could be implemented and immediately tested, using Continuous Integration 
and Deployment on live projects. The approach was successful and set out a 
roadmap for future development to improve the speed and reliability of the plat-
form. 

2.1 Producing Design Data at scale  

Interoperability. Having a common way of communicating coherent information be-
tween the various parts of the platform is essential for an uninterrupted workflow. In 
AECO different teams and disciplines use different tools and data exchange formats, 
which is a major obstacle for automation. For that reason, we chose to integrate our 
inhouse interoperability standard based on JavaScript Object Notation (JSON) [19] 
handling both geometry and analysis data. We developed shared data schemes which 
were made available to all disciplines and users in a format familiar to them through 
our bespoke messaging application. This eliminates the need to exchange static files in 
the traditional way. Interoperability allows us to streamline, compress and modify de-
sign data on demand through different components of the platform. It also enables any 
geometry of selected design options to be seamlessly imported directly into a CAD 
package and evaluated by an architectural team. The direct feedback was used to mod-
ify both parametric model and analytical objectives. 

 
Simulation Engines. Essential to the success of a delivery cycle is the speed of which 
the relevant performance simulations can run. Some the most common analyses in ar-
chitecture are based on raytracing. It is a key component in calculations of the vertical 
sky component which assess daylight potential, of sunlight hour analyses and when 
calculating annual solar radiation. Initially the platform used third party simulation soft-
ware like Radiance [20] through the Ladybug plugin [21] and distributed the analysis 
on CPUs. But since raytracing also is a key component for creating renderings, which 
are used to visualise design options and assess quality of views for each option, we 
decided to develop a bespoke ray tracing software. This software supplies highly par-
allelized and performant analysis and rendering pipelines by utilizing Graphical Pro-
cessing Units (GPUs). It implements the CUDA-centric [22] Nvidia Optix API [23], 
takes advantage of RTX-technology [24] and provides a comprehensive raytracing 
framework combined with lightweight scene representation. 

With control over both geometry, ray generation, ray intersections and data transfer, 
the engine enables a flexible multi-GPU workflow which can easily be extended with 
new analysis pipelines to fit the varying needs of design projects. These pipelines can 
reach speeds of up to 15 giga rays/s on a single Nvidia A6000 GPU and run city scale 
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models with hundreds of thousands of analysis points in seconds. The speedup offered 
by these bespoke GPU analyses does not only greatly improve the efficiency of the 
delivery cycle, but it also allows to run analyses at a higher resolution. Compared with 
previous studies [11], the analysis runs on average 6 times faster while being more 
accurate, with a 260x higher resolution. 

2.2 Automated Reporting    

The ability to quickly interpret and display results from tests and simulations is a key 
component in every feedback system. From extensive discussion with design teams, we 
developed a two-level reporting.  

In the first stage a fast, triage-like, near real time feedback from the simulations was 
need. Since the platform could generate and test thousands of design options within 
hours, a tool for traversing their performances across key objectives and comparing 
them against each other was required. The tool had to be interactive and easily accessi-
ble to all stakeholders, so it was built as modern web application running in a web 
browser. For the front-end technologies like Bootstrap, developed initially at Twitter 
for responsive and consistent looking layouts, and D3.js for data-driven visualisation 
were used. Design data was pulled from options’ database using JSON-based interop 
data formats.  

Fig. 3. Sample payload sent from a client to the microservice defining the template to be used 
and the component types the template exposes. Sample template for a page containing a grid of 
captioned images in JSX. 
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When candidate options were selected, a second more in-depth feedback stage was re-
quired in the form of a detailed PDF report. To previously produce such reports required 
considerable manual work. A specialist software such as Adobe InDesign had to be 
opened to place images, adjust a layout, write descriptions and analysis results while 
ensuring consistent graphical quality, something that could take 2-3 hours per report. 
A manual workflow would therefore be highly inefficient, given that the platform de-
livers thousands of analyses results. Thus, the process was automated by creating a 
reporting microservice driven purely from data using Node.js technology. It was devel-
oped using React [25], a front-end JavaScript library for building user interfaces created 
and maintained by Facebook (Meta). The service exposes different endpoints for doc-
ument types which, based on JSON data, could automatically return a PDF document 
within a minute (Fig. 3).  

3 Findings – The Process  

The development of the platform has been highly successful. Since 2018 it has been 
used on 23 projects ranging from 50,000 to 2.17M sqm of GFA, most of whom were 
large-scale masterplans. It has generated over 300,000 design options and conducted 
1.3M performance simulations. The decision to break down early design stages to sub-
tasks such as project-specific massing creation, performance simulations, reporting and 
decision making and develop them as independent microservices fall under the DevOps 
model. As development progressed, the overall optimization design cycle time for a 
single project was significantly reduced, from 20 to 4 days. A development that could 
be implemented while the entire system was online, sometimes testing up to 140,000 
options per project (Fig. 4). This was possible due to significant improvements in ro-
bustness and standardization of the analysis and reporting pipelines as well as to the 
progressive development of adaptive parametric models covering main building typol-
ogies. It also allowed further reduction in the time required to build custom parametric 
models for live projects from weeks to days. In recent projects the full cycle of model 
updates and simulation runs has decreased from the initial 1.5 months to 2-3 days per 
project while handling up to three large-scale optimizations projects simultaneously. 

Fig. 4. Comparison between single design cycle time and a total number of options tested  
for an indicative project. 
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A good example of the capabilities in the DesignOps approach is the studies prepared 
for the Guangming Hub project. The project was a large-scale transport-oriented (TOD) 
design competition in China  [11], that required four site-specific typologies covering 
a total GFA of 2,700,000 m2. The challenge was to produce a wide variety of massing 
options while maximizing environmental performance, cutting down average walking 
times and increasing views of greenery. For this study, three agile-like design optimi-
zations sprints were conducted producing 18,000 options and running 80,000 analyses 
in total. Design solutions derived from this process and selected by the architectural 
team from each iteration were refined and used as basis for subsequent optimisations. 
The results from the last run were then manually finetuned and postprocessed by the 
architectural team to become the basis of the final massing distribution for the comple-
tion-wining proposal.   

4 Conclusions 

As demonstrated in the case study, the use of recent advancements in cloud computing 
supported by implementation of the latest software development standards, like 
DevOps and its design incarnation – DesignOps, can be transformative to architectural 
design. It has the capacity to reduce delivery cycles from months to hours by automat-
ing many complex design steps. This in turn can give architects an opportunity to re-
think current design pipelines and workflows by making them more efficient and data 
oriented.  

Now, this approach requires cross-domain teams of experts collaborating on a single 
software platform as well as a significant investment in dedicated hardware and high-
performance computing infrastructure. Another obstacle is standardisation of both 
work stages and data formats which has traditionally been a major issue in the AECO 
industry and makes this methodology initially more suitable for large organisations 
which integrate many disciplines under a single roof. However, the wide spreading ac-
cess to massive cloud computing power and data storage for a fraction of the previous 
cost is beginning to blur the boundaries and will in turn result in a wave of new cloud-
based applications that expose elements of design-related functionality as a service. 
They could then be consumed by various stakeholders and integrated into their design 
workflows. Their adoption would be a direct reflection of both the design and data cul-
ture of the organisation that implements them. The implementation would require a 
comprehensive DesignOps approach including the combination of philosophy and tools 
of a given organization which in turn can facilitate an organization's capacity for deliv-
ering high-quality designs at scale and at a much faster pace than traditional practices. 
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