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Metal–organic frameworks (MOFs) have a wide range of optoelectronic and photochemical applications, many of which are directly dependent on their excited states. Computational modelling of excited state processes could aid the rational design of effective catalysts, but simulating MOFs in their excited state is challenging. This is due to the inherent molecule/crystal duality of MOFs, their large and diverse unit cells, and the unfavourable scalability of quantum chemical methods. However, periodic and cluster models have been developed and applied to characterise the excited states of MOFs and their properties, such as charge transfer, luminescence, and photocatalytic mechanisms. Additionally, embedding techniques provide a means of explicitly incorporating the crystal environment in such models. Although many high-quality reviews have assessed computational modelling in MOFs, most have focused on the study of ground-state electronic properties. In this perspective, we focus on the computational methods available to describe the excited states of MOFs from the molecular, periodic, and embedding perspectives. To illustrate the performance of cluster and periodic models, we compare the results obtained using both approaches at different levels of theory for an exemplary MOF. We also analyse examples from modelling relevant photochemical and photophysical including charge transfer, exciton effects, chemosensing, host–guest mechanisms, thermally activated delayed fluorescence and room temperature phosphorescence. Additionally, we show how such methods can be applied to predict MOF-based photocatalytic CO₂ reduction to value-added chemicals. We emphasise the advantages and limitations of current methodologies, as well as the potential for utilising databases and machine learning models in this context.

1 Introduction

The versatile electronic structure of metal–organic frameworks (MOFs) engenders a rich excited-state chemistry. As such, MOFs find varied optoelectronic and photochemical applications including photovoltaic cells, single-molecule magnets (SMMs), chemosensors, and heterogeneous photocatalysts. MOFs are composed of modular secondary building units (SBUs); polydentate organic ligands, known as linkers, and transition metal clusters (TMCs), known as nodes. These SBUs combine to form a mesoporous crystal with a well-defined network topology. The remarkable excited-state chemistry of MOFs arises from the fact that MOFs often retain the photochemical and optical properties of their constituent SBUs. Consequently, optimal light-harvesting (LH) units and photoactive catalytic sites can be selected to create desirable photophysics in semiconducting solids. Additionally, pre- and post-synthetic functionalisation, extensive defect chemistry, guest–host interactions, and formation of MOF composites with other functional materials may further install bespoke photophysical effects.

The excited electronic structure of a material dictates its photochemical processes such as light absorption, luminescence, charge transfer, energy transfer, and conductivity. Excited states therefore control the applications of a MOF, whether it be in chemosensors, where a target analyte binding to a MOF can selectively quench or promote luminescence; conduction, where excitonic effects control charge carrier dynamics; or in a photocatalyst, where photoinduced charge transfer may be used to split the C=O bond of carbon dioxide (CO₂) using sunlight (C=O bond energy is 804.4 kJ mol⁻¹ at 298 K). Upon photoexcitation, a MOF may undergo a number of competing pathways. Some of these are emissive, such as room temperature phosphorescence.
Conversion of CO₂ to high-value chemical feedstocks. Many photocatalytic networks are strong frameworks for high-efficiency subsequent, MOFs are an auspicious candidate for one-pot CO₂ experimental reviews have documented this progress in this respects, however computational investigations are essential for elucidating excited-state chemistry.

MOFs are unique materials in that each constituent node and linker are joined at an organic–inorganic interface, resulting in a highly localised excited-state structure. As a result, whilst MOFs are often discussed in terms of their electronic band structure, their excitation behaviour is often best understood in terms of coordination chemistry. For instance, light-irradiation causes electrons to undergo a variety of excitations processes pertinent to photocatalysis (Fig. 1), such as ligand-centred (LC), metal-centred (MC), metal-to-ligand charge transfer (MLCT), and ligand-to-ligand charge transfer (LLCT). Those that cross the organic–inorganic interface, such as LMCT or MLCT, present a unique capacity for spatially separating charge carriers. The ability to extend exciton lifetimes and engineer band structure is advantageous to redox applications. Equally, the porous structure of MOFs with exceptional sorption properties facilitates efficient CO₂ sequestration. Consequently, MOFs are an auspicious candidate for one-pot CO₂ capture and conversion. The ability to sequester CO₂ in a photocatalytic network is a strong framework for high-efficiency conversion of CO₂ to high-value chemical feedstocks. Many experimental reviews have documented this progress in this respect, however computational investigations are essential for elucidating excited-state chemistry.

Quantum chemical methods such as time-dependent density functional theory (TDDFT) and multiconfigurational techniques are the microscope through which we see excited states. They can now describe ground- and excited-state electron densities to a high degree of accuracy, enabling quantitative estimation of photochemical properties such as excited-state energies, excitation energies, oscillator strengths and charge transfer behaviour. Furthermore, key photoreaction quantities can be calculated, such as band gaps, excitation energies, charge mobility, and energy barriers. This gives computational studies a unique capacity to elucidate spectroscopic results. However, simulating excited states in MOFs remains a significant challenge. In the hierarchy of quantum chemical methods available, those with quantitative accuracy come at the greatest computational cost. Generally speaking, methods such as complete active space self-consistent field (CASSCF), complete active space second-order perturbation theory (CASPT2), or coupled cluster (CC) are limited to small molecules due to unfavourable scaling with the number of electrons. In this respect, MOFs are very demanding to simulate, even in the case of hybrid Kohn–Sham density functional theory (KS-DFT), due to their large and chemically diverse unit cells. Often, simulations must cater for multiple metal-centres, a variety of spin-states, chromophoric linkers, excitonic effects, and complicated charge transfer processes. As such, a largely software-driven paradigm has emerged in which MOFs are treated as either extended periodic crystals or as individual molecules (Fig. 2). In reality, the localised electronic structure is modulated by the crystal environment. This places MOFs somewhere on a spectrum between molecule and solid, meaning that MOFs cannot be fully understood from either perspective alone. In conjunction with the improved availability of high performance computing (HPC) and massively-parallel processing, significant research attention has been dedicated to improving the tractability of quantum chemical methods through the use of embedding schemes.

Many high-quality reviews have assessed the validity of both cluster and periodic models in MOFs, but none are directed towards the excited-state chemistry. Herein, we first provide an

![Fig. 1](image1.png) Different types of charge transfer available in MOFs: ligand-to-metal charge transfer (LMCT); metal-to-ligand charge transfer (MLCT); ligand-to-ligand charge transfer (LLCT); intra-ligand charge transfer (IL); and metal-centred charge transfer (MC).

![Fig. 2](image2.png) Cluster and unit cell representations of MOF-5 (Zn: blue, C: grey, O: red, H: white). Periodic codes perform calculations on the repeating unit cell in a PW basis set, whereas molecular codes perform calculations on clusters, in a GTO basis set. The outer oxygen atoms (orange) of the cluster are one half of a bond cut; these dangling bonds must be saturated using a capping scheme.
overview of the most popular computational chemistry methods available (Section 2). Second, we discuss the models used to simulate MOF excited states, from the periodic (Section 3), molecular (Section 4), and embedding (Section 4.4) perspectives, which we compare in our own computational study (Section 4.7). We then consider machine learning and databases in MOFs (Section 5), before seeing how excited-state methods have been used to study photophysical processes in MOFs (Section 6). Finally, we turn to the application of these methods to MOF-based photocatalytic CO₂ reduction (Section 7).

2 Periodic and molecular perspectives

There is a divide in the implementation of quantum chemical software stemming from the choice of basis set. Plane wave (PW) basis sets are a natural choice for approximating the fully periodic wavefunctions, whereas Gaussian-type orbitals (GTOs) provide a more chemically intuitive atomic orbital description. Due to the difficulties in evaluating multielectron integrals, the use of Slater-type orbitals (STOs) is less extended, however, the Amsterdam Density Functional (ADF) code implements molecular and periodic calculations employing STOs.

The periodic nature of plane waves is advantageous in describing the repeating unit cell of a crystal. Periodic boundary conditions (PBCs) are used to approximate the system in its infinite limit. The periodic wavefunction is described in terms of Bloch functions, which are composed of a PW and a periodic function. Standard solid-state modelling techniques include KS-DFT, density of states (DOS) and projected density of states (PDOS) calculations, where cost-saving measures including pseudopotentials (to approximate the core electrons) and energy cut-offs may be used. Codes such as CPMD and QBox focus specifically on KS-DFT, however others provide excited-state functionality for TDDFT. Wavelet basis sets provide a high degree of localisation making them suited to studies on molecules. Functionals.

The CP2K package uniquely bridges the two types of basis set, in its implementation of the Gaussian-and-plane-wave (GPW) and Gaussian-and-augmented-plane-wave (GPAW) methods, in which an auxiliary PW basis set is used within the otherwise atom-centred basis. This combines the best of both methods by maintaining a natural description of the periodic structure, whilst also facilitating a chemically intuitive description of the valence orbitals. Equally, embedding techniques, such as hybrid QM/MM and QM/MM', seek a compromise by using multilevel schemes to extract a much larger region of the bulk crystal within an atom-centred basis set. These methods are a size-extrapolation of a high-level molecular calculation, from a small region to a significantly larger one at low computational cost. Hybrid methods will be detailed in Section 4.4. Many popular codes include QM/MM implementations including Gaussian, CP2K, ORCA, FHI-aims, DFTB+, COBRAMM, ChemShell, and, most recently, xTB.

2.1 Optical and fundamental band gaps

The investigation of electronic excitations under periodic models generally involves calculating the fundamental and optical band gaps, as well as the electronic band structure. The fundamental band gap, \( E_g \), is defined as the difference between the ionisation potential, IP, and the electron affinity,
The optical gap, \( E_{\text{opt}} \), is the difference between the ground state and lowest dipole-allowed excited state. Unlike \( E_g \), \( E_{\text{opt}} \) comes from a neutral excitation, and is generally smaller than \( E_g \).

The difference between the optical and fundamental gaps is known as the exciton binding energy, \( E_{\text{ex}} \), determined by the energy required to split a photogenerated electron–hole pair due to their Coulombic attraction. Following photoexcitation, a quasi-electron and quasi-hole pair are created, which mutually attract to narrow the band gap. Essentially, each quasiparticle creates an effective image charge which reduces, in the case of the quasi-hole, or enhances, in the case of the quasi-electron, the energy required to add or remove an electron from the system. This process is known as gap renormalisation, and the resulting quasiparticle gap may be as large as 6 eV smaller than \( E_g \).

Gap renormalisation is predominantly a non-local electron correlation effect, must be accounted for to achieve accurate band energies. Fundamental gaps are classified as direct when the valence band maximum (VBM) and conduction band minimum (CBM) fall on the same \( k \)-point in the Brillouin zone, or indirect otherwise. Indirect band gaps are attractive in photocatalysis as they offer longer diffusion lengths and lower recombination rates. However, excitations of this nature require a change in momentum, through coupling to a phonon vibration. Regardless, almost all MOFs exhibit direct band gaps.\(^{32}\)

Predicting band gaps and excitonic effects represents a significant challenge in MOFs,\(^ {78}\) and is also difficult to corroborate experimentally. In conventional semiconductors, where electron mobility is high, \( E_g \) can often be adequately approximated as \( E_{\text{opt}} \) due to negligible electron–hole binding energy. Spectroscopic methods, such as diffuse reflectance UV-vis, can straightforwardly characterise the gap using a Tauc analysis to estimate the onset of absorption. However, this is not the case for MOFs, where electron mobility and band dispersion is low. In fact, the small DOS of MOFs has lead to some studies identifying a Gaussian peak-fitting approach as a more reliable estimation of the optical gap for all but a small subset of MOFs.\(^ {79}\)

In fact, such studies note that deriving the fundamental gap from optical gaps in a largely insulating class of material is an increasingly poor approximation as \( E_{\text{ex}} \) becomes large. In MOFs, computational studies have shown that the fundamental gap can be double the optical gap, casting doubt on experimental values of \( E_g \) obtained with traditional spectroscopic techniques,\(^ {74}\) and even defining the band gap as direct or indirect becomes ambiguous.\(^ {20}\) Instead, to experimentally measure \( E_g \) in MOFs a mixture of photoelectron spectroscopies must be used, such as X-ray photoelectron spectroscopy (XPS), ultraviolet photoelectron spectroscopy (UPS), and others.

A higher resolution analysis of excitations is often achieved by directly simulating the molecular orbitals and excited states involved \( \text{via} \) a GTO basis.\(^ {11}\) For instance, although photoconduction is possible \( \text{via} \) through-bond conductivity in the framework itself, it is generally unlikely for a MOF to have sufficient delocalisation across the organic–inorganic interface for this to occur. Instead, spatial-hopping through the framework pores is generally a more accessible mechanism for conduction, with quantum-dot-like node behaviour of the metal nodes or through-space \( \pi \)-stacking channels, providing alternative conduction pathways.\(^ {20}\) Conductive MOFs are, however, rare. In fact, the local coordination environment of the metal nodes readily facilitates ultra-fast electron transfer, such as MLCT, LMCT, or LLCT, between spatially-separated SBUs.\(^ {30}\) These kinds of local excitation are especially pertinent to photocatalysis, and are best simulated in a GTO basis.\(^ {30}\) Other excitations, such as LC and MC, remain localised on an SBU, and show higher recombination rates, and are associated with short-lived and intense emission, such as luminescence, or instead radiationless decay. Finally, excitations delocalised across multiple molecules, known as excitons, may further lengthen recombination rates. This, of course, adds additional complexity to excited-state studies.\(^ {81}\)

Overall, the dichotomy between PW and GTO basis sets is in contrast with the inherent duality of MOFs. MOFs are frequently well-represented by carefully chosen cluster models due to localisation of their electronic structure on their SBUs, however the reliability of each model must be carefully benchmarked against periodic calculations. In the following sections, we examine the excited-state methods using periodic and cluster models in MOFs.

### 3 Periodic models

Periodic models are the benchmark against which cluster models should be compared, as they accurately describe the crystal environment and its long-range effects. This is especially important in instances where delocalisation of electronic bands predominates. Electronic structure is highly sensitive to geometry, and MOF excited-state studies frequently perform preliminary relaxations of the crystallographic coordinates using periodic KS-DFT as the starting point for cluster calculations to obtain accurate atomic coordinates in the solid state. Although KS-DFT provides a formally exact theory for calculating ground-state electron densities, the exact exchange–correlation functional...
remains unknown.\textsuperscript{10} The hierarchy of approximate functionals, often referred to as Jacob's ladder, provides researchers a road map in compromising cost and accuracy in the search for the heaven of chemical accuracy.\textsuperscript{62} and predicted band gaps can vary considerably depending on the DFT functional and in the case of hybrid functionals, the fraction of exchange used. For instance, the generalised-gradient approximation (GGA) functional most widely used in the solid-state community, PBE, has a tendency to consistently underestimate fundamental gaps. In MOFs, it has been observed that when the gaps are above 1 eV and the systems are closed-shell, a straightforward linear equation of the form \( 1.09E_{\text{PBE}} + 1.04 \) eV can yield HSE06 band gap predictions with an \( R^2 \) value of 0.92 eV (see Section 5).\textsuperscript{83} The linear relationship is not generalised for all systems and the results are more scattered for the open-shell systems. However, significant chemical diversity is found within MOFs, and similar trends have been observed in inorganic materials with nonzero fundamental band gaps.\textsuperscript{64} In the absence of the universal functional, the lack of systematic improvability is a central limitation of KS-DFT. Nevertheless, hybrid functionals, such as HSE06, PBE0, or \( \text{PBE} + \text{X}\text{D} \), partially rectify band gap prediction by incorporating a fraction of exact Hartree–Fock (HF) exchange. However, in a plane wave basis set, hybrids may be orders of magnitude costlier than GGA or meta-GGA functionals, even with the use of cost-saving approximations such as small energy cut-offs and pseudopotentials. MOFs routinely exhibit unit cells with extremely large size, volume, and complexity, making such computational studies challenging, and often ruling out the use of supercells, for example. As a result, the convention is to perform geometry relaxations at the GGA-level, followed by a single-point calculation in the case of MOFs. The alternative to using hybrid functionals, is to add a semi-empirical Hubbard correction, known as DFT+\textit{U}. In highly correlated materials such as Mott insulators, the use of local and semilocal functionals can result in excessive delocalisation of electronic states due to the self-interaction error reducing on-site Coulomb repulsion. This can result in incorrect predictions regarding conductivity.\textsuperscript{85} An effective potential, \( U_{\text{eff}} \), known as the Hubbard correction, is added to the Hamiltonian to improve the description of both correlation and on-site exchange, increasing the degree of localisation of these states. The implementation of this correction is simple computationally, and comes at a much lower cost than hybrids. The main issue is finding the optimal value of \( U_{\text{eff}} \) which is not a universal parameter, and hardly depends on the material and the DFT functional. While \( U_{\text{eff}} \) can be obtained from first principles, most strategies involve semiempirical fitting to reproduce experimental data, including band gaps and oxidation potentials.\textsuperscript{22} Additionally, DFT+\textit{U} affects band dispersion about the Fermi level, however this is not significant in MOFs, which rarely display high electron mobility.\textsuperscript{85} In MOFs and metal complexes, the DFT+\textit{U} method has been effectively used to predict correlation in the metal node of MOFs with open d or f shells where KS-DFT breaks down, and in simulating spin-crossover (SCO), where the materials reversibly changes spin-states upon exposure to an external stimuli such as magnetic field, temperature, or light.\textsuperscript{86}

### 3.1 Band gap screening studies in MOFs

An important advance in the study of solid-state materials and the field of photocatalysis is to characterise the band structure (Section 2.1) using KS-DFT, which has significant impact on its photocatalytic potential. To some extent, this enables ground-state densities to be used to investigate MOF excited states. In terms of their band structure, MOFs are generally wide-band gap materials with flat band structures and low electron mobility. Conductivity is therefore typically low, ranging from \( 10^{-9} \) to \( 10^{-3} \) S cm\(^{-1}\).\textsuperscript{9,87} The modularity of MOFs and their composite materials enables the band structure to be tuned, specifically the band gaps and band edges, which can lead to improved conductivity. Low conductivity is inconvenient for photocatalysis, which requires highly mobile photogenerated charge carriers. Nevertheless, this arises from a localised electronic structure, which is equally attractive for photocatalysis as it provides easy access to potentially dense populations of high-energy electrons.\textsuperscript{32} The DOS and PDOS may also be obtained from periodic KS-DFT calculations, and used to gain insight into the relative effect of different functionalisations of a MOF. Whilst the DOS describes the density of electronic states from a global perspective of the material, the PDOS projects the DOS onto specific atomic orbitals, to provide a local perspective of individual atoms. When determining the band structure of a material, the energies of the band structure are often aligned to the Fermi level. However, this alignment does not clearly indicate how a change in structure shifts the energetics. Instead, aligning the bands to either a reference electrode or, more commonly, the vacuum level provides a framework for straightforward comparison between different MOFs. Another approach is to empirically fit the CBM to an experimental value or accurate benchmark via the so-called scissor operation, which corrects the systematic energy error from the functional.\textsuperscript{88} Many studies have used vacuum-aligned band structure calculations to compare band gaps in screening studies. The modular structure of MOFs allows SBUs to be functionalised on an atomic level, modulating the band gap. Screening studies compare various functionalisations by substituting the metal, node or linker, or by introducing defects. This might involve substitution of the transition metal in the node;\textsuperscript{89} changing the coordination environment of the node; substitution of the linker;\textsuperscript{22} substitution of functional groups within the linker;\textsuperscript{90} introduction of photocatalytic guests;\textsuperscript{91} or a combination of these. The relative energies and band gaps can then be compared to reveal qualitative trends. The consequence of this is a relatively cheap protocol for making catalytic predictions by comparing the HOMO and LUMO levels to redox potentials. For instance, in photocatalytic CO\textsubscript{2} reduction, the HOMO and LUMO levels may be compared to the relevant CO\textsubscript{2} redox potentials (Section 7), the competing hydrogen evolution reaction (HER, \( \text{H}^+ + \text{e}^- \rightarrow \frac{1}{2}\text{H}_2 \)), and water-splitting.\textsuperscript{22} This can reveal qualitative trends on how functionalisation improves, or inhibits, the Faraday efficiency towards the photocatalytic CO\textsubscript{2}RR. For instance, in a screening study on a two-dimensional porphyrin-MOF (PMOF), Fe was reported to be an ideal dopant for engineering the band gap engineering towards solar-fuel and water-splitting photocatalysis (Fig. 4).\textsuperscript{92}
Evaluating the Casida equations can calculate Tamm–Dancoff approximation (TDA). The full formalism of the advantage of improving the triplet instability issue in calculations. In addition to being computationally simpler, TDA provides a more computationally efficient solution by neglecting backward excitations, whereas TDA provides a more comprehensive model for forward excitations as poles of the response function including forward excitations. Most of these problems are associated with the incorrect asymptotic behaviour of most XC-functionals and the self-interaction error, which is partially but not completely resolved in hybrids. This is further improved by using a range-corrected and/or optimally-tuned hybrid functional, however, this is computationally demanding with a PW basis, especially for systems as large and complex as MOFs. To alleviate cost, there have been attempts to improve efficiency in TDDFT, including the auxiliary density matrix method (ADMM), simplified TDDFT (sTDDFT) and the simplified Tamm–Dancoff Approximation (sTDA). ADMM carries out a calculation in an auxiliary basis and provides a correction term for the basis set superposition error (BSSE), and can be additionally used in conventional KS-DFT. sTDA provides the most substantial savings in computer time, by incorporating an empirically parameterised tight-binding approximation. sTDA has been implemented in xTB and recently, within the GPW method of CP2K. Additionally, the Hubbard correction has also been applied to TDDFT (TDDFT+U) in the context of excited states. The choice of functional directly influences the accuracy of the excited states in MOFs. Due to the substantial contribution of organic ligands to the band edges of MOFs, the common challenges encountered in predicting excited states in isolated organic molecules are also observed in MOFs. The influence of both band gap narrowing and excitonic effects were studied using TDDFT cluster and periodic models on of M-PMOF Al, PMOF, its two metalated forms, Zn–Al-PMOF and Co–Al-PMOF. Both TDA and full Casida approaches were considered under the PBE, PBE0, and CAM-B3LYP functionals. The PBE functional estimated the optical gap to be larger than the fundamental gap, ignoring the excitonic effects. Despite $E_{opt}$ agreeing with the experiment and correctly describing the Q bands of the porphyrin, PBE is susceptible to overstabilising LMCT interactions from the porphyrin linker to the metal node. As observed, this was corrected by CAM-B3LYP, suggesting that the use of long-range corrected functionals is likely a minimum requirement when simulating absorption spectra with TDDFT, at least in the case of porphyrins. Interestingly, the predictions of $E_{opt}$ and $E_{ex}$ were not significantly different between cluster and periodic models, however neither were able to correctly recover gap renormalisation with or without a hybrid functional. The TDA predicted spectra contained some artificial excitations, a blue shift, and improper descriptions of the Soret band. Whilst these results support the use of cluster models in MOFs, it highlights that higher-level methods, such as GW, are required for accurate quasiparticle energies and prediction of excitonic effects in both cluster and periodic models, a current challenge in MOFs. This distinguishes studies on MOFs from conventional semiconductor studies, in which exciton binding can be small.

3.2 Time-dependent density functional theory (TDDFT)

TDDFT generalises KS-DFT into the time-domain to explicitly calculate excited states. The primary advantage of TDDFT is a modest cost-accuracy ratio. This facilitates excited-state calculations to a reasonable degree of accuracy at a lower cost than other high-level methods. This enables calculations to be performed on larger systems (hundreds of atoms) such as MOFs, relative to multiconfigurational or perturbation theory-based techniques. For molecular systems, TDDFT is generally carried out using either the full Casida formalism or the Tamm–Dancoff approximation (TDA). The full formalism of solving the Casida equations can calculate $E_{opt}$ by finding excitations as poles of the response function including forward and backward excitations, whereas TDA provides a more computationally efficient solution by neglecting backward excitations. In addition to being computationally simpler, TDA has the advantage of improving the triplet instability issue in TDDFT. The results of TDDFT calculations are determined by the employed functional. The use of a local density approximation (LDA) or GGA functional results in the well-known drawbacks of TDDFT, such as the underestimation of band gaps, prediction of spurious charge transfer states, and incorrect simulation of Rydberg states. Most of these problems are associated with the incorrect asymptotic behaviour of most XC-functionals and the self-interaction error, which is partially but not completely resolved in hybrids. This is further improved by using a range-corrected and/or optimally-tuned hybrid functional, however, this is computationally demanding with a PW basis, especially for systems as large and complex as MOFs. To alleviate cost, there have been attempts to improve efficiency in TDDFT, including the auxiliary density matrix method (ADMM), simplified TDDFT (sTDDFT) and the simplified Tamm–Dancoff Approximation (sTDA). ADMM carries out a calculation in an auxiliary basis and provides a correction term for the basis set superposition error (BSSE), and can be additionally used in conventional KS-DFT. sTDA provides the most substantial savings in computer time, by incorporating an empirically parameterised tight-binding approximation. sTDA has been implemented in xTB and recently, within the GPW method of CP2K. Additionally, the Hubbard correction has also been applied to TDDFT (TDDFT+U) in the context of excited states. The choice of functional directly influences the accuracy of the excited states in MOFs. Due to the substantial contribution of organic ligands to the band edges of MOFs, the common challenges encountered in predicting excited states in isolated organic molecules are also observed in MOFs. The influence of both band gap narrowing and excitonic effects were studied using TDDFT cluster and periodic models on of M-PMOF Al, PMOF, its two metalated forms, Zn–Al-PMOF and Co–Al-PMOF. Both TDA and full Casida approaches were considered under the PBE, PBE0, and CAM-B3LYP functionals. The PBE functional estimated the optical gap to be larger than the fundamental gap, ignoring the excitonic effects. Despite $E_{opt}$ agreeing with the experiment and correctly describing the Q bands of the porphyrin, PBE is susceptible to overstabilising LMCT interactions from the porphyrin linker to the metal node. As observed, this was corrected by CAM-B3LYP, suggesting that the use of long-range corrected functionals is likely a minimum requirement when simulating absorption spectra with TDDFT, at least in the case of porphyrins. Interestingly, the predictions of $E_{opt}$ and $E_{ex}$ were not significantly different between cluster and periodic models, however neither were able to correctly recover gap renormalisation with or without a hybrid functional. The TDA predicted spectra contained some artificial excitations, a blue shift, and improper descriptions of the Soret band. Whilst these results support the use of cluster models in MOFs, it highlights that higher-level methods, such as GW, are required for accurate quasiparticle energies and prediction of excitonic effects in both cluster and periodic models, a current challenge in MOFs. This distinguishes studies on MOFs from conventional semiconductor studies, in which exciton binding can be small.

3.3 The GW-approximation

The GW-approximation of many-body perturbation theory (MBPT) provides the highest accuracy band gap data compared
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to experiment. GW determines the quasiparticle gap directly, by perturbatively correcting the self-interaction error of the KS-DFT molecular orbitals. This is achieved by solving the Dyson equation in terms of one-particle Green functions, \( G \), and a dynamically screened Coulomb potential, \( W \), yielding accurate gap renormalisation, quasi-particle energies, IPs, and EAs. This is typically implemented in a eigenvalue-only self-consistent scheme (\( \text{evGW} \)) which corrects the self-energy error in the eigenstates and eigenvalues obtained within KS-DFT. Additionally, the Bethe-Salpeter equation (BSE/GW) may be solved to estimate \( E_{\text{opt}} \) and the excited states. The GW method is very expensive and only in a few instances has it been applied to MOF excited states. However, the application of BSE/GW to MOF-5 and PCN-123 has illustrated how representative fragment approaches can be highly valuable in recovering optical properties.

The determination of optical and fundamental gaps in MOF-5 has been challenging due to strong exciton binding effects. KS-DFT calculations estimated fundamental gaps of 3.57 eV using a GGA functional (PBE) and 4.48 eV using a hybrid functional (Gau-PBE), agreeing well with the spectroscopic optical band gap of 4.5 eV. However, this was likely a serendipitous result for both the theoretical and experimental methods: the large \( E_{\text{b}} \) value of MOF-5, a probable wide-band gap insulator, is likely to cause a considerable difference between \( E_{\text{opt}} \) and \( E_{\text{b}} \) and GGA functionals underestimate band gaps. Unlike DFT, the use of the BSE Hamiltonian provides correct asymptotic behaviour and accurate determination of quasiparticle energies. Instead, using BSE/GW an \( E_{\text{b}} \) value of 3.5 eV and a fundamental gap of 8 eV, almost twice as large as \( E_{\text{opt}} \). The simulation was embedded in a PCM to account for the solvation effect of the ligand, and was incorporated into the screened Coulomb potential. The renormalisation of the fundamental gap of the ligand due to dielectric solvent effects is substantial, approximately 1.4 eV. However, the optical gap is only minimally affected, by approximately 0.1 eV. Additional BSE/GW calculations on two representative H-capped clusters, one small and one large, revealed a quasiparticle band gap of 8.75 eV, a small overestimation. Interestingly, embedding these fragments in a PCM improved the discrepancy between cluster and fragment calculations, meaning the cluster largely recovered the properties of the periodic solid, and reflected the low dielectric screening of the crystal environment. Interestingly, the fortuitous agreement of these results suggests that hybrid functional DFT may be a useful method for estimating optical gaps in circumstances where BSE/GW is prohibitively expensive. In the wider context of molecular crystals, Refaely-Abramson et al. have demonstrated the efficacy of non-local functionals with an optimally tuned-range separated (OT-RSH) parameterisation for obtaining GW-level accuracy for quasi-particle gaps using traditional KS-DFT. This approach yielded quasi-particle gaps with results comparable to experimental and theoretical benchmarks. The use of such functionals remains an unexplored avenue in MOFs.

The similarities between the molecular excitations in periodic MOFs and the molecular models where investigated in PCN-123, which is obtained by functionalising MOF-5 with azobenzene. Clusters of various sizes were constructed, ranging from a lone azobenzene linker to a cluster containing four metal nodes. In the simulated BSE/GW absorption spectra (Fig. 5), it was shown that even in the smallest model the spectral properties were largely recovered relative to the fully periodic f-PCN-123 benchmark. A conductor-like screening model (COSMO) was used to handle polarisation of the fragments, and a QM/MM model to account for screening by the environment. The most significant artefact in the BSE/GW cluster method was introduced to by the truncation procedure. The spectrum of the smallest model showed a much less prominent \( S_1 \) band relative to the fully periodic \( cis \) azobenzene isomer of PCN-123. More generally, the results were indicative of a fast photoisomerisation of the azobenzene functionality within PCN-123, and provides strong evidence that a well-designed cluster model can reproduce optical properties of the fully periodic system.

Fig. 5 Comparison of the BSE/evGW/PBE spectra of azobenzene, a single ligand, a cluster of SBUs, and a fully periodic model. The lowest panel was performed at the BSE/evGW/PBEh level (including 40% HF exchange). These results show the capacity of cluster models to recover key features of the optical absorption spectrum of the fully periodic wavefunction. Adapted with permission from ref. 109. Copyright 2020 American Chemical Society.
4 Cluster models

Cluster models are often a judicious method for simulating MOF excited states, as MOFs often preserve the photochemical and optical properties of their constituent metal nodes and organic linkers. Despite their crystallinity, the flat band structure of MOFs means they are particularly suited to modelling from the molecular perspective.\textsuperscript{106} In photocatalytic applications, MOF band edges are often engineered to increase dispersion and improve charge carrier mobility (Fig. 6),\textsuperscript{20} however band conduction is rare in MOFs\textsuperscript{6} and conductivity follows a spatial time dependent methods such as TDDFT or BSE/evGW.\textsuperscript{103} and, in principle, more accurate calculations such as correlated alleviates computational cost. This affords higher-levels of theory into a cluster, or fragment, reduces the system size and (MC), and defect chemistry. Truncating a region of the periodic crystal into a cluster, or fragment, reduces the system size and alleviates computational cost. This affords higher-levels of theory and, in principle, more accurate calculations such as correlated wavefunction methods (CASSCF, CC2, or MRCl), as well as time dependent methods such as TDDFT or BSE/evGW.\textsuperscript{103} Additionally, large diffuse and polarisable basis sets are often afforded. For the transition metal centres, the zero-order regular approximation (ZORA) to the Dirac equation is sometimes used to incorporate relativistic effects and spin–orbit coupling (SOC).

![KS-DFT (HSE06) electronic band structure of ACM-1 across four \( k \)-paths. The almost entirely flat valence band maximum (VBM) indicates highly localised electronic structure. This photocatalytic MOF has been engineered to include improved band dispersion in the conduction band along the \( R-\Gamma-T \) and \( U-\Gamma-Z \) paths, facilitated by 1D Ti-oxo chains that improve photoexcited charge carrier mobility. Adapted with permission from ref. 111, copyright 2020 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.](image)

Basis sets, such as LANL2DZ, are often used for transition metal centres, which include an effective core potential (ECP) to reduce the computational cost by approximating electrons in the core, with standard basis sets used for non-heavy atoms.\textsuperscript{110}

4.1 Cluster extraction

The method with which a cluster is extracted from the bulk crystal directly influences the calculated properties. Excited-state chemistry is controlled by geometry and local electronic structure, meaning care is required to avoid artificially losing information from the cluster extraction procedure. A poor truncation choice can easily change the overall charge, symmetry, or spin of the system, or the oxidation states of the ligands or metal centres.\textsuperscript{112} Such systems may be difficult to converge and product spurious results. For instance, covalent (C–C bond in linker) or dative (M–L bond between node and linker) bonds must be necessarily cut due to the extended coordination structure of MOFs. To prevent the cluster being charged and in its open-shell state, extrinsic capping groups must be applied to dangling bonds; for every \( \sigma \)-bond cleaved, a new capping \( \sigma \)-bond must be created. Capping schemes vary in complexity, the most simple and common being to cap the cluster with a hydrogen ‘link’ atom. Equally, molecular orbitals, tuned-fluorine atoms, or even multi-atom groups such as methyl or ammonia groups\textsuperscript{113} may be used to best recover the electronic structure of the periodic crystal. When link atoms are used during optimisations, they contribute non-negligible artificial gradients to the system, which are treated analytically using a Jacobian when implemented in multilevel embedding schemes (see Section 4.4).\textsuperscript{69,73} In vibrational analysis, this is an important procedure to prevent imaginary modes occurring due system not being at a true local minimum.\textsuperscript{114} Overall, during cluster extraction, it is favourable to cut the most neutral bonds possible, such as covalent bonds in alkyl chains.

In MOFs, the localised electronic structure means even very small clusters (an isolated linker) can perform exceptionally well,\textsuperscript{106} however caution is required to select relevant chemical moieties to ensure the wider electronic structure is reflected. As such, Mancuso et al. suggest two main approaches for cluster extraction: (1) include complete metal nodes, with some approximation to the coordinating linkers (for instance, formate in the place of benzene dicarboxylate (BDC); or (2) use complete linkers and approximate the metal node in some way (for instance, use of a geometrically similar metal centre, such as Mg\textsuperscript{2+} for Fe\textsuperscript{2+}).\textsuperscript{32} In our own calculations (Section 4.7), we found keeping the linkers largely intact, but cutting at the nearest C–C bond to the M–L bond to be an effective alternative to (2). A suitable choice of cluster depends on the desired level of theory, the region(s) of chemical interest, and the effect of the crystal environment. For example, if the mechanisms involves the population of exciton and charge transfer states, the model should incorporate all relevant fragments for the process. Equally, the model must not be biased by only including select moieties towards a specific result. As a result, the subjective nature of cluster extraction makes benchmark calculations critical. These might include periodic models or large clusters with embedding.
4.2 Combining periodic and cluster models

Periodic and cluster models are routinely combined to provide a more complete and accurate description of a system than either model type can provide alone. Periodic calculations are used to recover geometric properties of the crystal structure, and TDDFT transition metal cluster models for a detailed understanding of excited-state electronic structure. A recent work by Fumanal et al. considers this strategy to analyse the structure, fundamental gaps, optical gaps, and excited states of MUV-11, NTU-9 and CAT-5.\textsuperscript{103} Periodic calculations with ADMM-accelerated KS-DFT (PBE-D3BJ) were used to relax the crystallographic structure, followed by PBE0 calculations. All metals (M = Ti, Zr, Zn, Cd, Fe, Ru) were simulated in the closed shell singlet state, except for Fe(II) which was also simulated in the quintuplet high-spin state. They found significant differences between the M–O lengths in the periodic and clusters with unrestricted KS-DFT for the high spin state, which has a strong effect on the optical properties. The KS-DFT fundamental gaps obtained (ranging from 1.2 eV to 4.2 eV across all topologies) exclude excitonic effects and gap renormalisation corresponding to an overestimate. The optical gaps obtained using LR-TDDFT calculations (ωB97X-D/def2-SVP) for the clusters illustrate the strong correlation and systematic shift of 0.44 eV due to $E_h$ in the optical and fundamental gaps of the periodic KS-DFT system (Fig. 7a). Fig. 7b directly compares gap values for periodic and cluster calculations (PBE0). While variations exist between the molecular fundamental gap and the solid-state band gap, the majority of values exhibit a linear trend. Most notably in CAT-5, ascribed to a loss of symmetry in the LUMO of the CAT-5 ligand due to truncation at the M–L boundary. This is notably not observed in Ti(IV) and Zr(IV) where the d-orbitals are empty. This work also highlights the need for long-range corrected functionals for the characterisation of the nature of excited states (Fig. 7c/d). While for Zn/Cd-MUV-11, Ti-MUV-11 and Zr-MUV-11, both PBE0 and ωB97X-D provide similar classifications. The lowest excitations in Fe-MUV-11, Fe-NTU-9 and Ru-CAT-5 are assigned as MLCT transitions with PBE0, and as MC with ωB97X-D.

4.3 Multiconfigurational approaches

Cluster models offer a remarkable advantage by providing access to higher levels of theory. Multiconfigurational wavefunction methods are required for circumstances in which a single Slater determinant is an inadequate description of the electronic structure. For instance, MOF nodes contain transition metals such as Fe(II) which can exist in both high- and low-spin states,\textsuperscript{103} which influences properties such as magnetism. Although different spin-states may be modelled using spin-polarised DFT, multiconfigurational methods such as CASSCF, CASPT2, or DMRG provide a more complete description. For instance, GGA functionals are known to overestimate the stability of the low-spin states, and hybrid functionals that of the high-spin state. Furthermore, the accessibility of spin states is controlled by the crystal environment. SOCs have an important influence on magnetic properties of a material, and MOFs have drawn attention as SMMs.\textsuperscript{115} In quantum computing, SMM-materials are of interest as their doublet ground state can be used as a quantum bit (qubit).\textsuperscript{116} Multireference methods can be used to characterise the materials in these spin states, and quantify effects such as SOC. For instance, CASSCF calculations rationalised the node nanomagnet behaviour of Co(NCS)$_2$$_2$(k3-TPT)$_2$$_2$a(H$_2$O)$_b$(MeOH) under an applied static field.\textsuperscript{4} Using a cluster model with an active space of seven electrons (7,5), including all quadruplet and doublet states, CASSCF helped characterise the significant

![Fig. 7 Correlation plots for (a) DFT (PBE0/def2-SVP) cluster model fundamental and optical gaps, and (b) the DFT (PBE0) band gap values in the periodic and cluster models. Analysis of electron and hole localisation on either ligand or metal using the (c) TD-PBE0/def2-SVP and (d) TD-ωB97X-D/def2-SVP functions. These characterise excitations as MLCT, LMCT, IL, or MC. Modified from ref. 103 with permission from the Royal Society of Chemistry, copyright 2020.](image-url)
changes in magnetic behaviour resulting from a change in coordination sphere of Co(II). In this model, dynamic correlation effects were incorporated through n-electron valence state perturbation theory (NEVPT2) and SOC via quasi-degenerate perturbation theory (QDPT). This method allowed for straightforward extraction of the excitation energies. A cheap DFT calculation can be used to incorporate the long-range effects of the wider bulk crystal. Consequently, hybrid methods are a size-extrapolation of the model region, seeking to approximate the accuracy of the high-level method of the model region to the entire cluster at a considerably lower computational cost. Excellent examples of this are in biomolecular systems such as proteins, in which only a very small portion (such as an enzymatic active site) need be treated at the quantum mechanical level. In recent years, embedding techniques have increasingly drawn interest in the solid-state community, as they facilitate convenient simulation of local behaviour, but also incorporate the long-range effects of the wider bulk crystal.

The formal mathematical framework for partitioning the total electron density of a system into interacting subsystems is found in frozen density embedding theory (FDET), which uses electron density, a quantum mechanical observable, to couple wavefunction and DFT approaches. The coupling of the model and env subsystems results in an interaction energy. As shown in as shown in Fig. 9, the treatment of the interaction energy can be incorporated through either an explicit term in the Hamiltonian, \( E_{\text{int}} \), as in the additive schemes,

\[
E_{\text{high/l0w}} = E_{\text{high,model}} + E_{\text{low,env}} + E_{\text{int}}
\]

or is accounted for implicitly through subtraction, known as our own N-layer integrated molecular orbital (ONIOM),

\[
E_{\text{ONIOM}} = E_{\text{high,model}} + E_{\text{low,real}} - E_{\text{low,model}}
\]

By subtracting a low-level model region calculation from the real-region, the double-counted low-level contributions to the energy are removed. The ONIOM scheme is conceptually simpler than constructing an additive Hamiltonian, however both methods have drawn success. ONIOM is an N-layer scheme, referring to the fact that an arbitrary number of layers can be be much greater than the sum of its parts. One compromising approach is to use hybrid quantum mechanic in molecular mechanics (QM/MM) and quantum mechanics in quantum mechanics (QM/QM’) methods, with the use of embedding techniques. These methods treat a subsystem of chemical interest, the model region, in the presence of a much larger cluster environment of surrounding atoms, the env region. These combine to form a complete cluster, the real system, which is partitioned both by size and level of theory. Consequently, hybrid methods are a size-extrapolation of the model region, seeking to approximate the accuracy of the high-level method of the model region to the entire cluster at a considerably lower computational cost. Excellent examples of this are in biomolecular systems such as proteins, in which only a very small portion (such as an enzymatic active site) need be treated at the quantum mechanical level. In recent years, embedding techniques have increasingly drawn interest in the solid-state community, as they facilitate convenient simulation of local behaviour, but also incorporate the long-range effects of the wider bulk crystal.

4.4 Embedding techniques

The inherent duality of MOFs means they cannot be described from solely a periodic or molecular perspective as the whole can...
used, for example ONIOM(QM:QM:MM). However, two-layer schemes are by far the most common, and it is very rare to include more than three-layers, unless specific divide-and-conquer type schemes are desired. Of course, for an embedding model to be considered, it is important to question how strongly the crystal environment controls the local electronic structure. Is an embedding model truly required? As we have seen throughout, many examples in the MOF literature where standard cluster models are an excellent approximation to the periodic MOF, however this is not always the case. We investigate this in our own calculations, in Section 4.7. One such example is guest@MOF materials (Section 6.5), where interactions of the guest and MOF pore generally play a crucial role in the observed photomechanisms.

Hybrid methods using both additive and ONIOM schemes have been employed in the MOF literature, to study photochromism, aggregate-caused quenching (ACQ), and TADF.

Like in isolated cluster models, hybrid methods allow the model region to be treated at the correlated wavefunction or TDDFT level, enabling accurate treatment of localised excitation processes, whilst a much larger environment region is treated at the low-level, for instance using molecular mechanics force field methods (QM/MM) or a relatively cheap quantum mechanical method (QM/QM'). One significant advantage of utilising embedding techniques is the ability to combine not only TDDFT but also multiconfigurational techniques, thereby enabling the investigation of excited states with a multiconfigurational nature (Section 4.3) and nonradiative decay processes. This is advantageous, as correlated wavefunction methods and to a lesser extent TDDFT are limited to simulating small molecules. In hybrid methods, often only the central region atoms are optimised within a fixed environment extracted from the relaxed crystal structure. Originally motivated by simulation of proteins, the environment described by the real region can be thousands of atoms large, and therefore provide a much more faithful description of the periodic lattice.

From the QM/MM perspective, popular generic force fields, such as Amber or CHARMM, OPLS, or the universal force field (UFF) may be used, however they are often parameterised for biomolecular systems, making them less transferable to MOFs. Whilst these FFs provide a good description of the organic SBUs, modelling the organic–inorganic interface becomes challenging, especially across a range of metal centres. Many studies have been devoted to developing new ab initio force fields specifically for MOFs, such as MOF-FP, BTW-FP, QuickFF, or MM3. Of these, polarisable force fields are used to ensure that the region of interest is able to respond to polarising effects, for instance photoexcitation. MOF are inherently flexible materials, albeit to varying degrees, and electronic structure is very sensitive to changes in nuclear geometry. Polarisisation effects can be included through additional induced dipole and higher-order multipole terms in the force field potential energy function. Polarisable force fields can be developed using energy parameters obtained from QM calculations, which can in turn be optimised to accurately recover the PES. The accuracy of the force field is therefore dependent on the accuracy of the underlying quantum chemical method. For instance, a polarisable force field has been used to describe challenging interactions between open metal sites and guest molecules in M-MOF-74, for simulation of CH₂ adsorption, and CO₂ and using Lennard-Jones parameters derived from KS-DFT.

Equally, from the QM/QM' perspective, density functional tight-binding (DFTB), as implemented in DFTB and xTB, incorporates a portion of empirical parameterisation and a localised atomic orbital basis in KS-DFT to approximate quantum chemical accuracy on large-scale systems. Using two or more layers of quantum chemical method can offer an improved description of the electron density in the real region and therefore the crystal environment, however may also limit the system size relative to the use of force fields. A periodic KS-DFT calculation may be used to full description of the periodic lattice, known as periodic embedding. Three-layer ONIOM(QM:QM:MM) schemes can enable a compromise where the atoms in the two QM layers are variable, for instance allowing the middle region to respond to a photoexcitation event whilst still being constrained within the outer MM environment. Notably, in these schemes, a second layer of bond cutting, and link atom capping is required at the QM/QM' boundary, in addition to the model region. Each level of theory used corresponds to another layer of bond cuts.

The central challenge in embedding methods is to avoid overpolarisation, an effect that arises from the purely Coulombic treatment of the electrostatic interaction in the Hamiltonian. At small interatomic distances, the potential becomes infinitely attractive, resulting in unphysical electron densities when, for instance, point charges lie too close to the QM/QM' boundary. Excited states are particularly susceptible to overpolarisation by the choice of point charge embedding in the environment, however this is particularly challenging in MOFs due to the polarity of the M–L bonds at the organic–inorganic interface. In hybrid methods, a hierarchy of embedding schemes have been developed: mechanical embedding (ME), where point charge embedding is omitted entirely in a purely classical treatment of interactions, where no polarisation is account for; electrostatic embedding (EE), where QM wavefunction is embedded in point charges and can therefore be polarised by the environment; and PE embedding (PE), where both model and real region may mutually polarise each other in a self-consistent fashion.

### 4.5 Point-charge embedding

The importance of accurate point charges in embedding calculations cannot be overstated, as the quality of the embedding dictates the polarisation of the model region wavefunction. Poorly constructed electronic embedding is by no means better than mechanical embedding. Point charges generally aim to accurately represent the electrostatic potential (ESP). However, charge is not a formally defined observable in quantum mechanics, providing a degree of arbitrariness in the choice of method. In an atom-centred basis, simple models such as Mulliken or Löwdin can be used, but more robust models such as the restrained electrostatic potential (RESP), Hirshfeld and CHELPG better represent the ESP. Beyond partial charges, rapidly-convergent summation schemes, such as the Ewald,
Evjan, or Wolf, may be used to generate arrays of point charges that approximate the exact Madelung potential of the crystal. Charge assignment is less well-defined in a PW basis. The most widely used periodic scheme is the atoms-in-molecules (AIM) of Bader, which partitions electron density into basins, and provides a formally precise definition of atoms. However, Bader charges are frequently overestimated, and can fail to capture anisotropic charge distribution. Alternatively, density derived electrostatic and chemical charges (DDEC), charge Model 5 (CM5) and repeating electrostatic potential extracted atomic (REPEAT) charges directly reproduce the ESP within periodic systems, and have been applied to MOFs.

Conveniently, combining PW and atom-centred bases, the GPW method in CP2K enables periodic calculations to utilise conventional population analyses, such as RESP, Hirshfeld, Mulliken or Löwdin. Of course, in some systems it may be possible to neglect the crystal entirely and obtain gas-phase charges from cluster models. Finally, salvation effects may be incorporated via point charge models obtained from the apparent surface charge (ASC) distribution, such as the PE continuum model (PCM), or the Conductor-like Screening Model (COSMO), which approximate the dielectric medium. To further refine these charges schemes, self-consistent algorithms have also been developed, for instance self-consistent Ewald in molecular crystals in the fromage program. One self-consistent charge scheme uses link atom charges as a constraint in RESP fits to provide better charge distributions in extended covalent systems. Equally, charges can be on-the-fly within the ONIOM SCF calculation. For instance, one scheme self-consistently tunes the nuclear potential of the link atoms at the QM/MM boundary to reproduce ESP of the model-high calculation, without artificially creating or destroying charge, known as ONIOM-CT. Moreover, embedding techniques must be carefully selected to minimise overpolarisation and must be considered carefully when an embedding is favoured over an isolated cluster. As a result, embedding techniques tailored to MOFs have been developed. Wu et al. extended the tuned F* link atom approach to allow more than one type of bond to be cut at the QM/MM boundary. In MOFs, this is required, for instance, when boundary cuts are required at both M-O and O-M (where A–B is the QM/MM cut, in that order) bonds. The original F* method was developed for cleaving highly polar covalent bonds found in enzymatic systems, where the linear organic backbone only required one type of bond cut. Here, the fluorine link atoms with an effective core potential (ECP) are tuned with a pseudopotential such that the sum of partial charges on the capped QM system is equal to the sum of partial charges on the equivalent region in the full QM calculation. Performing the F* tuning of each parameter for multiple bond cuts simultaneously would otherwise yield infinite unphysical solutions. The new method was generalised to multiple types of bond cut, by finding the tuning parameter for each type of bond cut individually, which are then further tuned using an additional overarching multilink tuning parameter, GMM. This method yields F* link atoms which preserve the polarity of the cleaved bond and was validated by studying the dimerization reaction of ethylene to 1-butene in the Zr-based MOF, NU-1000, where the F* multilink method was compared to a fully QM benchmark.

4.6 Periodic embedding

Some subsystem schemes embed the model region in a fully periodic calculation. Periodic wavefunction-in-DFT methods also arise from FDET, and enable local electron structure effects, such as a defect or adsorbate on a metallic surface, to be simulated at the post-HF level, in the presence of a periodic embedding potential simulated at with KS-DFT under PBCs. Accurate excited-state calculations can be performed when the periodic env electron density is calculated from an ONIOM-like scheme, subtracting the model subsystem density from the total density. Whilst local geometry and electronic structure are updated in this scheme, the geometry of the periodic images remains unchanged meaning periodic embedding schemes can model local phenomena. Standard PW models can be expensive when modelling local effects due to the use of large supercells, necessary to avoid artificially high defect concentrations and finite-size effects under PBCs. Periodic embedding schemes, like molecular FDET, are in principle an exact, however in practice the nonadditive kinetic energy (NAKE) functional is unknown and must be approximated. The advantage of embedding a cluster within a PW calculation is that the environment system is inherently periodic, allowing an intuitive description of the periodic crystal. However, efficient implementation of the PW calculation can be demanding computationally, meaning periodic embedding schemes do not always offer the same efficiency improvements as analogous molecular embedding codes. Perio
dic embedding schemes have been implemented in various codes such as CP2K, ABINIT, Quantum Espresso, and CASTEP. These methods have not been extensively used in MOF, due to their computational cost.

Zheng and Sakaki implemented a cluster-method-in-periodic method (CM/PM) and a quantum-method-in-periodic-molecular-mechanics (QM/periodic-MM) ONIOM schemes for study of gas absorption and emission in soft materials such as MOFs and molecular crystals. In these schemes, the high-level region is treated at a post-HF or DFT level. In CM/PM, KS-DFT is used to calculate the periodic electron density, and a post-HF method is used to simulate local excitations. On the other hand, QM/periodic-MM treats the environment with a periodic MM calculation under PBCs. In this study, only the CM/PM model was applied to MOFs and was used to characterise gas adsorption rather than photochemistry. Specifically, it was used to determine the dispersion interaction using multireference methods, where positive results were obtained for binding energies and adsorption energies for a flexible MOF, PCP-N. Electrostatic embedding was not used, and a link atoms were used for QM/MM boundary cuts. As such, this framework can be rapidly extended to the study of MOF excited-states. The QM/periodic-MM calculation used Ewald embedding for the QM wavefunction. However, a major limitation of this methodology is that the excited-molecule must be surrounded by many ground-state molecules due to its small relative population. In turn, this
requires large supercells which can be prohibitively expensive due to the large unit cells of MOFs. Although, the QM/periodic-MM method performed better for simulating transition metal molecular crystals, both methods were found to be unsatisfactory for excited-state studies. However, they did enable determination of an accurate ground state geometry, from which additional excited-state cluster analysis can be performed.

4.7 Case study: cluster and periodic models

To investigate the interplay between periodic and cluster models in modelling excited states of MOFs and to validate some of the suggested protocols in this study, we have conducted our own excited-state calculations. Our candidate for this study is a theoretical MOF, QMOF-d29cec2, from the QMOF database (Fig. 10a). QMOF-d29cec2 was generated using ToBasCCO as part of the Boyd and Woo database, a theoretical screening study for finding optimal MOFs for wet flue gas capture, and is not yet synthesised.21 We chose QMOF-d29cec2 for three reasons. Firstly, its relative modest unit cell size (70 atoms) reduces the computational overhead for our periodic benchmarks. Secondly, it has Zn-metal nodes (d10), meaning all calculations can be performed within their restricted formalism. Lastly, QMOF-d29cec2 has a well-defined pore structure with three distinct linkers in a local octahedral coordination environment. As a result, we are able to systematically investigate how the local coordination environment of the Zn node influences the MOF excited states, using six cluster models of increasing size. Here, we combine periodic KS-DFT calculations and cluster model TDDFT, ONIOM(TDDFT:PM6), evGW, and BSE calculations into a single excited-state study. The specific computational details for these calculations can be found in the ESI† (Section S1).

4.7.1 Results. From our periodic studies, we find the PBE fundamental gap to be 1.64 eV, approximately half that of the hybrid PBE0, HSE06, and B3LYP functionals (3.02 to 3.38 eV). Similar to many previous studies on MOFs, we observed an extremely flat band structure HSE06 level (Fig. 10b). Band curvature dictates the effective mass of charge carriers. The flat bands therefore indicate that electron and hole mobility is extremely low in QMOF-d29cec2, suggesting that a cluster model is valid if sufficiently large to cater for all electronic effects. By systematically increasing our model sizes, we are able to test the significance of cluster size on the excited states. From the ground-state KS-DFT densities, the fundamental gaps were determined for each model. As shown in Fig. 10c, Eg is massively overestimated in Model 1 which improves with inclusion of just two linkers. When one of each linker type is included, as in Model 5, the fundamental gap converges within 0.02 eV of the periodic benchmark. Notably, the value of E g is strongly dependent on the type of functional used extending beyond just the inclusion of exact exchange, with oB97X-D having values almost double that of the other hybrid functionals (6.59 eV in Model 6). This suggests exciton binding is significant in QMOF-d29cec2, and that it is likely insulating in nature, a qualitative difference in conduction behaviour. This claim is supported by RI-evGW calculations which gave quasiparticle gaps of 6.62 to 6.79 eV in Model 6. This was the case for PBE/RI-evGW, suggesting GGA orbitals can be corrected using GW. We were unable to perform a periodic GW calculation due to computational expense.

In the excited-state calculations, we see a similar trend with respect to model size. Turning our attention to the first three excited states (Table 1), we see better agreement between the hybrid functional, with oB97X-D still the largest. The oscillator strengths associated with each excitation can be found in the ESI† (Section S3). Many of the excitations considered herein have very low oscillator strengths; for example, in the case of Model 1, all excitations have oscillator strengths below 0.0011. Due to the symmetry and high degeneracy of the excited states, in some cases, it is necessary to compute more than 30 excited states to find the first bright excitation and obtain the optical gap.90 For the larger cluster models (models 4–6), the first non-dark excitation for most levels of theory is S1 or S2. Our focus here is to analyze the first excitations and their character. PBE once again underestimates the S1–S0 gap. Interestingly, the PBE oscillator strengths obtained for all models are very small. Except for one S3 excitation in Model 4 (f = 0.0953), all the other values are below 0.0004.

In the absence of experimental data for QMOF-d29cec2, we use GW and BSE/GW calculations as reference for optical and fundamental band gaps respectively. This is a common approach when experimental data is not available.156 The errors in the fundamental and GW band gaps are on the order of 0.2 eV, which is consistent with experimental uncertainty.157
Similarly, the errors in excitation energies with BSE/GW are on the order of those obtained with wavefunction methods, such as CASPT2 or EOM-CCSD. We were unable to perform a periodic evGW calculation due to its computational expense. Models 3 to 5 are in good agreement (Fig. 11a), suggesting these SBUs are likely most important during photoexcitation. The poor agreement of Model 2 suggests this linker, the simplest with a smaller degree of conjugation, is the least important during photoexcitation. Interestingly, although we have demonstrated the efficacy of the isolated cluster model in MOFs, we observe that the accuracy is further refined by incorporating an ONIOM-EE embedding scheme. In particular, in Model 3 the ONIOM result is in excellent agreement with the BSE benchmark in PBE0 and ωB97X-D, and yet not in B3LYP. Model 1 is hardly improved by the use of electronic embedding, however the unfavourable scaling of RI-GW (N^4) and GW (N^6) is limiting. In future work, we seek to gauge how optimal range-separation could provide an excellent cost-effective protocol for estimating binding energies and fundamental gaps in MOFs with exceptionally large unit cells. Therefore, this has large implications in screening studies estimating excited-state properties from single-point hybrid calculations. This would be pertinent in database generation, where the unfavourable scaling of RI-GW (N^6) and GW (N^6) are limiting. In future work, we seek to gauge how optimal tuning can further refine DFT calculations. Progress is therefore required in either (a) the development of range-separation functionals in periodic DFT, or (b) the automated generation of cluster models in MOFs. The ostensible high accuracy afforded by just modest cluster sizes (namely, the first coordination sphere), suggests that the development of automated tools for cluster model generation from unit cells can in time provide a more tractable approach to the generation of databases with reliable excited-state data. In turn, this would be indispensable for training ML-models and streamlining HT screening in MOFs, a key objective of the field. Finally, it is, of course, imperative to test the limit at which the cluster model approximation breaks down. This will also be the foundation of our future work.
5 Databases, high-throughput and machine learning models

5.1 Excited-state machine learning potentials

In this perspective, we have explored the exceptional capacity of quantum chemical methods for investigating excited states in MOFs, however such studies are always inherently limited by the computational resources available. Machine learning (ML) techniques offer an alternative pathway that bypasses costly ab initio calculations, providing high-quality excited-state data at a fraction of the cost (see ref. 159 for detailed review).

This holds promise for increasing the spatial and time scales of dynamics simulations, accelerating excited-state property predictions, and automating complex procedures of methods in high-throughput applications. Developing ML potentials for the excited-state is demanding because, at a minimum, the problem must be solved for multiple states (ground and excited), often with varying multiplicities, to obtain multiple properties. Although a model might find the complete electronic wavefunction, from which all other properties can be derived, specific excited-state properties, including excited-state energies, oscillator strengths, or nonadiabatic couplings, are usually targeted. The type of ML model is also important. Neural-network (NN) models have been most extensively applied to the excited states in organic molecules, for instance in performing photoelectron (NE) models have been used to interpolate diabatic potentials. Decision tree models have automated active space selection in CASSCF studies, a notoriously difficult task. However, the majority of ML studies on excited states use molecule-wise descriptors, making them specific to the molecule being studied. Models which use atom-wise descriptors will improve transferability of ML force fields in the future.

In the next sections we cover: (a) high-throughput/database-driven ML methods, the most commonly employed strategy in MOFs, although a ground state DFT electron density is used to estimate HOMO-LUMO gaps with ML, this is inherently an excited-state property, and (b) diagnostic techniques for multiconfigurational states, which critically influence excited-state properties; diagnostic techniques will be valuable in the development of MOF excited-state ML potentials.

5.2 MOF databases and high-throughput study

Machine learning methods have been used in MOFs to exploit the wealth of experimental data available, for instance in structural property prediction. Extensive crystallographic and material data for experimentally synthesised and computer-generated MOFs can be found in various structural databases. This has lead to significant interest in the development of ML potentials and high-throughput studies. For instance, the Cambridge Structural Database (CSD) contains over 100 000 MOF-based entries. Boyd and Woo developed a database containing over 300 000 MOFs generated with the Topology Based Crystal Constructor (ToBasCCO) program. Here, data-mining methods identified optimal targets for CO₂ capture in wet flue gas. Some database are designed specifically towards high-throughput computational investigations, containing cleaned data for quantum chemical calculations. One example is the Computation-Ready, Experimental Metal–Organic Framework (CoRE MOF) database. This streamlines intensive preliminary data-cleaning processes in large-scale computational studies. Rosen et al. developed the Quantum MOF (QMOF) database, a subset of the CSD, that contains over 20 000 experimental MOF structures optimised towards the study of quantum chemical properties. The structures contained within the database are relaxed using periodic KS-DFT, and contain important quantum mechanical quantities, such as band gaps, partial charges, spin densities, geometric features, and band gaps. So far, databases and ML models in MOFs focus entirely on ground state densities obtained with KS-DFT. There is a shortage of databases containing MOF excited-state data derived entirely from time-dependent, multiconfigurational or perturbation theory-based methods due to the associated computational cost. However, such a database would be a valuable tool in screening MOFs for photochemical properties.

Multireference (MR) diagnostics seeks to determine the multireference character of a material, prior to carrying out expensive calculations. One recent HT study used KS-DFT to distinguish between MOFs that will require multiconfigurational methods and those that will be described adequately by a single-reference method such as TDDFT. This study used a traditional metric, r₀, that represents the ratio of the nondynamic correlation to the total correlation, which was compared to a new metric r₀ that accounts for the ratio to fractional occupied density number and r₀. Crucially, r₀ and r₀ can be estimated from densities obtained using KS-DFT. A subset of 274 MOFs was extracted from the CoRE database to alleviate computational overhead by only selecting MOFs containing Sc, Zn, Y, and Cd. These metals are always in the singlet ground state and have only one oxidation state. Additionally, only MOFs with unit cells containing less than 200 atoms were used. From these periodic structures, cluster models containing a single metal node and its coordinating ligands, where automatically extracted from the relaxed periodic structure, and saturated with hydrogens using the CCDC Python-API. Calculations were performed on both this cluster, and the constituent SBUs, and the fully periodic MOF with KS-DFT. Overall, a strong correlation between r₀ and both band gap and r₀ was found (Fig. 12). This suggests a general trend in which wide-band gap materials are likely have low multireference character, a useful diagnostic found from ground-state densities.

It is imperative not to compromise accuracy for convenience when developing ML-models. For instance, the modest cost of GGA functionals might appear attractive to those developing quantum chemical databases, however, GGA functionals will be insufficiently accurate to generate a model for certain photochemical predictions. Rosen et al. have shown this within the QMOF database (Fig. 13a), where the distributions of band gaps shifts higher in energy when increasing the level of DFT functional, using GGA (PBE), meta-GGA (HLE17), and hybrid functionals (HSE06 and HSE06*). This results in gaps more in line the
generally insulating nature of most MOFs. Additionally, in PBE, HLE17, and HSE06*, the band gaps are seen to be bimodally distributed. This can be rationalised by splitting the dataset into its closed- and open-shell MOFs (Fig. 13b). Interestingly, here HLE17 performs surprisingly well, relative to HSE06*, without including exact exchange. However, only HSE06 provides the level of accuracy required to reliably screen MOFs. Training a model with underestimated GGA band gaps makes the model susceptible to spurious property predictions, such as band conduction in an insulating MOF. In studies seeking to identify purely metallic MOFs using quantum chemical methods, caution is required. Of course, thermal conductivity may alternatively be studied using molecular dynamics.

### 6 Photochemical and photophysical processes

A detailed understanding of the excited states of a material is required when studying photomechanisms within a material. Many MOFs display remarkable luminescence properties, with many potential applications in lighting, single-molecule detection, biosensing, and optoelectronics. When a material absorbs light, a multitude of competing radiative and nonradiative processes occur, depending on the excited-state potential energy surface and interactions between excited states. An ability to characterise charge transfer processes, such as LMCT, is crucial for understanding charge separation and recombination in photocatalysts. In MOFs, photomechanisms can be as extensive as photoisomerisations of linkers in the framework, as seen in PCN-123. The coordination environment of the organic linker to the metal node in MOFs can often increase the efficiency of intersystem crossing (ISC), a nonradiative change in spin state arising from strong SOC. Kasha’s rule states that for given multiplicity, only the lowest energy excited-state will facilitate fluorescence or phosphorescence behaviour. While non-Kasha behaviour is known in some materials, these cases have rarely been reported in MOFs. Consequently, excited-state geometry optimisations in the excited state potential energy surfaces offers a means of investigating radiative emission. In this section, we look at how the models discussed previously can elucidate photochemical and photophysical processes by calculating the excited states of MOFs.

#### 6.1 Prediction of UV-Vis spectra

The use of cluster models affords time-dependent and multi-configurational techniques for predicting absorption spectra. Simulated spectra are often directly comparable to emission and absorption experiments, providing detailed insight into MOF excited states. Of these methods, TDDFT provides a favourable cost-accuracy trade-off for computing UV-Vis absorption spectra to a reasonable degree of accuracy, which can be expensive due to the large number of excited states that need to be calculated. KS-DFT has been investigated as a method for generating reasonable spectra in MOFs. Initially, excited-state calculations produce line spectra, which are made visually comparable to experimental spectra by using broadening techniques such as Gaussian or Lorentzian functions. Equally, nuclear motion can be incorporated by using simulations in the time-domain, such as MD, ab initio molecular dynamics (AIMD), or through phonon calculations. Simulated TDDFT absorption spectra have been used to probe MOF excited states for some time. For instance, this was performed for Zr-Uio-66 functionalised with three different linkers. In comparing the simulated spectrum with experiment (Fig. 14), TDDFT/PBE calculations on the H-capped clusters confirmed that the observed absorption peaks corresponded to the nature of the bond connecting each
functional group and the adjacent aromatic carbon, which modulates the band gap. In the same MOFs, KS-DFT was later used to investigate charge carrier mobility, another important property in photocatalysis.\textsuperscript{177}

In fact, UV/vis spectra may be used to study the colour of the MOF itself. For instance, the various chromophoric units included in a MOFs can give rise to a range of colours. The Cu(II)-based HKUST-1 is typically associated with a green/turquoise hue attributed to strongly coloured d–d excitations, however, in a high-quality pristine thin-film form it is observed to be colourless.\textsuperscript{174}

To investigate the role defect chemistry might play, cluster models were constructed for both the DFT-relaxed pristine and defective HKUST-1 structures. CASSCF calculations were then used to predict the absorption spectrum. The defective structures were formed by introducing a Cu\textsuperscript{+} ion, by removing a linker, and by distorting the Cu–O bond to change the symmetry. The predicted spectra revealed that the intensity of the d–d excitations in the pristine structure were two orders of magnitude smaller than that of each defective species. This agrees with the experimental absorption spectra and the qualitative finding that the defective species was turquoise whereas the pristine HKUST-1 films is colourless. This was likely due to a loss of symmetry due to the defect relaxing spectroscopic selection rules.

### 6.2 Charge transfer

When modelling charge transfer processes in MOFs, the level of theory must be carefully selected, because hybrid functionals, such as B3LYP, overestimate CT states. The use of long-range corrected functionals might be needed. These methods are becoming popular in the molecular modelling community. Recent work by Ortega-Guerrero \textit{et al.} showcases the potential of excited-state modelling in unravelling CT processes and challenging experimental interpretations.\textsuperscript{101} Periodic TDDFT (PBE-D3/PBE0-D3) and cluster model TDDFT (CAM-B3LYP) calculations have been used in tandem on the study of charge transfer in porphyrinic Ru-TBP-Zn. The experimental crystal structure of this system was incomplete and the Ru atom has an incorrect coordination environment. Consequently, the authors designed two models including Cl (RuTBPZn-Cl) and OH (RuTBPZn-OH) ligands. The first absorption band was modelled using a periodic model with 35 excited states and PBE0-TC-LRC. Despite the larger contribution of the states of Ru to the conduction band than those from porphyrin, the first absorption band for both models is ligand centred $\pi \rightarrow \pi^*$ transitions, as described by the Gouterman four-orbital model of porphyrins.\textsuperscript{178}

This is in line with the significant role excitonic effects play in these materials. However, in contrast with RuTBPZn-OH, RuTBPZn-Cl displays low-lying charge transfer states LMCT (porphyrin $\rightarrow$ Ru) after the Q band. The TDDFT cluster calculations computed the entire optical spectrum, enabling characterisation of the key excitation as LMCT. To further explore the feasibility for charge separation ($E_{\text{int}} = E_{\text{e–h}} - (E_{\text{e–}} - E_{\text{h+}})$), the authors calculated the interaction energy between the LMCT (relaxation energy: $E_{\text{e–h}}$) and the separated polaron (with relaxation energies of $E_{\text{e–}}$ and $E_{\text{h+}}$). The interacting LMCT was optimised using constrained DFT (C-DFT) using both periodic and cluster models (Table 2). By constraining the electron densities on specific molecular units, C-DFT allows for describing diabatic charge transfer states.\textsuperscript{179,180}

Although the magnitude of the interaction energies differ between the periodic and cluster models, both indicate that RuTBPZn-Cl is a better photocatalyst than RuTBPZn-OH for HER, as the Cl group contributed to a repulsive electron–hole interaction. This promoted charge separation, lowering recombination probability, \textit{via} LMCT. This work demonstrates the effectiveness of combining periodic and cluster TDDFT methods for characterising excited states in MOFs.\textsuperscript{102}

A desirable design objective of MOFs is to tune luminance properties \textit{via} structural modifications. This has been observed in pyrazole-based $\	ext{M(H$_2$-DMB)}$ (M = Zn, Cd), a pair of isoreticular MOFs differing in identity of the metal centre.\textsuperscript{181} Within the same network topology, the Zn-based MOF emits at

### Table 2

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>MOF RuTBPZn</th>
<th>Cluster RuTBPZn</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{e–}}$</td>
<td>$-0.190$</td>
<td>$-0.960$</td>
</tr>
<tr>
<td>$E_{\text{e–h}}$</td>
<td>$-0.217$</td>
<td>$-1.188$</td>
</tr>
<tr>
<td>$E_{\text{h+}}$</td>
<td>$-0.247$</td>
<td>$-0.441$</td>
</tr>
<tr>
<td>$E_{\text{tot}}$</td>
<td>$0.16$</td>
<td>$1.707$</td>
</tr>
</tbody>
</table>

Adapted with permission from ref. 101. Copyright 2020 American Chemical Society.

---

**Fig. 14** Comparison of experimental and TD-PBE simulated spectra of Zr–UO–66 with three different functionalisations. Modified from ref. 176 with permission from Royal Society of Chemistry, copyright 2014.
441 nm whereas Cd-based MOF emits at 335 nm, corresponding to a blue-shift of 0.88 eV. In this study, [MDMPMB] cluster models were extracted from the periodic DFT-relaxed (PBE0-D2) structure. TDDFT calculations were used to determine vertical excitations and oscillator strengths, and to predict the absorption spectra. The singlet excitations associated with Zn[8MPMB] have insufficient oscillator strength to be associated with intense photoluminescence emission, and emission from the triplet state has been observed previously in d10 complexes. Overall, theoretical calculations indicated that the difference in emission behaviour arises from the fact that the high-energy emission in the Cd structure likely originates from an LC singlet $\pi-\pi^*$ transition, whereas it more likely comes from a LC triplet $\pi-\pi^*$ excited-state in the Zn example.

Cluster models are an effective tool in the challenging task of distinguishing between the array of charge transfer processes accessible to MOFs. For instance, the luminescent MOF, [Zn(NH$_2$ bdc)(bix)], experiences quenching through an internal conversion (IC) decay processes in the presence of formaldehyde, making it a candidate for single-molecule chemosensing. The S$_1$ state critically depends on hydrogen bond behaviour, with increased hydrogen bonding corresponding to a decrease in emission intensity. Previously, luminescence emission was associated with a LMCT transition, however TDDFT cluster calculations (CAMB3LYP/BVP86/LANL2DZ/6-311++G(d,p)) with and without the formaldehyde guest indicated luminescence was most likely an LLCT process. The presence of the formaldehyde guest increased the strength of the hydrogen bonding, quenching luminescence by improving access to the IC decay pathway. Similar results have been obtained for dichloromethane-detection using Cu$_2$(5-(4-pyridyl)-tetrazole)$_2$, where cluster calculations indicated an LMCT-driven luminescence processes depending on excited-state hydrogen bonding could be quenched by introduction of a guest-species.

Strengthening of hydrogen bonding in the excited-state narrowed the energy gap between the ground- and excited states, increasing the rate of IC. Here, TDDFT cluster models were valuable in distinguishing between MLCT and LMCT processes.

Similarly, in Zr- and La-based UiO-66, luminescence behaviour has been attributed primarily to linker-localised excitations using TDDFT cluster models. In this study, the well-known flexibility of the framework was introduced via AIMD simulations in include nuclear motion. A PE continuum model (PCM) to simulate the DMF solvent environment. The TDDFT calculations for each configuration yielded the dynamic average, which showed good agreement with the experimental data, except for an unsystematic shift in the dynamic values compared to the static relaxed geometry. Additionally, they performed periodic KS-DFT with a hybrid functional to benchmark the findings. The TDDFT cluster calculations indicates that the $\pi \rightarrow \pi^*$ excitations have much larger oscillator strength than the competing LMCT excitation, indicating pohtoexcitation largely takes place from linker-localised excitations. In later work, LR-TDDFT spectra was predicted for the UiO-66 ($M = Ce, Hf, Ti$) for both the pristine and lanthane-doped species using static cluster models, with Gaussian broadening being preferred to AIMD. La-cations are difficult to model using KS-DFT, however the results were compared to band structure calculations using the HSE06 functional. This work, and another, indicated that introducing Ce$^{4+}$ into the UiO-66 architecture can promote LMCT mechanisms in favour of the linker-localised excitations. In this circumstance, screening of the linker functionalisation indicated that band gap engineering towards redox applications, such as CO$_2$ reduction was possible, whilst retaining LMCT character of the underlying transition. TDDFT cluster and PDOS calculations indicated this arises due to the introduction of low-lying Ce(nv) Forbitals into the band gap, which makes LMCT state far more accessible. Overall, cluster calculations and spectroscopic studies working in tandem revealed a design principle (transmetalation with Ce(nv)) for engineering LMCT behaviour, and therefore charge separation, into a target MOF. Charge recombination and migration can be investigated using electron transport theories such as Marcus theory. Nonadiabatic simulations have the potential to be valuable tools for studying these processes. However, conducting such calculations for MOFs can be computationally demanding. A recent study by Syzgantseva et al. introduces an algorithm that efficiently computes nonadiabatic couplings, which are sometimes the limiting factor in nonadiabatic dynamic simulations for MOFs. This algorithm utilises a grid representation of the wavefunctions. An effective choice could be the combination of approximate electronic structure approaches and estimation of couplings based on energy and gradients such as described in ref. 189 and 190.

Beyond transmetalation, Hendrickx et al. and Wu et al. demonstrated how linker functionalisation can control the photoexcitation process in UiO-66. The ability for engineer light absorption into the visible region is important for photocatalytic applications which rely on solar energy (Section 7). Here, light harvesting was optimised through functionalisation of the BDF linker. First, in Zr-Uio-66, the BDC linker was mono- and di-functionalised with OH, NH$_2$, and SH groups, reducing the band gap of 4.0 eV (with the unmodified BDC linker) to 2.2 eV (in SH di-functionalised BDC). These extended previous experimental findings in UiO-66, where amino-functionalisation was seen to shift absorption to wavelengths above 300 nm, without influencing the underlying photochemistry. Wu et al. screened twelve mono-substituted functionalisations (NH$_2$, NO$_2$, F, Cl, Br, I, OH, SH, COOH, CH$_3$, CF$_3$, and SO$_4$H) of the BDC linker in Ce-Uio-66. Each functionalisation reduced the band gap relative to the pristine species, with SH once again providing the largest reduction (1.55 eV). Using isolated cluster models for linkers was a good strategy for screening linkers for optimal light harvesting. Most crucially, functionalisation of the linker with electron-withdrawing groups enabled the LMCT energy, $E_{LMCT}$, to be raised to values where both efficient LMCT and absorption of visible light take place. This effect was enhanced by the number of functionalisation groups, indicating linker functionalisation provides a promising strategy for photocatalytic redox applications. Using these principles, Wu et al. extended these findings to optimise photocatalysis through doping with Zr or Ti into the UiO-66 framework. In this respect, for optimal compromise between $E_{LMCT}$ and visible light absorption, Ce-Uio-66(Ti)$_4$ was proposed as a promising candidate for water-splitting. Although...
the relationship between band gaps and linker functionalisation has been studied for common MOFs such as UIO-66, MIL-125, and MOF-5, the effect of linker functionalisation on excited states has not yet been explored.

6.3 Excitonic effects

In the context of Kasha’s exciton model, excitonic effects arise from the electrostatic interactions between independent molecular units, thereby lifting the degeneracy of excited states of the independent chromophores. More sophisticated models include contributions from electron exchange and also consider charge transfer states. However, traditional H and J dimers are still useful and very popular for the interpretation of experimental and computational results. An interesting discussion about the interpretation of experimental results based on exciton models can be found in ref. 196–198. It is important to distinguish the term exciton from the general notion of electron–hole pairs. Excitons are lower in energy than uncorrelated pairs and possess a pseudo-spin configuration due to strong coupling between the spins of the photogenerated electrons and holes. This gives rise to effects such as band gap narrowing, trapping-states, and subsequent photomechanisms. The exciton effect is especially pertinent to MOF photocatalysis, as it plays a critical role in the formation of reactive species via charge and energy transfer mechanisms.

When simulating MOFs using cluster models, it is important to consider inter-chromophoric interactions which give rise to excitonic effects, depending on network topology. TDDFT cluster models reasonably described inter-chromophoric interactions in MOFs. Here, TD-CAM-B3LYP/LANL2DZ calculations characterised the inter-chromophoric interaction between the S0 and S1 emissive and absorption states in H4 TBAPy-based ROD-7, NU-901, and NU-1000, using pyrene-pyrene and pyrene–phenyl dimeric models of the clusters. This revealed long-lived emissive excimer states that were observed in time-resolved emission spectroscopy (TRES). Additionally, a trend in emissive state lifetimes, ROD-7 > NU-901 > NU-1000, consistent with band gap measurements was seen. The strength of the inter-chromophoric reaction was sensitive to linker positioning, a property which can be tuned in MOFs. Similarly, this has been observed in a comparative study between the anthracene dibenzoic acid (ADB) in the solution phases and as a linker within Zn-based SURMOF-2. In the latter, optical spectra did not exhibit the blue-shifted absorption maximum expected when excitonic coupling arises from H-type aggregation of the interacting chromophores. Instead, a red-shift arose due to dominating π-conjugation between linkers, most clearly observed in the simulated and experimental emission spectrum. TDDFT cluster calculations predicted accessible red-shifted excitations with low, but non-zero, oscillator strength. TDDFT indicated that the fixed network topology constrains the ADB chromophores, which change considerably within the MOF and create a red-shift for each excited-state, outweighing the expected blue-shift; the framework flexibility facilitates a significant change in conformation following photoexcitation. In H4 TBAPy-based Zr-NU-901 and NU-1000 transition density matrix (TDM) calculations and additional transient absorption spectroscopy (TAS), cluster calculations revealed optically allowed S1 and S2 states are delocalised over multiple linkers with excitons as large as 1.7 nm, covering two chromophores. A topological dependence of the excited states was illustrated, as in NU-1000 these CT states were allowed, whereas in NU-901 they were forbidden. Moreover, TDDFT cluster models can help to untangle the web of interactions, such as inter-chromophore coupling and packing-induced effects, on which the photochemical properties depend.

6.4 Chemosensing

A combination of multiconfigurational and TDDFT-based approaches can be used to reveal entire photophysical mechanisms from cluster models. For instance, Eu-MOF has shown selective luminescence quenching is observed in the presence of aniline, for applications in single-molecule chemosensing. Here, absorption is localised on the linker and emission from the Eu-centre. Cluster models using both CASSCF/NEVPT2 and sTDDFT revealed the entire sensitisation pathway, and particularly the interaction between the aniline guest and the framework. The calculations revealed that initially, the ligand S1 state was converted to the T1 state via ISC. Energy transfer was then transferred to the 5D0 state of the Eu node, before final emission from the Eu-centre to 7F state. The photoluminescence pathway is strongly dependent on the guest–host interactions between the framework and the analyte. A dimer cluster model was used, where KS-DFT geometry optimisations (BP86/STO-TZ2P) of both the Eu-MOF and Eu-MOF-analyte systems were performed, and an S0 optimisation of the antenna fragment at the DFT level (B3LYP/STO-TZ2P). TDDFT was used to simulate the emission spectrum, and molecular sTDDFT (CAM-B3LYP) to simulate the UV/Vis absorption spectrum. In later work, this was applied to other chemosensing systems for azobenzene derivatives, such as [Cd2(H2L)2(H2O)3]·5H2O (L = 5,5’-(thiophene-2,5-dicarboxyl)bis(azanediyl))disiloxaphthalic acid). Here, a photo-induced electron transfer (PET) from Cd-MOF to the aniline guest was responsible for quenching, as demonstrated by S0 and S1 TDDFT geometry optimisations. Additionally, AIMD indicated intramolecular hydrogen bonding was consistent throughout the simulation, indicating pNA is confined inside Cd-MOF. The optical results agreed well with the experiment, validating the truncated structure (<115 atoms). The Morokuma–Ziegler energy decomposition scheme with the NOVC approach was used to verify the specific contribution of hydrogen bonding. Finally, this protocol was replicated to simulate the excited-state dynamics of a Tb-MOF chemosensor. In these examples, multireference and TDDFT calculations have been used to detail entire chemosensing pathways including nonradiative processes such as ISC and IC, as well as the key emissive steps (Fig. 15). The combination of these techniques is therefore a powerful tool for the study of MOF excited states.

6.5 Guest–host photomechanisms

Luminescence arising from guest–host interactions is a well-established photomechanism in MOFs. Guests can be introduced to enable specific charge transfer behaviour, giving rise to special properties. In particular, the excited states of...
\(\pi\)-conjugated linkers and a guest species may interact to form an emissive exciplex. For instance, by introducing Buckybuck \((C_{60})\) molecules into the porphyrinic MOFs, PCN-222, DA-MOF, and F-MOF, was shown to induce luminescence. Periodic GPW/DFT (PBeosol-D3/DZVP-MOLOPT-SR-GTH/GTH) and TDDFT cluster model \((\text{M06-L/6-31G(d)-SDD})\) calculations were combined to suggest luminescence arises from PET from the porphyrin linker to the electron-deficient Buckybuck guests.\(^{205,206}\) Additionally, photochromic guests can be encapsulated into the mesoporous structure of MOFs, to induce photochromic properties.\(^{113}\) Photochromism is a process in which a material changes colour upon light irradiation, with applications such as photoswitching and super-resolution fluorescence imaging, and can arise from LMCT. Here, ONIOM(QM:MM) was used to study laser-induced photochromic fluorescence in a fluoroaphore-MOF material. Guest@MOF species are suited to study using hybrid models, as the guest and MOF are not typically covalently bonded, making partitioning the high- and low-level subsystems straightforward. Of course, the outer MOF layer must still be extracted from the bulk crystal and capped with link atoms. This method initially relaxed the outer MOF cluster using a self-consistent charge density-functional tight binding (SCC-DFTB), with fixed positions for the metal nodes. Subsequently, an ONIOM(B3LYP:UFF) simulation was performed, in which the high-level TDDFT region was the fluorophore (DMASP) guest. The truncated MM framework was capped using methyl and ammonia groups. Overall, the calculations revealed that the UV photoexcitation caused the DMASP to relax into the PORE from polar to nonpolar sites, changing the fluorescence properties and resulting in photochromism.

Some emissive dyes experience quenching of luminescence in the solid-state material, known as ACQ. For instance, this occurs in flavin dyes, which display intense emission in solution, but not in the molecular crystal. However, dyes can be introduced into a guest@MOF material, where the MOF pore creates a pseudosolution environment where luminescence is not quenched. Retaining luminescence in the solid-state is useful for device manufacture. The flavin-derivative, 10-methyl-isoalloxazine (MIA) showed a significant reduction in ACQ when introduced to MOF-5 and MIL-53.\(^{122}\) This was investigated with both periodic DFT and QM/MM embedded calculations. Using embedding techniques, the photoactive MIA dye molecule was simulated using costly multireference calculations, with the surrounding MOF pore modelled using the AMBER16 force field. As a reference, QM/MM calculations were also performed for the MIA molecular crystal, with mono-, di-, and trimers being used as the model regions. The clusters were relaxed using a QM/MM geometry optimisation with fixed metal centres. Spectral properties were predicted using the DFT/MRCI (multireference configuration interaction) method at the BHLYP/TZVP level.\(^{207}\) The additive R2016 Hamiltonian, as implemented in Turbomole was used to account for interactions between the model region and the MOF environment. The calculations revealed that ACQ arises in the MIA crystal due to \(\pi\)-stacking interactions in the aggregated phase, creating charge transfer states with low-oscillator strength. When the dye is instead incorporated into the MOF, the pore structure provides a single-molecule environment dispersed throughout the crystal pores. Consequently, \(\pi\)- conjugation and corresponding quenching behaviour does not occur, resulting in fluorescence behaviour weaker than solution, but much stronger than the MIA crystal phase (Fig. 16). The emission wavelength calculated from the \(S_1\) state was an order of magnitude larger for the MOF phases than the MIA crystal, and matched that of the vacuum, illustrating the efficacy of MOFs in isolating the flavin die from its aggregation behaviour. In this respect, both MOFs displayed similar emission properties, however the greater flexibility of the MIL-53 framework facilitated a stronger van der Waals interaction with the dye and the pore-wall, resulting in increased order across the one-dimensional channel. Guest–host interactions in MOFs have also been exploited to improve conductivity in MOFs.\(^{205,206}\)

### 6.6 Thermally activated delayed fluorescence (TADF)

In TADF, an efficient reverse intersystem crossing (rISC) pathway, driven by thermal energy, facilitates the population of emissive singlet excited states from an initially populated triplet excited state. This mechanism delays the emission process and has been exploited for the creation of efficient OLEDs with significant photoluminescence quantum yield (PLQY).\(^{208}\) As seen previously, ACQ in the solid-phase interferes with emissive pathways in otherwise fluorescent molecules. TADF has been observed in a diphenylamine-tetraphenylenylene (DPA-TPE) dye when incorporated into the thin-film surface supported MOF (SURMOF), SURMOF-2 (Fig. 17).\(^{209}\) DPA-TPE is not emissive in solution, but displays TADF in the dye@SURMOF material. Here, an electrostatically embedded ONIOM(QM:MM) model treated the DPA-TPE linker at the TDA-TDDFT (BKM-D3/def2-TZVPP/PCM protocol. Reprinted with permission from ref. 3. Copyright 2022 American Chemical Society.)
was reduced from 0.354 eV in the isolated molecule, to 0.23 eV in the MOF cage. This is indicative of the hot exciton mechanism that drives the rISC process. Similarly, TADF with modular PLQY was introduced into a MOF by incorporating triphenylene (Tpl) into a cage-based NKU-111 host (Tpl@NKU-111).\textsuperscript{123} The resulting through-space charge transfer mechanism enabled a double-channel T\textsubscript{1} and T\textsubscript{2} rISC to an emissive S\textsubscript{1} state to achieve TADF. An ONIOM(QM:MM)-EE containing an A1-D-A2 Tpl-based fragment treated at the DFT and TDA-TDDFT (M06-2X) levels, with the wider truncated cluster treated with the AMBER force field. The ONIOM(TDDFT:AMBER)-EE model was used to optimise both the S\textsubscript{1} and T\textsubscript{1} states to give an adiabatic gap of 0.05 eV, consistent with emission spectroscopy. Specifically, this elucidated a mechanism where excitations originated in the degenerate HOMO–1 and HOMO levels of the guest donor, to the acceptor LUMO+1, via the double-channel ISC process. The PLQY intensity was able to be controlled using the guest loading ratio when forming the composite.

### 6.7 Room temperature phosphorescence (RTP)

Unlike fluorescence, phosphorescence is a long-lived emission process, where light is re-emitted from a state of different multiplicity than the state from which it was absorbed. The change in multiplicity is driven by a nonradiative ISC between isoenergetic singlet and triplet states. Phosphorescence is typically performed at low-T due to weak SOC and nonradiative recombination pathways, such as triplet–triplet annihilation (TTA), that compete with phosphorescence. On the other hand, RTP materials display phosphorescence under ambient conditions. RTP is a desirable property for applications such as fingerprinting, photovoltaics and anti-counterfeiting technology.\textsuperscript{118} To achieve an appreciable PLQY at room temperature, a material must efficiently populate triplet excitons via an ISC process, which in turn must be stabilised to avoid undesirable quenching pathways. Purely inorganic materials suffer from high cost and difficult machinability, whereas purely inorganic materials suffer from weak SOC and high recombination rates.\textsuperscript{14} MOFs offer a compromise in which guest–host interactions are exploited in the inorganic–organic framework to induce RTP. The transition metal centres incorporate greater SOC.\textsuperscript{15} Excited-state methods provide a means of disaggregating the competing pathways, and identifying favourable ISC conditions. For instance, the MOF, [NH\textsubscript{3}Zn\textsubscript{2}(HEDP)(TPA)\textsubscript{0.5}(H\textsubscript{2}O)\textsubscript{2}] \textsubscript{2}H\textsubscript{2}O (TMA), has been shown to exhibit highly-efficient blue RTP.\textsuperscript{118} TDDFT cluster model calculations on TMA in the singlet and triplet states indicated the energy gap between states were small (0.004 eV) providing facile ISC that drives the subsequent emission process. Crucially, steric constraints by both the framework, and the interaction with its chromophoric guest inhibit the accessibility of nonradiative annihilation pathways, resulting in efficient RTP. Guest–host interactions have also been used to provide RTP in [Zn\textsubscript{2}(4,5-ImDC)\textsubscript{2}]\textsubscript{2}M\textsubscript{2} (NKU-132, M = (CH\textsubscript{3})\textsubscript{2}NH or (CH\textsubscript{2}CH\textsubscript{2})\textsubscript{2}NH\textsubscript{2}).\textsuperscript{14} TDDFT cluster model calculations were once again used to show similar energy of the S\textsubscript{1} and T\textsubscript{1} states, with each photogenerated charge carrier (hole and electron) are transferred to spatially separated ligands. Finally, two MOF glasses, M-DCl-glass (M = Zn and Cd), have been shown to exhibit ultra-long blue and green RTP, respectively.\textsuperscript{15} TDDFT cluster calculations indicate photoexcitation and emission largely stem from a ligand-to-ligand charge transfer (LLCT) process from the frontier orbitals centred on the cyano and imidazole ligands. This was corroborated by TAS, and a notable lack of election population was found on either metal centre, making MLCT or LMCT processes unlikely. Finally, triplet–triplet gaps were shown to be small in both species, facilitating efficient ISC, especially compared to the pristine MOF.
7 MOF photocatalysis and CO2 reduction

The combination of metal centers and ligands gives MOFs the ability to serve as photocatalysts for various chemical reactions. Given its significance, our focus here lies on the simulations of the processes involved in CO2 reduction. Anthropogenic CO2 is the major contributor to global warming, making it desirable and economical to produce multicarbon chemical feedstocks, such as ethanol (C2H5OH), ethylene (C2H4), or propanol (C3H7OH), from its emissions. This is in line with the Net Zero targets set by governments. In recent years, significant research attention has been directed toward materials that facilitate reduction using solar energy in recent years. The permanent porosity of MOFs facilitates efficient carbon capture and adsorption, and the use of light-harvesting SBUs enable efficient catalysis. The result is that the entire CO2RR mechanism may be performed in a single heterogeneous catalyst using MOFs.

Chen et al. report four main pathways for converting CO2 into value-added chemicals: photocatalytic reduction; electrocatalytic reduction; catalytic hydrogenation with H2; and cycloaddition with epoxides to cyclic carbonates. Here, we focus on photocatalysis, where excited-state studies are uniquely advantageous. In semiconductors, the mechanism for CO2RR is as follows: (1) sunlight excites a photosensitised chromophore unit typically adsorbed on the catalyst surface, in its bent configuration, is reduced to CO2 at the conduction band;

\[
\text{CO}_2 + e^- \rightarrow \text{CO}_2^- \quad E^\prime = 1.85 \text{ V} \quad (3)
\]

(3) CO2 accepts protons generated from oxidation of water to form a reduction product, the relevant reduction potentials of one-carbon (C1) products against the standard hydrogen electrode are given:

\[
\begin{align*}
\text{CO}_2 + 2\text{H}^+ + 2e^- & \rightarrow \text{HCOOH} \quad E^\prime = -0.61 \text{ V} \quad (4) \\
\text{CO}_2 + 2\text{H}^+ + 2e^- & \rightarrow \text{CO} + \text{H}_2\text{O} \quad E^\prime = -0.53 \text{ V} \quad (5) \\
\text{CO}_2 + 4\text{H}^+ + 4e^- & \rightarrow \text{CH}_2\text{O} + \text{H}_2\text{O} \quad E^\prime = -0.48 \text{ V} \quad (6)
\end{align*}
\]

(4) the reduction product can undergo subsequent reductions, for instance C–C coupling to generate multi-carbon (C2+) products (5) the final product desorbs from the catalytic site (Fig. 18).

A suitable photocatalyst must therefore satisfy a formidable set of criteria: it must efficiently adsorb CO2; it must be semiconducting with a band gap below 3.2 eV to maximise the absorption of sunlight; photoexcited electrons must have sufficient energy to reduce CO2 adsorbates as per the reduction potentials listed above; photoexcited holes must have sufficient energy to oxidise water, a typical low-cost source of protons; and recombination rates must be low. This is without considering practical requirements such as low-cost, non-toxicity, synthetic feasibility, and stability in aqueous, often acidic, solutions. Although effective photocatalysts have been generated towards C1 products, it is difficult to optimise selectivity towards C2+ products. The carbon atom in CO2 is in its highest oxidation state and therefore targets set by governments. In recent years, significant research attention has been directed toward materials that facilitate reduction using solar energy in recent years. The permanent porosity of MOFs facilitates efficient carbon capture and adsorption, and the use of light-harvesting SBUs enable efficient catalysis. The result is that the entire CO2RR mechanism may be performed in a single heterogeneous catalyst using MOFs.

Chen et al. report four main pathways for converting CO2 into value-added chemicals: photocatalytic reduction; electrocatalytic reduction; catalytic hydrogenation with H2; and cycloaddition with epoxides to cyclic carbonates. Here, we focus on photocatalysis, where excited-state studies are uniquely advantageous. In semiconductors, the mechanism for CO2RR is as follows: (1) sunlight excites a photosensitised chromophore unit typically adsorbed on the catalyst surface, in its bent configuration, is reduced to CO2 at the conduction band;

\[
\text{CO}_2 + e^- \rightarrow \text{CO}_2^- \quad E^\prime = 1.85 \text{ V} \quad (3)
\]

(3) CO2 accepts protons generated from oxidation of water to form a reduction product, the relevant reduction potentials of one-carbon (C1) products against the standard hydrogen electrode are given:

\[
\begin{align*}
\text{CO}_2 + 2\text{H}^+ + 2e^- & \rightarrow \text{HCOOH} \quad E^\prime = -0.61 \text{ V} \quad (4) \\
\text{CO}_2 + 2\text{H}^+ + 2e^- & \rightarrow \text{CO} + \text{H}_2\text{O} \quad E^\prime = -0.53 \text{ V} \quad (5) \\
\text{CO}_2 + 4\text{H}^+ + 4e^- & \rightarrow \text{CH}_2\text{O} + \text{H}_2\text{O} \quad E^\prime = -0.48 \text{ V} \quad (6)
\end{align*}
\]

(4) the reduction product can undergo subsequent reductions, for instance C–C coupling to generate multi-carbon (C2+) products (5) the final product desorbs from the catalytic site (Fig. 18).

A suitable photocatalyst must therefore satisfy a formidable set of criteria: it must efficiently adsorb CO2; it must be semiconducting with a band gap below 3.2 eV to maximise the absorption of sunlight; photoexcited electrons must have sufficient energy to reduce CO2 adsorbates as per the reduction potentials listed above; photoexcited holes must have sufficient energy to oxidise water, a typical low-cost source of protons; and recombination rates must be low. This is without considering practical requirements such as low-cost, non-toxicity, synthetic feasibility, and stability in aqueous, often acidic, solutions. Although effective photocatalysts have been generated towards C1 products, it is difficult to optimise selectivity towards C2+ products. The carbon atom in CO2 is in its highest oxidation state and therefore

7.1 Photoexcitation

In this section, we focus on the application of excited state methods to MOF studies in the context of CO2 reduction mechanisms detailed in Section 7. Ground-state DFT calculations have been a valuable investigative method for studying CO2RR in MOFs, as has been recently reviewed, including the use of embedding schemes. Equally, TD-DFT has elucidated photoreduction mechanisms, for instance, to show how different structural functionalisation influences CT character, for
instance in porphyrinic 2D, M-TCPP.90 Here, various structural modifications were tested: substituting the metal centre in the paddlewheel metal node (Co(II), Ni(II), Cu(II), or Zn(II)) or in the porphyrin macrocycle centre (Zn(II) or Co(II)); reducing the porphyrin linker to chlorine; substituting the molecular unit which joins the porphyrin linker and the metal node. The band gap was estimated using single-point KS-DFT (HSE06) on structures optimised with both PBE+U and the much more computationally demanding HSE06 functionals, which did not yield a significantly different result. It was necessary to have a good understanding of LMCT interactions to determine how light absorption could be improved in the visible region of the spectrum. TD-HSE06/6-311G(d,p) cluster calculations evaluated the first 75 excited states, revealing that although the T1 state exhibits LMCT transitions, many of these are inaccessible dark states with negligible oscillator strength. By reducing the porphyrin linker to chlorin, the first bright state, T44, was shifted into the vis-region, T16, with improved light absorption (Fig. 19). Finally, cluster calculations were used to characterise absorption as LMCT. A simple Marcus model was developed, which related LMCT behaviour to the length of the conjugated bridge joining the porphyrin and the node. In another example, TDDFT cluster calculations have been used to study PCN-601(MTPP) (M = Fe, Co, or Cu) in the context of CO2-to-CH4 conversion.230 Here, photoexcitation was mainly attributed to LC excitations on the porphyrin LH-unit, rather than LMCT processes. However, cluster model TDDFT calculations indicated that the unoccupied Ni(II) porphyrin orbitals could be made more accessible by introducing unoccupied orbitals from a different metal species (Fe, Co, or Cu), improving visible light absorption. The photogenerated electrons trapped on the metal node may then participate in CO2 photoreduction. Finally, IRMOF-1-derived MOFs have been functionalised with coumarin groups and frustrated Lewis pairs to improve their visible light absorption. The photogenerated electrons trapped on the metal node may then participate in CO2 photoreduction. Finally, IRMOF-1-derived MOFs have been functionalised with coumarin groups and frustrated Lewis pairs to improve their visible light absorption. The photogenerated electrons trapped on the metal node may then participate in CO2 photoreduction. Finally, IRMOF-1-derived MOFs have been functionalised with coumarin groups and frustrated Lewis pairs to improve their visible light absorption.

7.2 C1 Production formation

A techno-economic evaluation of low-temperature CO2 electrolysis found that C1 products such as formic acid (HCOOH), carbon monoxide (CO), methane (CH4), and methanol (CH3 OH) can be produced at costs competitive with conventional processes, while C2+ products are substantially more expensive.231 This suggests that CO2RR to C1 products could achieve a sustainable carbon-neutral energy cycle. For example, the CO generated from the two-electron, two-proton eCO2RR (CO2 + 2H+ + 2e− → CO + H2O) could be subsequently used as a feedstock for the synthesis of alkanes through the classic Fischer–Tropsch process,232 often together with CO2 still present in the CO + H2 system. Selectively producing carbon monoxide (CO) alone is advantageous because it avoids costly separation procedures. Previous computational investigations of the electrochemical CO2RR have shown that
Recombination of photogenerated charge carriers is a key parameter in the efficiency of photocatalysts and depends on the charge separation achieved during photoexcitation. MOFs such as pyrazolyl porphyrinic Ni-based PCN-601 have been studied for selective CO$_2$-to-CH$_4$ conversion, with higher efficiencies than analogous architectures. Photoexcitation and charge separation takes place at the porphyrin ligand which acts as LH units, where they may be transferred to the Ni Node. Interestingly, whilst photogenerated electrons can migrate to the node via N-Ni bridges to participate in CO$_2$, the holes cannot remain local to the porphyrin where water-splitting takes place (Fig. 21). Charge separation was demonstrated using both periodic and cluster models, where the former was used DFT (PBEsol) to characterise the PDOS and characterise electron paramagnetic (EPR) spectroscopy, whereas the latter used LR-TD-HSE06/def2-TZVP to directly characterise the two possible excitations. This confirmed that in terms of oscillator strength, linker-localised excitations outweighed LMCT contributions when absorbing visible light. This indicates that photoexcitation followed by electron migration is more likely than direct photoexcitation to the node.

Another possible photoreduction product is formate (HCOO$^-$), which can be easily post-processed to other value-added chemicals such as methanol or formic acid. In the CO$_2$-to-formate scheme, Zr-based AUBM-4, for instance, can be functionalised with aminobenzoic acids in place of formic acid. In the CO$_2$-to-formate scheme, Zr-based AUBM-4, for instance, can be functionalised with aminobenzoic acids in place of formic acid. In the CO$_2$-to-formate scheme, Zr-based AUBM-4, for instance, can be functionalised with aminobenzoic acids in place of formic acid.

Table 3  Comparison of experimental and TDDFT (PBE/DZVP-MOLOPT-SR-GTH/GTH-PBE) computed band gap values. Reproduced from ref. 235 with permission from Royal Society of Chemistry. copyright 2019

<table>
<thead>
<tr>
<th>Sample</th>
<th>Exp. band gap (eV)</th>
<th>Calc. HOMO–LUMO gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defect-free Uio-66</td>
<td>4.10\textsuperscript{237}</td>
<td>3.2</td>
</tr>
<tr>
<td>FA\textsubscript{mod}</td>
<td>4.10</td>
<td>3.2</td>
</tr>
<tr>
<td>FA\textsubscript{mod}-4ABA</td>
<td>3.80</td>
<td>2.2</td>
</tr>
<tr>
<td>FA\textsubscript{mod}-3ABA</td>
<td>3.50</td>
<td>1.9</td>
</tr>
<tr>
<td>FA\textsubscript{mod}-2ABA</td>
<td>3.30</td>
<td>1.8</td>
</tr>
<tr>
<td>FA\textsubscript{mod}-35DABA</td>
<td>3.30</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Fig. 21 Proposed mechanism for CO$_2$-to-CH$_4$ photocatalysis. Reprinted with permission from ref. 80. Copyright 2020 American Chemical Society.
7.3 CO₂ epoxidation and C₂-product formation

Another popular strategy to valorise C₂ emissions is via epoxidation to a five-membered cyclic carbonates (CCs), which can be rapidly processed into other value-added solvents, battery electrolytes, and polymers.¹³ For instance, a Mg-centred porphyrinic MOF, PCN-224(Mg), has been investigated using cluster models for visible-light catalysed CO₂-to-CC conversion.²³⁹ TD-PBE/LANL2DZ/6-31G* studies simulated the first 300 states to reveal a LMCT mechanism from the Mg-porphyrin to the Zr₆-oxo group, lowering the reaction activation energy to the cycloaddition to adsorbed CO₂. The calculations indicated that the electron-donating nature of the epoxide enhances the LMCT behaviour, and changes the energy of the HOMO and LUMO levels. A study of the free energy profile during each step of the cycloaddition was used to reveal the complete photocatalytic mechanism (Fig. 22). Crucially, an LMCT photoexcitation drives the catalytic cycle.

By far the most valuable photocatalytic process is conversion to C₂ products. Whilst there are examples of this,²⁴ efficient and selective coupling of C–C bonds during the catalytic cycle remains challenging. The C₂ product, acetic acid (CH₃COOH) has been investigated using UiO-66-bpydc with an additional [Ru(bpy)₂Cl₂] LH unit (Ce-MOF).²⁴⁰ This has been shown to demonstrate efficient (1133 nmol g⁻¹) and selective (>99.5%) CO₂-to-acetate production. Theoretical and experimental studies had previously indicated efficient LMCT in the vis-region could be engineered into UiO-66(Ce) through metal and linker functionalisation,¹⁸⁵,¹⁸⁶,¹⁹¹ making Ce-MOF an attractive candidate photocatalyst. In light of this, a [Ru(bpy)₂Cl₂] photosensitiser was introduced post-synthetically to improve visible light absorption. TDDFT cluster model calculations (B3LYP/6-31G(d)/LANL2DZ) embedded in a PCM to simulate the solvent environment, indicated that Ce-MOF presents linker-defect sites that can accommodate two adsorbed CO₂ molecules in proximity, facilitating rapid electron transfer kinetics. TAS spectroscopy indicated the presence of MLCT Ru-to-bpy at the same positions indicated by TDDFT. Subsequent LMCT from the bpy linker to the low-lying Ce 4f states, facilitated rapid C–C coupling with a high selectivity towards acetic acid, a C₂ product. There was a notable selection against C₁ products, but a small amount of H₂ was produced. Studies such as this indicate the future of CO₂ capture and conversion is bright.

8 Conclusions

The utilisation of cluster and periodic models in the application of quantum chemical methods to MOFs is pivotal in gaining deeper insights into their excited-state chemistry. Currently, the field of modelling excited states of MOFs is still relatively unexplored, however, computational investigations have already played an important role in corroborating experimental findings and in the interpretation of spectroscopic results. As MOFs transcend traditional definitions of molecule and solid, the choice of computational model becomes central in unravelling their photochemical properties, from light-absorption to photocatalytic CO₂ reduction. This is reflected in quantum chemistry codes, in which implementations are divided by the choice of localised or plane wave basis set.

It is essential to benchmark computational investigations using periodic models which fully incorporate long-range effects in the MOF crystal. In this respect, it is advisable to obtain relaxed geometric coordinates, for both periodic and cluster studies, from optimisations at the GGA-with-dispersion-level. KS-DFT is still the most commonly used tool to estimate band gap values in MOFs. The low-cost of GGA functionals has lead to their use in high-throughput studies, however ML models based off of GGA data must be cautious of their objectives and the limitations of such functionals. Here, we emphasise that hybrid functionals must be used for reliable DFT gap predictions, in spite of the associated computational overhead in their PW implementations. The QMOF database, which contains many entries at the hybrid-level, should be utilised to this end. The large and chemically diverse unit cells of MOFs makes high-level periodic studies challenging, and generally rules out demanding calculations such as GW. Of course, we also emphasise KS-DFT cannot reliably capture gap renormalisation. The most notable example is MOF-5, an insulator, in which DFT studies massively underestimate the exciton binding energy, erroneously predicting MOF-5 to be semiconducting. Subsequent GW calculations were necessary to obtain the true quasiparticle gap, illustrating that exact methods that go beyond ground-state electron densities can be required for even qualitatively correct conclusions to be drawn. Advances are therefore required in both periodic GW methods. In our cluster calculations, we found that range-separated hybrid functionals may be fruitful for finding better renormalised gaps; PW implementations should also be
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explored. Periodic TDDFT been pioneered in MOFs by some groups, and with the continued development of cost-saving approximations, such as STDA and ADMM, may provide an exciting avenue for excited-state MOF studies going forward. Finally, from this perspective, multiconfigurational periodic methods will also be of interest.

Despite lacking environmental effects, cluster models afford high-level methods such as hybrid TDDFT, multiconfigurational methods, and BSE/GW calculations, and have been routinely exploited to yield remarkable insight into MOF excited states. While choice of cluster size is inherently subjective, excellent results have been obtained for even modestly-sized clusters. Automation of this process will be interesting with respect to high-throughput studies and the generation of excited-state MOF databases. The use of GTO basis sets enables a chemically intuitive molecular orbital description of MOFs, and the coordination chemistry processes that often dominate their excited-state character. In our own calculations, we have seen embedding techniques, such as ONIOM, can refine the values obtained for isolated cluster models by embedding them in lower-level method, and will be developed going forward. Such schemes are a natural choice in guest@MOF materials when studying photoluminescence, such as TADF and RTP. Cluster models also facilitate excited-state dynamics simulations, an area of MOF excited-states that must be explored.

Excited-state methods have been valuable in CO$_2$RR, through simulating light absorption, the first step in photocatalytic cycles, and in developing complex reaction pathways. In particular, they have been used to characterise LMCT, MLCT, and LLCT excitations that facilitate significant spatial charge separation and reduce recombination rates. Current MOF photocatalysts have not yet been used as industrial catalysts, however their potential as a one-pot system for both the capture and photocatalytic conversion of CO$_2$ makes this class of material highly appealing for the future of carbon capture and utilisation. There are abundant opportunities in the field of MOF excited states, spanning from leveraging artificial intelligence techniques to enhance predictions, to implementing more suitable models that combine cluster and periodic approaches. These techniques should be capable of capturing excitonic effects and accurately predicting band renormalisation in the crystal environment, which are both current challenges with the existing approaches.
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