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The promise of natural language processing in psychiatry 
Natural language is “messy, ambiguous, chaotic, sprawling, and constantly in flux” 1. Yet, it is 
by far the best way humans have of efficiently transmitting rich information, from complex 
thoughts, views and preferences to medical information critical to life-or-death care 
decision. Abundant repositories of language data contain exceedingly rich information are 
everywhere, prompting an exploding interest in ‘natural language’ data in recent years. 
Tantalizingly, the complexities of language data are rapidly being addressed, bringing 
formal, quantitative analytic methods to this rich source of information.   
 
This it is particularly good news for psychiatry. The relevance of language to psychiatry is 
arguably greater than any other medical domain. Here, language serves simultaneously as a 
medium through which subjective symptoms are reified and expressed, a channel through 
which treatment is delivered, and an object of clinical assessment in its own right. Much of 
the work of a clinical or psychotherapeutic interaction rests on a subtle attunement to the 
information carried in words: perhaps the recurrent and attractor-like signature of 
ruminative thought, a dyadic conceptual alignment that foreshadows an enduring 
therapeutic alliance, or a reduced narrative coherence that accompanies a prodromal 
psychosis. An ability to track such linguistic variables in a robust, quantitative, and 
automated manner would undoubtedly transform psychiatric practice and research. 
 
 
An inflection point in the automated analysis of natural language  
Until recently, such musing would have been considered pure science fiction. The past 5 
years, however, mark an inflection point in the automated analysis of natural language, 
setting the stage for the current Special Issue.  
 
This step change has been sparked by technological advances in AI domains of deep learning 
and Natural Language Processing (NLP). Chief among these is the Transformer artificial 
neural network architecture 2, which yielded substantial improvements over recurrent 
neural networks (RNNs, previously a dominant NLP tool) in both training efficiency and 
ability to handle long-range textual dependencies. These improvements, combined with vast 
quantities of textual training data and computational resources, have spawned the recent 



wave of AI large language models (LLMs), including OpenAI’s GPT (generative pretrained 
transformer) 3,4 and Google’s BERT (bidirectional encoder representations from 
transformers) 5. These models extract rich statistical regularities from patterns of word co-
occurrence in the training data (typically, web crawls, books, message boards, preprints, 
code repositories) using a self-supervised training objective that does not necessarily 
require laborious data labelling (though see .  
 
The relevance of this advance for psychiatry is twofold. Firstly, current LLMs (like GPT-4) 
display state-of-the-art performance capabilities in many natural language task domains, 
including text classification and named entity recognition, summarization, sentiment 
analysis, and text generation 6. Potential clinical applications abound, particularly in the 
domain of EHR, and include clinical note summarisation, information extraction, prognostic 
modelling, and chatbots that encode clinical knowledge 7,8. A second application, arguably 
more relevant to clinical cognitive neuroscience, rests on the use of AI NLP tools to inform 
empirical studies of cognition in more complex and naturalistic experimental settings. 
 
 
Cracking the language code – a new frontier in computational psychiatry 
Traditional cognitive neuroscience approaches in psychiatry have relied on carefully curated 
tasks, designed to isolate, and manipulate ‘atomic units’ underlying the behaviour of 
interest, such as state-action credit assignment following prediction errors under a 
reinforcement learning framework 9,10. While this curated approach has yielded valuable 
insights into the building blocks of cognition and their disruption in pathology, it trades 
experimental traction for ecological validity, and is not easily scalable to real-world clinical 
settings given a requirement for behavioural training and attentional maintenance. It is also 
less suited to studying more abstract areas of cognition, such as analogical reasoning or 
emotional dynamics, which lack well-established normative frameworks, yet are abundantly 
expressed in the words people effortlessly generate.  
 
LLMs and related AI NLP tools might provide the missing key to tracking cognitive and 
emotional dynamics in both clinical and non-clinical settings. A reason for optimism is that, 
as a by-product of training (e.g., on a ‘next token prediction’ objective), deep neural 
networks like LLMs come to acquire structured intermediate representations of linguistic 
data that appear to encode semantic and syntactic information (e.g., in hidden layer 
activations or attention weights) 11,12. These intermediate representations have recently 
been used to study how the brain encodes semantic and predictive information 13–15. More 
broadly, consideration of LLM behaviour (conditioned text generation) and internal 
representations has also sparked new debates within cognitive psychology and 
psycholinguistics 16,17. 
 
The current Special Issue 
Thus, within the space of a few short years the computational toolkit available for analysis 
of language in psychiatry has been radically transformed. The current Special Issue 
showcases articles that demonstrate how this expanded toolkit is being applied, spanning a 
spectrum including prediction modelling using EHR, automatic symptom tracking, and 
informing cognitive hypotheses in psychosis. 
 



NLP and data-driven precision psychiatry. 
Patel and colleagues outline the opportunities afforded by NLP approaches to large EHR, 
pertaining to the first broad application of NLP in psychiatry, described above 18. They focus 
on transdiagnostic classification and personalised treatment selection (‘precision 
psychiatry’), outlining how automated NLP approaches can address inherent challenges, 
including data harmonisation, imputation of missing data, and extraction of clinical 
information from unstructured free text. They describe a modular sequential NLP pipeline 
that transforms an unstructured free-text EHR to structured data, amenable to standard 
machine learning methods (e.g., binary classification). Such pipelines are currently highly 
domain- and data-set specific, and often still require human-labelled training datasets. 
Recent incarnations increasingly employ outputs from LLMs, including contextualised word 
embeddings. Patel et al. highlight the importance of model validation using data from 
multiple clinical settings, a critical pre-requisite to adoption of NLP in clinical settings. 
 
NLP tools for characterising speech structure and thought content. 
Two articles focus on the application of NLP tools to characterise the dynamics and 
symptom content of clinical speech data. Srivastava and colleagues present an empirical 
study using NLP tools to detect subjective symptoms and thought content from open-ended 
interviews conducted with patients with early psychosis (n = 89), or at high risk of 
developing psychosis (n = 167) 19. They focus on anomalous self-experiences (ipseity 
disturbances, including altered sense of first-person subjectivity, diminished self-presence, 
and diminished ownership of experience), and use a sentence-level LLM (S-BERT) to quantify 
the semantic similarity (cosine distance) between participants’ self-referential utterances 
and self-report items on a validated anomalous experience questionnaire. This authors thus 
provide a proof-of-concept for use of NLP tools to track the most abstract of subjective 
experiences, and also present fascinating new data on how the expression of anomalous 
self-experience varies across a psychosis spectrum.  
 
Approaching the analysis of speech from a complementary direction, Mota and colleagues 
present a comprehensive overview of the use of a non-semantic speech graphs to 
characterise word use patterns in psychosis 20. This approach represents the sequence of 
words in speech as a graph (each node a word, each edge indicating a temporal contiguity), 
which is amenable to graph-theoretic analysis (e.g., identification of word clusters and 
cycles). A tantalizing hypothesis is that network-level properties of speech graphs might 
track meaningful cognitive variables, including attentional processes and conceptual 
organisation. As applied to psychosis, graph properties such as connectedness have been 
found to relate to diagnostic status, cognitive variables, and social functioning.  
 
Generative LLMs in simulation-based studies of thought disorder. 
Finally, both Palaniyappan and colleagues 21 and Fradkin and colleagues 22 consider the 
potential of natural language generation (NLG) AI models (i.e., autoregressive LLMs like GPT) 
to inform cognitive-linguistic hypothesis and validate NLP metrics, respectively, in the case 
of schizophreniform formal thought disorder. Palaniyappan et al., taking inspiration from 
language-evolution theories of psychosis, propose using NLG systems (‘at various stages of 
development’) as in silico models of formal thought disorder, and point to commonalities 
between ‘failure modes’ of systems such as GPT-2 and 3 (namely, false contents, 



repetitiveness, and frank incoherence) and some facets of formal thought disorder in 
psychosis.  
 
Fradkin et al., instead emphasise the capacity of NLG systems to serve as in silico testbeds 
for assessing the validity and reliability of common NLP summary metrics. This rests on the 
fact that word generation parameters in such models (e.g., next-token choice stochasticity, 
and size of conditioning context window) can be parametrically controlled, thus providing 
an opportunity to test how well different NLP summary metrics (such as word- and 
sentence-level semantic similarity) track ‘ground truth’ generative parameters.  
 
These complementary directions point to an exciting possibility of bringing the study of 
language in psychiatry into the broader purview of theory-driven Computational Psychiatry, 
which strives to characterise observed behaviour and symptom expression in terms of 
generative algorithmic processes.  
 
Outlook 
Psychiatry stands to gain much from AI advances in NLP, both in the development of 
diagnostic and prognostic machine learning tools, and in the study of neuro-cognitive 
processes. These are early days, and it is unclear which of the extant approaches will prove 
to be ultimately clinically impactful. Despite this uncertainty, we believe that we stand at an 
inflection point in the field. We look forward to the increased use of NLP tools to bring 
meaning to unstructured and unwieldy datasets, shedding light on clinical and cognitive 
questions alike. 
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