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Abstract
The impact of ChatGPT has been revolutionary in many capacities however institutions are beginning to see the gradual increase in students passing off AI generated work as their own. This has negative impacts for student learning and academic integrity. One way to help combat this is to understand if we can tell the difference between AI generated assignments and original pieces of work. This will help those involved in assessing to distinguish between AI generated work compared to original work. In the initial phase of this study, we use ChatGPT to generate assessments for 3 modules in the department of Biochemical Engineering, UCL. These assignments capture the interdisciplinary nature of Biochemical Engineering as well as the diversity in assignment complexity and include mathematics, business and bioprocess validation and quality control. We then convene academic leads and marking staff to assess scripts, compare them to previous cohorts through use of peer-observation to find out what indicators there are of generated work. Results so far have shown that out of the 3 modules, 2 modules receive a pass mark with minimal prompts and only 1 module lead was able provide indicators to identify generated work. Results also show that ChatGPT was unable to provide solutions for complex mathematical problems, bioprocess piping and instrumentation technical drawings and critical analysis required for M-level bioprocess quality control. Subsequent phases of the study will expand the number of modules tested on ChatGPT, embed its use into the engineering curriculum and upskill academics on the use of AI tools.
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Introduction

ChatGPT is a large language model developed by Open AI. Chat GPT-4 launched on 14th March 2023 and is currently the newest version of the software. It is able to generate human-resembling text responses to the text prompts. It works on a conversational approach generating responses from its wide dataset.

The diverse range of functionalities and applications of ChatGPT includes:
- Answering questions
- Language translation
- Grammar correction
- Writing assistance

ChatGPT serves as an easily accessible knowledge repository, providing quick and comprehensive explanations on a wide array of topics. Its ability to synthesize and present information aids in understanding complex concepts, making it an invaluable tool for students seeking clarification or exploring new subjects (Nikolic et al., 2023). It encourages active learning. By formulating questions and engaging in discussions with the model, students can refine their critical thinking and problem-solving skills. The model can present different perspectives and suggest relevant resources, fostering a deeper exploration of subjects beyond traditional methods. Additionally, ChatGPT can act as a writing assistant, aiding students in composing and refining their academic work. It offers suggestions for structuring essays, improving clarity, and enhancing overall writing quality, thereby boosting students' communication skills (Sánchez-Ruiz, Moll-López, Nuñez-Pérez, Moraño-Fernández, & Vega-Fleitas, 2023).

While ChatGPT offers several benefits for student learning, several studies have highlighted notable disadvantages and limitations that need to be considered (Ali, Shamsan, Hezam, & Mohammed, 2023; Muñoz et al., 2023; Sallam, Salim, Barakat, & Al-Tammemi, 2023; Tyson, 2023):

1. **Lack of Contextual Understanding:** ChatGPT may not fully comprehend the context or nuances of a student's question, leading to inaccurate or irrelevant responses that could potentially confuse learners.
2. **Inaccuracies/Hallucinations and Errors:** The model's responses are generated based on patterns in its training data, and it might provide incorrect information or misconceptions, especially in rapidly evolving fields. Further, if told information is incorrect, the model can hallucinate and provide further inaccurate information to support the users prompt/query.
3. **Dependence on Technology:** Overreliance on ChatGPT could hinder students' development of independent research and critical thinking skills. Students might rely on the model instead of exploring diverse learning resources.
4. **Limited Interaction Depth:** ChatGPT's responses can be shallow, lacking the depth that a knowledgeable teacher or peer might provide in a real classroom setting.
5. **Reduced Effort in Learning:** If students find it too convenient to rely on ChatGPT for quick answers, they might skip the effort of critical thinking and problem-solving that is essential for genuine learning.
6. **Stifled Creativity:** Depending on predefined algorithms, ChatGPT might not encourage the same level of creativity and innovative thinking as human interactions and explorations would.
Incorporating ChatGPT into education should be a carefully considered decision, balancing its advantages with the potential drawbacks. To maximize its benefits, educators should encourage students to use ChatGPT as a supplementary tool while fostering critical thinking, independent research skills, and a holistic learning experience.

**Aims and Objectives of This Study and Methodological Approach**

The use of ChatGPT in assessments carries significant implications particularly in ensuring fairness and preventing cheating in online assessments, as the reliance on ChatGPT can aid in academic dishonesty. Many institutions fear that AI and ChatGPT can potentially obtain a degree, which would lead many to question the efficacy of university institutions in this domain. In this study, we aim to understand how ChatGPT performs in our assessments at UCL Biochemical Engineering with the aim of making the relevant adjustments to assessments whilst still maintaining rigour and learning outcomes.

Our main objectives for this project are as follows:

- Assess whether staff can identify the difference between artificially generated assessments made by ChatGPT and previous student assessments.
- Assess what threat ChatGPT poses to academic fairness
- Provide solutions to change the assessments to ensure academic fairness is preserved under ChatGPT.

The methodological approach for this phase of the study involved selecting 3 modules in the first instance to conduct preliminary studies. In order to ensure breadth in scope, the selection of these modules involved considerations such as level (pertaining to cohort year) and subject area (considering that biochemical engineering is an interdisciplinary field), among other factors. As a result, the 3 modules selected were ENGF0003 Mathematical Modelling and Analysis (a first year module – level 4), BENG0035 Business Planning in Bioprocessing and Life Science (a second year module – level 5) and BENG0041 Bioprocess Validation and Quality Control (a fourth year module – level 7). The next step involved using ChatGPT to generate assignments on these modules. The generated assignments were mixed with real student assignments and were given to module staff to assess. Staff were given 3 pieces of work each. This part of the study was to understand whether staff could identify which pieces of work were generated and which were authentic (by providing minuted feedback) and also for staff to assign grades to the generated assignments in order to understand how these assignments performed.

**Results & Discussion**

The results in Table 1 summarise the performance of ChatGPT generated assignments. What can be observed is that as the level of difficulty increases, the number of prompts needed for the generated assignment to pass also increases. It should be noted that the pass mark for levels 4-6 is 40% whilst the pass mark for level 7 assignments is 50%. The prompts used relate to the questions posed in the assessment itself. The level 4 and 5 modules required little to no modification of the assignment question in order for a passable answer to be generated. However the level 7 module required significant modifications to be made to the question/s and required an average of 3-4 prompts per question to generate a passable answer. It should be noted that in order to have modified the questions to that extent, the candidate would have had good knowledge of the subject matter and therefore would likely not be using ChatGPT to
fabricate their learning, however this cannot be said with certainty for the level 4 and 5 modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Level</th>
<th>Average no. of prompts</th>
<th>Result (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENGF0003 (maths)</td>
<td>4 (1st year)</td>
<td>1</td>
<td>60-65</td>
</tr>
<tr>
<td>BENG0035 (business)</td>
<td>5 (2nd year)</td>
<td>1-2</td>
<td>55-60</td>
</tr>
<tr>
<td>BENG0041 (validation)</td>
<td>7 (4th year)</td>
<td>3-4</td>
<td>~50</td>
</tr>
</tbody>
</table>

Table 1 – results obtained by ChatGPT generated assignments

Staff then provided feedback on which pieces of work were generated and which ones weren’t. Staff on ENGF0003 were least able to identify the generated work, followed by BENG0035 and then BENG0041. There are a number of reasons why this may have been the case. Mathematics as a subject generally requires binary/fixed answers whereas the level 5 and 7 assignments are writing assignments (reports) with a lot more ambiguity in what is considered a right or wrong answer. Staff on the level 5 and 7 modules reported on being able to identify differences in grammar, the overuse of transitional and superlative words as well as the general vagueness and lack of specificity in answers provided. This is corroborated by Waltzer, Cox, & Heyman, 2023 who conducted a similar study but also included the perceptions of students in being able to detect AI generated work. Their study revealed that staff tended to think that better written work (with no grammatical errors) was AI generated and idiosyncratic language was an indicator that the work was produced by a student. These findings may be useful within the faculty of engineering sciences, UCL, as a large proportion of the student body has English as a second language (>70%). However it should also be noted that the use of AI is accepted for the purposes of assistance with correcting grammar, so perfect grammar in itself is not an indicator of a student’s misuse of AI.

The last step in this preliminary study was to evaluate assessment rubrics as a way to provide a solution. Figure 1 provides a summary of the steps taken to (for all intents and purposes) ChatGPT-proof the BENG0041 module. It was noticed in figure 1A that where ChatGPT obtained a larger proportion of marks were parts of the assignment required more description rather than critical analysis (such as the executive summary and conclusion where it obtained up to 46% of the marks attributed to these sections, compared to a maximum of 40% of marks for the section requiring the most critical analysis – Impact analysis). The learning outcomes of this module place a large emphasis on being able to critically analyse, given that it is a level 7 module. Figure 1B shows the results of ChatGPT once the weighting of each section is adjusted to place greater emphasis on the Impact analysis section. The results of this show a reduction in the proportion of marks that ChatGPT obtained in all sections, bringing its overall total far below the pass mark. It should be noted that there is the exclusion of a proportion of the total marks pertaining to technical drawings, references and figures due to ChatGPT’s inability to generate those items. As alluded to earlier, where ChatGPT does excel in is its ability to generate grammatically flawless prose with a great level of clarity, hence why it scores highly in the Presentation section.
Figure 1 – A – Summary of BENG0041 marking rubric showing ChatGPT’s marks per section and final mark. B – ChatGPT’s marks per section and final mark after rubric weighting adjustment.

### Conclusion

The findings have highlighted that ChatGPT is able to pass assessments at various levels in the Biochemical Engineering degree, indicating that it may be able to obtain a degree with students who demonstrate limited knowledge. A promising remedy involves revision of assessment rubrics to ensure that the weighting of the most critical elements of an assignment is adequate whilst considering the learning outcomes of the module as well as the level of study. The subsequent steps in this study have and will involve the implementation of ChatGPT and AI classes within the engineering curriculum and the use of the outcomes of this preliminary study to inform a wider study involving more marking staff and more modules in order to obtain more statistically robust data. As this is a project conducted under the auspices of the equality, diversity and inclusion (EDI) committee, the final phase of this project will look to explore the biases of ChatGPT, particularly around concerns with inherent information bias and equitable access. We will be looking to understand how the use of ChatGPT and AI affects vulnerable student populations such as those that are neurodivergent, those with English as a second language and those that are socio-economically challenged.
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