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A B S T R A C T 

A semi-empirical IR/Vis line list, SOLIS, for the sulphur monoxide molecule 32 S 

16 O is presented. SOLIS includes accurate 
empirical rovibrational energy levels, uncertainties, lifetimes, quantum number assignments, and transition probabilities in 

the form of Einstein A coefficients co v ering the X 

3 � 

−, a 1 �, b 1 � 

+ , A 

3 �, B 

3 � 

−, A 

′′ 3 � 

+ , A 

′ 3 � , and e 1 � systems and 

wavenumber range up to 43 303.5 cm 

−1 ( ≥230.93 nm) with J ≤ 69. SOLIS has been computed by solving the rovibronic 
Schr ̈odinger equation for diatomics using the general purpose variational code DUO and starting from a published ab initio 

spectroscopic model of SO (including potential energy curv es, coupling curv es, (transition) dipole moment curves) which is 
refined to experimental data. To this end, a database of 50 106 experimental transitions, 48 972 being non-redundant, has been 

compiled through the analysis of 29 experimental sources, and a self-consistent network of 8558 rovibronic energy levels for 
the X , a , b , A , B , and C electronic states has been generated with the MARVEL algorithm co v ering rotational and vibrational 
quantum numbers J ≤ 69 and v ≤ 30 and energies up to 52 350.40 cm 

−1 . No observed transitions connect to the B 

3 � 

−( v = 

0) state which is required to model perturbations correctly, so we leave fitting the B 

3 � 

− and C 

3 � state UV model to a future 
project. The SO line list is available at ExoMol from www.exomol.com . 

Key words: molecular data – planets and satellites: atmospheres – stars: atmospheres – exoplanets. 
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 I N T RO D U C T I O N  

ulphur monoxide ( 32 S 

16 O) is an often transient diatomic molecule 
hose spectral properties are important for a wide range of environ- 
ents. SO was first detected by radio astronomy in the interstellar 
edium by means of rotational spectroscopy and was the first 3 � 

round state molecule to be detected in outer space (Gottlieb & 

all 1973 ). Additionally, SO was the first molecule observed using
ure rotational transitions using microwave spectroscopy within its 
xcited electronic states (Saito 1970 ). Since its first detection, SO 

as been observed in many astronomical environments, including 
he interstellar medium (Gottlieb et al. 1978 ), molecular clouds 
Blake et al. 1987 ; Codella & Muders 1997 ), and planetary and
unar atmospheres (Na, Esposito & Skinner 1990 ; Lellouch 1996 ; de
ater et al. 2002 ; Belyaev et al. 2012 ). Numerous studies propose
ulphur-bearing molecules, including SO, as constituents of volcanic 
lanetary atmospheres (Zolotov & Fe gle y 1998 ; Krasnopolsk y 2012 ;
obbs et al. 2021 ). It also plays a role in many Solar system

tmospheres, including that of Jupiter’s moon Io (Lellouch 1996 ; 
e Pater et al. 2002 ) and of Venus (Na, Esposito & Skinner 1990 ;
elyaev et al. 2012 ), as well as Earth’s own atmosphere (Burkholder
t al. 1987 ). The recent detection of SO 2 in the atmosphere of
ASP-39b (Rustamkulov et al. 2023 ) suggested SO as part of the

hotochemical production paths of SO 2 (Tsai et al. 2023 ). SO also has
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mportance for (1) experimental applications in spectroscopy, such 
s UV lasing (Miller et al. 1991 ; Stuart, Cameron & Powell 1992 );
2) astrophysical applications, such as shock modelling (Amin, 
lna wa wy & Elshalaby 1991 ; Chernin & Masson 1993 ; Bachiller
996 ), magnetic field measurements in molecular clouds through 
bservation of SO Zeemen splitting (Clark & Johnson 1974 ; Cazzoli
t al. 2017 ), and studies into planetary formation mechanisms after its
rst detection within a protoplanetary disc (Pacheco-Vazquez et al. 
015 ), which supports sulphur-carrier based dust-formation channels 
Vidal et al. 2017 ; Laas & Caselli 2019 ); (3) telluric applications, such
s environmental studies of acid rain, since it is an intermediate in
ombustion reactions and has great chemical involvement with with 
 2 and O 2 (Gaydon 1948 ; Burkholder et al. 1987 ). 
The rovibrational structure of SO’s spectrum for the X 

3 � 

− a 1 � ,
 

1 � 

+ , A 

3 � , and B 

3 � 

− electronic states at low vibrational ex-
itation’s has been studied by numerous works; we provide a full
nalysis of the e xperimental co v erage on SO below. SO’s electronic
ransitions were first reported by Martin ( 1932 ), and has since been
ubject to pure rotational (Yamamoto 1993 ; Klaus et al. 1994 ),
lectronic (Colin 1968 , 1982 ; Setzer, Fink & Ramsay 1999 ), and
ovibrational (Wong, Amano & Bernath 1982 ; Kanamori et al. 
985 ; Kanamori, Tiemann & Hirota 1988 ) spectroscopic studies. 
he pure rotational transitions within several vibrational states in the 
round X 

3 � 

− electronic state have been measured in the terahertz
Klaus, Belov & Winnewisser 1997 ; Martin-Drumel et al. 2015 ), far-
nfrared (Clark & Delucia 1976 ; Cazzoli et al. 1994 ), and microwave
e gions (Lo vas et al. 1992 ; Yamamoto 1993 ; Bogey et al. 1997 ). For
onomical Society. This is an Open Access article distributed under the terms 
s/ by/ 4.0/ ), which permits unrestricted reuse, distribution, and reproduction 
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Table 1. Relation between the e / f and ± parities for linear molecules. 
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ost of these spectra, SO was studied in non-local thermodynamic
quilibrium (non-LTE) conditions, and so only relative intensities are
vailable at best. Currently, there are no published absolute intensity
easurements for SO. Ho we ver, measurements of state lifetimes

rovide information on Einstein A coefficients and hence transition
ipole moments (TDMs; Tennyson et al. 2016 ). Experimental life-
imes for the b 1 � 

+ , A 

3 � , and B 

3 � 

− states have been measured
Smith 1969 ; Elks & Western 1999 ; Yamasaki et al. 2003 ), and
rovide a valuable benchmark for our intensity calculations (see
ection 5.1 ). 
In this study, we present the largest compilation of experimental

ransition data and derived self-consistent empirical rovibrational
nergy levels for 32 S 

16 O to date. The derived energy levels where
btained through use of the MARVEL (Measured-Active-Rotational-
ibrational-Energy-Levels) spectroscopic network algorithm, to
hich we format the 32 S 

16 O data based on the MARVEL format
Furtenbacher, Cs ́asz ́ar & Tennyson 2007 ). We then refine our ab
nitio spectroscopic model (Brady et al. 2022 ) to our determined
mpirical energies to produce a hot semi-empirical line list SOLIS
or 32 S 

16 O as part of the ExoMol project (Tennyson & Yurchenko
012 ; Tennyson et al. 2020 ). The SOLIS line list supplements
xisting spectroscopic line list data for SO which are limited in
o v erage. F or e xample, spectroscopic databases CDMS (Endres
t al. 2016 ) and NIST (Kramida et al. 2020 ) databases contain
ata co v ering the microwav e re gion only. HITRAN (Gordon et al.
022 ) considers relatively low vibrational excitations for transitions
etween electronic states X 

3 � 

−, a 1 � , and b 1 � 

+ only. We compare
he SOLIS line list to the existing spectra data in Section 5.5 . 

 T H E O R E T I C A L  B  AC K G R  O U N D  

.1 The MARVEL pr ocedur e 

he critical e v aluation of experimental transition data and formation
f a self-consistent set of rovibronic energy levels is done through
he MARVEL procedure (Furtenbacher, Cs ́asz ́ar & Tennyson 2007 ;
urtenbacher & Cs ́asz ́ar 2012a ) which is built on the concept
f spectroscopic networks (SN) (Cs ́asz ́ar & Furtenbacher 2011 ;
urtenbacher & Cs ́asz ́ar 2012b ). Through a weighted linear least-
quares protocol, MARVEL inverts the information contained within
ransition data to form a set of associated energy levels and uncer-
ainties. Self consistency within the energy levels is then achieved
hrough an iterative re-weighting algorithm which adjusts (increases)
he uncertainties in the line positions to an optimized uncertainty σ opt 

ntil they agree with the rest of the network. 
The inverted MARVEL energy levels form nodes of a SN, which

re linked by transitions, to which the validation of experimental
nformation can be done on all data simultaneously using elements
f network theory. The final energy level uncertainties in the SN are
btained through combining the optimal MARVEL uncertainties of
ll transitions connecting a given energy level. This study used a
ew implementation, MARVEL 4, which uses a bootstrap method to
etermine uncertainties in the empirical energy levels it determines
Tennyson et al. 2023 ). We used 100 iterations with the bootstrap
ethod to determine the uncertainties in our empirical MARVEL

nergy levels. 

.2 Quantum numbers 

e assign the rovibronic energy levels of 32 S 

16 O using the vibrational
nd rotational quantum numbers v and J , respectively, rotationless
arity τ ( e / f ) and, in line with the Hund’s case-(a) coupling scheme,
NRAS 527, 6675–6690 (2024) 
ublevels denoted by the fine structure F 2 S + 1 . For J ≥ � + S , the
ne structure, F 2 S + 1 , is defined for triplet electronic states via 

 1 = N + S, 

 2 = N, 

 3 = N − S, (1) 

here singlet states have no spin projection (i.e. F 2 ) and the total
ngular momentum excluding electronic and nuclear spin is labelled
 . For linear molecules such as diatomics, levels with parity + ( −
) J and −( − 1) J are labelled e and f le vels, respecti vely, and their
elation to the ± parities are given in Table 1 . We thus assign every
 xperimental ro vibrational transition using the v, J , e / f , F quantum
umbers and standard spectroscopic notation for electronic states.
or nuclear motion calculations, we use the quantum numbers � , �,
nd 	 to assign electronic states, which are the projection of orbital,
pin, and total angular momentum on the bond axis, respectively, in
ddition to the state labels X 

3 � 

−, A 

3 � , b 1 � 

+ , etc. For the X 

3 � 

−

nd B 

3 � 

− states, the spin-parity sub-levels in increasing energy
rder are 

( F 1 , e) : � = 0 , � = 0 , 	 = 0 , 

 F 2 , f ) : � = 0 , � = 1 , 	 = 1 , 

( F 3 , e) : � = 0 , � = 1 , 	 = 1 , (2) 

hereas for the regular A 

3 � state there is lambda-doubling (LD)
nd we have 

 F 1 , e/f ) : � = 1 , � = −1 , 	 = 0 , 

 F 2 , e/f ) : � = 1 , � = 0 , 	 = 1 , 

 F 3 , e/f ) : � = 1 , � = + 1 , 	 = 2 (3) 

nd for the inverted C 

3 � state the sublevels increase in energy with
ecreasing 	

 F 1 , e/f ) : � = 1 , � = + 1 , 	 = 2 , 

 F 2 , e/f ) : � = 1 , � = 0 , 	 = 1 , 

 F 3 , e/f ) : � = 1 , � = −1 , 	 = 0 . (4) 

igorous electric-dipole selection rules hold here, and can be
ummarized as 

+ ↔ −, 

J = ±1( e ↔ e, f −→ f ) , 

J = 0( e ↔ f , 0 �↔ 0) 

 T H E  EXPERI MENTAL  TRANSI TI ON  

ATA BA SE  

.1 Outline 

able 2 summarizes the experimental transition data included within
ur MARVEL analysis where each study is conveniently labelled
ith a tag including the first two digits of the year of publication

nd letters of the names of the first three authors in the form
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Table 2. The experimental data sources included in the final MARVEL analysis and their spectroscopic coverage. 

TAG Source Range (cm 

−1 ) 
Electronic 

states J v σ̄ (cm 

−1 ) V/T Comm 

64PoLi Powell & Lide ( 1964 ) 0.435–2.2 X - X 0–3 0–0 1.07 × 10 −5 5/5 
64WiGoSa Winnewisser et al. ( 1964 ) 2.87–5.74 X - X 1–4 0–0 1.67 × 10 −5 6/6 
69Colin Colin ( 1969 ) 38672.94–39086.99 A - X 0–34 0–2 0.06 0/514 a,b,j 
71BoMa Bouchoux, Marchand & Janin ( 1971a ) 11354.43–11606.78 b - X 5–96 0–2 0.40 154/227 a 
72BoMa Bouchoux & Marchand ( 1972 ) 12265.5–12625.29 b - X 8–32 0–4 0.40 123/165 a 
74Tiemann Tiemann ( 1974 ) 1.21–4.31 X - X 1–4 0–0 8.64 × 10 −8 6/6 
76ClDe Clark & Delucia ( 1976 ) 4.26–11.6 X - X , a - a 0–9 0–0 4.50 × 10 −5 28/28 
82Colin Colin ( 1982 ) 38255.26–39499.71 A - X 1–34 0–1 0.21 246/275 a,b 
82WoAmBe Wong, Amano & Bernath ( 1982 ) 3368.19–3386.30 X - X 1–9 0–3 2.00 × 10 −3 28/28 
82WuMoYe Wu, Morgner & Yencha ( 1982 ) 23696.68–40816.33 B - X 0–0 1–19 2.00 × 10 −4 0/9 c 
82Tiemann Tiemann ( 1982 ) 1.21–9.89 X - X 1–9 0–0 3.53 × 10 −5 5/5 
85KaBuKa Kanamori et al. ( 1985 ) 1041.95–1116.20 X - X 1–44 0–6 2.14 × 10 −3 50/94 c 
86ClTe Clyne & Tennyson ( 1986 ) 38051.24–38108.07 A - X 1–24 0–0 0.15 74/87 b 
87BuLoHa Burkholder et al. ( 1987 ) 1051.89–2296.98 X - X , a - a 0-47 0–2 1.64 × 10 −3 560/562 b,e 
87EnKaHi Endo, Kanamori & Hirota ( 1987 ) 10.9–12.8 a - a 7–9 0–5 9.00 × 10 −7 12/24 c 
88KaTiHi Kanamori, Tiemann & Hirota ( 1988 ) 1022.14-1121.26 a - a 2–41 0–5 2.01 × 10 −3 82/144 b,c,f 
92LoSuOg Lovas et al. ( 1992 ) 0.435–0.435 X - X 1–1 0–0 6.67 × 10 −7 0/1 
93Yamamoto Yamamoto ( 1993 ) 2.8–15.4 b - b 1–11 0–8 5.89 × 10 −7 42/42 c 
94CaClCo Cazzoli et al. ( 1994 ) 19–62.8 X - X , a - a 9–45 0–0 1.46 × 10 −4 33/33 
94StCaPo Stuart, Cameron & Powell ( 1994 ) 39619.44–40280.32 A - X , B - X 1–26 0–5 0.03 85/237 a,c 
96KlSaBe Klaus et al. ( 1996 ) 19.7–34.4 X - X 12–25 0–7 3.76 × 10 −6 45/71 c 
97BoCiDe Bogey et al. ( 1997 ) 11.7–31.2 a - a , b - b 8–22 0–13 1.40 × 10 −6 81/143 b,c 
97KlBeWi Klaus, Belov & Winnewisser ( 1997 ) 9.94–35.4 a - a , b - b 6–25 0-7 4.43 × 10 −6 41/55 c 
99SeFiRa Setzer, Fink & Ramsay ( 1999 ) 5792.97–10566.42 a - X , b - X 0–50 0-2 0.01 813/890 i 
03KiYa Kim & Yamamoto ( 2003 ) 1.11–2.8 b - b 0–2 0-22 6.67 × 10 −8 30/30 c 
15MaHiMo Martin-Drumel et al. ( 2015 ) 0.435–83.8 X - X 0–60 0-0 2.08 × 10 −6 110/110 d 
17CaLaCo Cazzoli et al. ( 2017 ) 2.87–28.1 X - X 0–20 0-0 6.67 × 10 −5 19/19 
CDMS Endres et al. ( 2016 ) 0.43–125.40 X - X , a - a 0–69 0-1 3.97 × 10 −2 860/862 g 
22HeStLy Heays et al. ( 2022 ) 37856.62–52350.40 A - X , B - X , C - X 0-51 0-30 0.05 45434/45434 h 

Notes. TAG denotes the identifier used to label the data sources throughout this paper, V/T describes the number of validated or included (V) data using the 
MARVEL procedure described in Section 2.1 relative to the total number of provided transitions (T), and the final column cross-references source specific 
comments (Comm) in Section 3.3 . 
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YYAaBbCc’. Table 2 includes the spectral co v erage of each study,
he associated quantum number co v erage of their assignments, and 
he mean uncertainty of their results. We compiled a total of 50 106
ransitions, of which 49 613 are non-redundant, from 29 experimental 
ources co v ering the X 

3 � 

−, a 1 � , b 1 � 

+ , A 

3 � , B 

3 � 

−, and C 

3 �

lectronic states of SO for rovibrational excitation’s J ≤ 69, v ≤ 30. 

.2 General comments 

 crucial limitation of the experimental data set for SO (Table 2 )
s in the vibrational state co v erage of the lower electronic states.
ransitions to/within states beyond the third vibrational excitation 
or X 

3 � 

−, a 1 � , b 1 � 

+ , and A 

3 � are severely lacking. Some
ibrational transition data involving states beyond v > 3 are available, 
ut inclusion of these within our MARVEL analysis often led to 
ragmented SNs. 

Our literature re vie w found that no transitions have been measured
ssociated with the vibrational ground state of the B 

3 � 

− state, which
akes it difficult to constrain its PEC minima during refinement of

he spectroscopic model. The impact of this missing data is then 
mplified since the B 

3 � 

− and C 

3 � energies exhibit many mutual
erturbations because of their o v erlapping potentials and strong 
oupling. To correctly model the perturbations one requires accurate 
ositioning of the potentials corresponding to the resonating states 
elative to each other, which is made difficult because of the absence
f data connecting to the B 

3 � 

−( v = 0) state. 
Isotopologues of SO have been experimentally measured by 
everal sources covering 33 S 

16 O (Klaus et al. 1996 ; Martin-Drumel
t al. 2015 ; Heays et al. 2022 ), 34 S 

16 O (Tiemann 1974 , 1982 ; Bogey,
emuynck & Destombes 1982 ; Burkholder et al. 1987 ; Yamamoto 
993 ; Klaus, Belov & Winnewisser 1997 ; Martin-Drumel et al. 2015 ;
eays et al. 2022 ), 32 S 

17 O (Klaus et al. 1996 ), 32 S 

18 O (Tiemann 1974 ;
ogey, Demuynck & Destombes 1982 ; Tiemann 1982 ; Burkholder 
t al. 1987 ; Klaus et al. 1996 ; Klaus, Belov & Winnewisser 1997 ) and
he rare isotopologue 36 S 

16 O (Heays et al. 2022 ; Klaus et al. 1996 ).
ew studies measure transitions within excited electronic states for 

hese isotopologues, where Klaus, Belov & Winnewisser ( 1997 ) 
easured the a 1 � and b 1 � 

+ states, Yamamoto ( 1993 ) measured
he b 1 � 

+ state, and Heays et al. ( 2022 ) measured the higher
 

3 � , B 

3 � 

−, and C 

3 � electronic states. Low vibronic excitation
s typically measured with similar J co v erage as the main 32 S 

16 O
sotopologue. 

.3 Source-specific comments 

(a) A significant problem we faced during data analysis is that 
everal literature sources did not provide obvious uncertainties on 
heir line measurements, which is important for their validation 
ithin the MARVEL protocol (Section 2.1 ). We thus had to estimate

heir uncertainties through combination difference (CD) tests to other 
ata in our database with known uncertainties where possible. These 
ources include Bouchoux, Marchand & Janin ( 1971a ), Bouchoux &
archand ( 1972 ), Colin ( 1969 , 1982 ) and Stuart, Cameron & Powell
MNRAS 527, 6675–6690 (2024) 
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 1994 ). Initial uncertainties for these sources were assumed to be
.05 cm 

−1 and manually increased with successive MARVEL runs
ntil the data gave satisfactory CD relations with other sources. In
he case of blended lines, their uncertainties were increased by a
actor of 

√ 

2 relative to the non-blended data which often resulted
n their validation. As a result of this, the source uncertainties
ere estimated to be 0.02 cm 

−1 (Stuart, Cameron & Powell 1994 ),
.4 cm 

−1 (Bouchoux, Marchand & Janin 1971b , 1972 ), 0.05 cm 

−1 

Colin 1969 ), and 0.2 cm 

−1 (Colin 1982 ). 
(b) Another issue with the experimental transition data is the

ignificant proportion of blended lines that are reported, such in
he measurements by Colin ( 1969 , 1982 ), Clyne & Tennyson ( 1986 ),
urkholder et al. ( 1987 ), Kanamori, Tiemann & Hirota ( 1988 ), and
ogey et al. ( 1997 ). To account for potential inaccuracy in their
ssignments the blended lines were given a lower weight in our SN
odel [see comment (a) abo v e]. 
(c) The experimental sources Wu, Morgner & Yencha ( 1982 ),

anamori et al. ( 1985 ), Endo, Kanamori & Hirota ( 1987 ), Kanamori,
iemann & Hirota ( 1988 ), Yamamoto ( 1993 ), Stuart, Cameron &
owell ( 1994 ), Klaus et al. ( 1996 ), Bogey et al. ( 1997 ), Klaus,
elov & Winnewisser ( 1997 ) and Kim & Yamamoto ( 2003 ) provide

ransition data in high vibrational states which were remo v ed from
he MARVEL SN (see Section 3.2 ). 

(d) 15MaHiMo (Martin-Drumel et al. 2015 ) provide much data on
O isotopologues with determined isotopically invariant parameters
s well as other various constants for the lowest seven vibrational
tates. 

(e) 87BuLoHa (Burkholder et al. 1987 ) contains a misprint in
able 1 column 5, the SO ( X 

3 � 

−, v = 1 − 0, R (18)) line should be
108.81665 cm 

−1 , not 1008.81665 cm 

−1 . 
(f) 88KaT iHi (Kanamori, T iemann & Hirota 1988 ) provide 60 SO

 a 1 � , v = 3 − 4, 4 − 5) transitions. If high vibrational data for SO
ecomes available these would be a prime source for inter-vibrational
ransition data to supplement our MARVEL dataset. 

(g) A discrepancy in the CDMS data for the X 

3 � 

−, v = 1 state
f SO was found. The lowest v = 1 state energy had to be shifted
y 26.4559 cm 

−1 . Furthermore, a shift of 6.478 cm 

−1 was found in
he a 1 � , v = 0 CDMS data of SO, where the source of error may
ome from use of a high uncertainty v = 0 − 0 band centre due to
ielefeld et al. ( 1984 ). The relative energies between CDMS levels
ithin the same vibrational levels are unaffected, hence the transition
avenumbers are correct, but were corrected before being used in

nalyses involving MARVEL . 
(h) Heays et al. ( 2022 ) perform high-resolution FUV Fourier

ransform photoabsorption spectroscopy and provide the only pub-
ished UV transition data co v ering the C 

3 � ← X 

3 � 

−and B 

3 � 

−

 v = 4. . . 30) ← X 

3 � 

− bands. Because of the large o v erlap and
pin-orbit coupling (SOC) between the B 

3 � 

− and C 

3 � states, many
erturbations are present within the experimental data which appear
o be assigned accurately. They also provide transition data for the
sotopologues 33 S 

16 O and 36 S 

16 O. 
(i) Setzer, Fink & Ramsay ( 1999 ) provide 74 b 1 � 

+ − X 

3 � 

−

agnetic dipole transitions, which have the same selection rules as
or electric dipole transitions except from the parity changing rule. 

(j) We chose to omit the 540 A 

3 � ( v ′ = 2) −X 

3 � 

− ( v ′′ = 0)
ransitions measured by Colin ( 1969 ) for two reasons: (1) they
roduced many conflicts with the more comprehensive and more
ccurate data by Heays et al. ( 2022 ); (2) use of MARVELized
nergies generated including these data for refining our spectroscopic
odel pro v ed v ery difficult; we prescribed abnormalities in the

nergy structure to be due to the poor data which did not occur
NRAS 527, 6675–6690 (2024) 

i  
hen using the equi v alent MARVELized data from Heays et al.
 2022 ). 

.4 MARVELization of the experimental transition data 

he 32 S 

16 O spectroscopic network was built through input of 50 106
ovibronic transitions into MARVEL from the 29 data sources
utlined in Table 2 . 546 transitions were invalidated since their
ptimized uncertainties did not satisfy the validation condition σ opt 

σ exp < 0.05 cm 

−1 . Invalidation of transition data can be due to
ultiple reasons, errors in their quantum number assignment, in their
easurement, in the digitization of their scanned data (especially in

ld papers), and simply because they are not self-consistent with
he rest of the network. The latter is the most common cause
f invalidation but since they usually connect few lev els the y are
nvalidated if the aforementioned reasons are not the cause. The
nvalidated transitions are remo v ed from the MARVEL network but
re kept in the MARVEL input file with a ne gativ e wav enumber
ransition frequency. We note the 590 transitions were excluded not
ecause of invalidation through the MARVEL procedure and are
etailed in comments i and j in Section 3.3 . 
The majority of transitions that were invalidated are for lines

onnecting v > 3 (69 per cent) because of the lack of inter-vibrational
ata energetically abo v e v > 3 which, if included, resulted in the
ragmentation of our central SN and the invalidation of otherwise
eemingly reliable data sources. There are a lack of measurements
f rotational transitions within these higher vibrational states. It was
ound that keeping data for v ≤ 3 produced the largest set of self-
onsistent energy levels and hence SN. For v ≤ 3, the experimental
ource that provided the most invalidated transitions is by Colin
 1969 ) (44 per cent), who measured the only A 

3 � −→ X 

3 � 

− v =
 −→ 0 band transitions, which is important for the refinement of the
 

3 � potential energy curve (PEC). Colin ( 1969 ) measured 32 S 

16 O in
mission by means of flash photolysis of sulphur-bearing gases using
 medium-resolution quartz spectrograph. They provide no direct
ncertainty on their line positions, but provide an uncertainty for their
 

3 � 

− −→ B 

3 � 

− bandheads of ±1 cm 

−1 obtained in their absorption
tudy. If one uses this value as a metric for their line position uncer-
ainties, then it is to be expected that data coming from Colin ( 1969 )
hould be treated with caution, consequently leading to much of their
ata being invalidated. The majority of the remaining invalidated v 

3 data comes from Colin ( 1982 ) and Stuart, Cameron & Powell
 1994 ) (21 and 22 per cent, respectively) who measure X 

3 � 

− −→
 

3 � and X 

3 � 

− −→ B 

3 � 

− transition bands, respectively. 
As a result of the critical e v aluation of the experimental transition

ata, we invert and provide optimized uncertainties for 8558 rovibra-
ional energy levels for 32 S 

16 O which forms a fully self-consistent
N. Fig. 1 plots the MARVEL energies versus the rotational quantum
umber J , where a large gap in the ∼15 000–37 000 cm 

−1 region
xists, corresponding to missing highly excited vibrational data in
he X 

3 � 

−, a 1 � , and b 1 � 

+ states and an y e xperimental co v erage
f the intermediate electronic states c 1 � 

−, A 

′ 3 � , and A 

′′ 3 � 

+ .
or the higher vibrational energy levels of each electronic state,

here are also gaps in the rotational structure. The experimental
ransition frequencies collected as part of this work are provided
n the Supporting Information to this paper in the MARVEL format
longside the resulting MARVEL empirical energy levels. 

 T H E  SPECTROSCOPIC  M O D E L  

o produce the final semi-empirical line list for 32 S 

16 O, we use the ab
nitio spectroscopic model presented in our recent work (Brady et al.
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Figure 1. Our generated MARVEL energies plotted against the angular mo- 
mentum quantum number J for the X 

3 � 

−, a 1 � , b 1 � 

+ , A 

3 �, B 

3 � 

− and 
C 

3 � states. The vertical structure within each electronic state corresponds 
to the different vibrational levels. The size of the plot markers are directly 
proportional to the number of combination differences to that level in the SN. 
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022 ) as a theoretical baseline for refinement to our MARVELized 
nergy levels. Section 4.1 overviews the details of the ab initio model
nd Section 4.2 details the method used to refine it. 

.1 The ab initio spectrosopic model 

he ab initio curves that make up our SO model (Brady et al.
022 ) were computed using internally contracted multireference 
onfiguration interaction (ic-MRCI) level of theory and aug-cc-pV5Z 

asis sets. The active space and state averaging were chosen to have
2 active electrons with occupied (8, 3, 3, 0) and closed (4, 1, 1,
) orbitals under C 2 v symmetry. The model co v ers 13 electronic
tates: X 

3 � 

−, a 1 � , b 1 � 

+ , c 1 � 

−, A 

′′ 3 � 

+ , A 

′ 3 � , A 

3 � , B 

3 � 

−,
 

3 � , d 1 � , e 1 � , C 

′ 3 � , and (3) 1 � , which range up to 66 800 cm 

−1 ,
astly beyond the scope of experimental coverage of the molecule. 
he ab initio model includes 13 PECs, 29 dipole and TDMs, 25 spin-
rbit curves, and 18 electronic angular momentum curves on a grid 
f points o v er bond lengths 1–3 Å, where a diabatic representation
as built by removing the a v oided crossings between the spatially
egenerate pairs C 

3 � – C 

′ 3 � and e 1 � – (3) 1 � through a property-
ased diabatization method. 

.2 Refinement 

e refined our model to the IR/Vis region by fitting to the X 

3 � 

−,
 

1 � , b 1 � 

+ , and A 

3 � energies only. We include the minimum
umber of states and couplings required such that our computed 
nergies for these states agree with the MARVEL energies. Our 
efined model includes PECs and couplings connecting the X 

3 � 

−,
 

1 � , b 1 � 

+ , A 

3 � , B 

3 � 

−† , A 

′ 3 � 

† , A 

′′ 3 � 

+ † , e 1 � 

† states, see
ig. 2 , where potentials for states labelled with a ’ † ’ superscript
re not refined; these are included solely for their couplings within
ur model, but their dipoles are kept ab initio . These couplings,
espite not being the dominant contributions to the energies of the
 

3 � 

−, a 1 � , b 1 � 

+ , and A 

3 � states, will redistribute intensities
ccording to the intensity stealing mechanism (see Section 5 and 
he Appendix). First, we found that including the c 1 � 

− and d 1 �
tates within the model had negligible effect on the energies of the
tates of interest, and so they were omitted. Secondly, the inclusion
f the C 

3 � state pro v ed problematic and only worsened the fit.
ecause the B 

3 � 

− and C 

3 � PECs have large overlap and strong
ouplings between each other, their MARVEL energies include many 
erturbations because of resonances with each other, and also due to
ultiple a v oided crossings with upper electronic states. Furthermore, 

ue to the lack of important experimental data and consequent lack of
roper constraint on the B 

3 � 

− PEC minimum, efforts to include the
V region within our fit pro v ed too difficult to do satisfactorily. We

herefore remo v ed the C 

3 � state entirely from our model, but found
ncluding the B 

3 � 

−, now without resonances with C 

3 � , impro v ed
he fit of the X 

3 � 

−, a 1 � , b 1 � 

+ , and A 

3 � energies without being
 major contribution to the accuracy of our model. Our initial efforts
o fit the UV model constrained the B 

3 � 

− PEC enough such that
xpectation values of its couplings to other states in our model were
ensible. Furthermore, the current need for the IR/Vis SO line list
eans we leave work on the UV model to a future study when the

ppropriate data becomes available. 
MNRAS 527, 6675–6690 (2024) 
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Refinement of the ab initio model is facilitated through DUO , a
eneral purpose variational (open access 1 ) code that solves the rovi-
ronic Schr ̈odinger equation for diatomic molecules. A description
f the methodologies used in DUO is given by Yurchenko et al.
 2016 ). The refinement process goes as follows: (1) represent PECs,
OCs, EAMCs, DMCs, and other empirically fitted couplings such
s rotational Born–Oppenheimer breakdown (BOB), spin–spin (SS),
nd spin-rotational (SR) curves with analytical forms; (2) compute
nergy levels using DUO through solving the rovibronic Schr ̈odinger
quation with curves defined; (3) fit parameters of the analytical
unctions such that the computed energy levels agree with the

ARVEL energies. 
Before refinement, the MARVEL energy level quantum number

ssignments need to be converted to the DUO quantum numbers J ,
, v, � , �, and 	 (see Section 2.2 ). Next, the i -th MARVEL energy
as given a weight equal to 

 i = | log 10 ( σ
opt 
i ) | × n CD 

i . (5) 

here σ opt 
i is its optimized uncertainty and n CD 

i is the number of com-
ination differences/frequency of occurrence within the transition
atabase. This weight is used in the DUO fit meaning energy levels
ith large uncertainty and a low number of combination differences
ill have less effect on the fit. Next, a running number must be
efined to enumerate the global order of the energy levels calculated
y DUO . These should agree with MARVEL ’s energy ordering for
ower v and J numbers, but for higher energy states where DUO ’s
alculated energies deviate significantly from the MARVEL data, the
rdering of states between the two can differ. The running number we
mploy increases by 1 per vibrational excitation and by 100 per each
lectronic state, for example, the running numbers for X 

3 � 

−( v =
) and a 1 � ( v = 2) are 1 and 102, respectively. This produced a
ensible enumeration that ef fecti vely separated the energy levels and
rovided correct assignments of the calculated energy levels. 

.2.1 Potential energy, spin-orbit, electronic angular momentum 

urves 

e represent all PECs using the Extended Morse Oscillator (EMO)
unction (Lee et al. 1999 ) which has the form 

 ( r) = V e + ( A e − V e ) 

( 

1 − exp 

[ 

−
( 

N ∑ 

i= 0 

a i ξp ( r) i 
) 

( r − r e ) 

] ) 2 

,

(6

here D e = A e − V e is the dissociation energy, V e is the potential
inimum and A e is the asymptote, a i are the expansion coefficients,

 e is the equilibrium bond length, and ξ p ( r ) is the so called Šurkus
ariable ( ̌Surkus, Rakauskas & Bolotin 1984 ) given by 

p ( r ) = 

r p − r p e 

r p + r 
p 
e 

(7) 

ith p as an integer parameter to allow for a better convergence at
arge bond lengths values. The X 

3 � 

−, a 1 � , b 1 � 

+ , A 

3 � , A 

′ 3 � , and
 

′′ 3 � 

+ states dissociate to the same asymptote S( 3 P) + O( 3 P), which
e initially set at 5.429 eV as reported by Huber & Herzberg ( 1979 )

nd then floated during our fits, which converged to a nearby value
f 5.42895 eV. The B 

3 � 

− state adiabatically correlates to S( 1 D)
 O( 3 P) which we set to a value of 6.5731 eV (53015.86 cm 

−1 ) as
etermined through atomic energies from the NIST atomic database.
NRAS 527, 6675–6690 (2024) 
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e shifted the PECs to the X 

3 � 

− minimum such that V e ( X 

3 � 

−) =
 cm 

−1 . Since only the X 

3 � 

−, a 1 � , b 1 � 

+ , A 

3 � , B 

3 � 

−, and
 

3 � hav e e xperimental transition data to refine their PECs to,
he ab initio PECs for the A 

′′ 3 � 

+ , and A 

′ 3 � were fitted to the
MO function given in equation ( 6 ) using 10 expansion parameters
hich ensured accurate representation of their shape as given by ab

nitio calculations. Once we fitted the EMO functions, we could then
une their dissociation assymptotes to the 5.429 eV limit (Huber &
erzberg 1979 ). The T e value for the A 

′′ 3 � 

+ state was fixed to
0 692 cm 

−1 as provided by Norwood & Ng ( 1989 ). We chose not
o tune the e 1 � ab initio PEC because it has a strong influence on
he computed X 

3 � 

−, a 1 � , b 1 � 

+ , and A 

3 � energies and ne gativ ely
ffects our refinement when altering its potential. This ne gativ e effect
s due to: (1) the shape of the PEC would be destroyed in tuning the
 e and D e values; (2) the e 1 � state has been diabatized (Brady
t al. 2022 ), so tuning its PEC would change the a v oided crossing
orphology and hence a new diabatization of the spectroscopic
odel would be required; without experimental data covering e 1 �
e chose to keep the diabatized ab initio potential values. 
In our refinement, the ab initio B 

3 � 

− PEC by Sarka & Nanbu
 2019 ) was used instead of the PEC from our recent ab initio work
Brady et al. 2022 ). The latter did not employ sulphur-specific diffuse
unctions, which led to the underestimation of the S( 3 P) + O( 3 P),
( 1 D) + O( 3 P) and S( 1 D) + O( 1 D) dissociation asymptotes and
ffected the B 

3 � 

− PEC the worst. The adiabatic character of the
 

3 � 

− PEC was modelled by diagonalizing a 2 × 2 matrix of diabatic
otentials and the corresponding diabatic coupling which gives the
diabatic potential through solution of the quadratic equation for this
ystem (Brady et al. 2022 ). 

The ab initio SOCs and EAMCs were morphed from the grid
epresentation to a Šurkus-like expansion (Prajapat et al. 2017 ;
urchenko et al. 2018a ) given by 

 ( r) = 

N ∑ 

i= 0 

B i z 
i ( r)( r − ξp ) + ξp B ∞ 

, (8) 

here B i are the expansion coefficients, B ∞ 

is usually taken as zero
n-order to allow the expansion to not diverge towards r −→ ∞ , and
 is a damped displacement coordinate given by 

( r) = ( r − r e ) exp [ −β2 ( r − r e ) 
2 − β4 ( r − r e ) 

4 ] , (9) 

here β2 and β4 are damping constants. 

.2.2 Empirical rotational BOB, SS, and SR curves 

e fitted the phenomenological SS couplings and the empirical SR
ouplings of the triplet X 

3 � 

−, A 

3 � , and B 

3 � 

− states to account
or additional 	-splitting and to allow for additional variation of
 , respectively, not described by the ab initio model (Kato 1993 ;
urchenko et al. 2016 ). We also fitted rotational BOB curves for
ll but the B 

3 � 

− state to correct for the electron un-coupling to
he nuclear motion producing an additional J 2 dependence in the
esiduals of the rovibronic energies and which can be thought of as a
orrection to the position-dependent rotational mass. Some SS, SR,
nd BOB couplings are modelled using equation ( 9 ) and some using
 Šurkus polynomial expansion given by 

 ( r) = (1 − ξp ) 
N ∑ 

i= 0 

a i ξ
i 
p + ξp a ∞ 

. (10) 

his greatly enhanced the accuracy of the finalized spectroscopic
odel. 

https://github.com/Exomol/Duo)
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Figure 3. Visual representation of the difference between our MARVEL 

(Obs.) and the calculated (Calc.) energy levels as a function of J for the X 

3 � 

−, 
a 1 � , b 1 � 

+ , and A 

3 � states. (a) The Black crosses compare computed 
PGOPHER energies to our calculated DUO ones; (b) high scatter present in 
the MARVELized b 1 � 

+ ( v = 3, 4) levels; ( A 

3 � ( v = 2)) the Obs. – Calc. 
structure in the red points increases rapidly towards higher J’s (see text). 
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.3 Accuracy of the refined model 

ig. 3 illustrates the Observed minus Calculated (O – C) energy 
esiduals as a function of the rotational quantum number J , and
rovides a metric on the accuracy of our model to reproduce our
ARVEL ized energies. Most of the highly scattered energy levels 

ave no combination differences with other sources, and so are 
f fecti v ely remo v ed from the fit by setting their weight to 10 −6 .
e fit 100 per cent of 512 X 

3 � 

− ( J ≤ 69) energy levels with a total
oot-mean-square (rms) error of 3.13 × 10 −3 cm 

−1 , 99 per cent of 
44 a 1 � ( J ≤ 52) energy levels with a rms error of 1.08 × 10 −3 cm 

−1 ,
5 per cent of 206 b 1 � 

+ ( J ≤ 64) energy levels with a total rms error
f 0.27 cm 

−1 , and 78 per cent of 1262 A 

3 � ( J ≤ 34) energy levels
ith a rms error of 0.24 cm 

−1 . The abo v e rms errors were calculated
fter filtering outliers from our data set which heavily influenced the 
ms, such as the scattered data of b 1 � 

+ ( v = 3, 4), the A 

3 � ( v = 2, J
35) states, and a single data point of a 1 � . Elks & Western ( 1999 )

rovide rotational constants for the A 

3 � ( v = 4 − 13) states fitted to
heir 1 + 1 resonance enhanced multiphoton ionization spectra which 
e used to compute low J ( J ≤ 5) energies via PGOPHER (Western
017 ). These energies to our knowledge are the only ones co v ering
he highly excited vibronic states of A 

3 � and so we use them to
onstrain the A 

3 � potential up to its dissociation. The black points
n Fig. 3 for J ≤ 5 [see label (a)] indicates the vibrational dependence
n the residuals of these PGOPHER levels, which we manage to fit all
ithin ∼4.5 cm 

−1 . Doing this allowed for a more physical description 
f the ef fecti ve position-dependent correction to the rotational mass
or the A 

3 � by constraining the potential gradient, and ultimately 
ed to higher accuracy in the associated computed lifetimes (see 
ection 5.1 ). 
Generally, the b 1 � 

+ data are of high quality and are reproduced
y our model to within ∼10 −4 −10 −3 cm 

−1 with the exception of
igh scatter within the MARVEL ized b 1 � 

+ ( v = 3, 4) energies.
his scatter can be seen in Fig. 3 around the label (b). One
triking feature in Fig. 3 is of the A 

3 � ( v = 2) Obs. – Calc.
esiduals, which, despite many attempts to model correctly, are 
oorly reco v ered in our model. We see a smooth, but rapid increase
n the MARVEL energies with J of this band to ∼35 cm 

−1 at J =
1. We postulate this is because a dark state pushes these energies
pwards, some candidates being the c 1 � 

−, A 

′′ 3 � 

+ , and A 

′ 3 � which
ross through the A 

3 � potential, ho we ver, all attempts to correctly
osition their PECs relative to the A 

3 � failed to reproduce this
ehaviour. No published data on the crossing states exists, but it
s entirely possible that a correct description of these electronic 
otentials could resolve this issue, and some empirical data could 
e used to constrain their curves better than blindly varying their
ositions. 
Some residual J -dependence can be seen for the X 

3 � 

− and
 

1 � 

+ states, where the former is due to J -dependent 	-splitting
nd parity splitting within the | 	| = 1 levels, and the latter is due
o vibrational dependence in the ef fecti ve rotational centre not being
ully accounted for. Ho we ver, the residuals to the MARVEL energies
re all ≤10 −2 cm 

−1 which means the model should extrapolate well
o higher J . 

One major problem faced during the refinement was with the 
pin-orbit splitting of the A 

3 � energies, where experiment (Colin 
969 , 1982 ) predicts regular 	 energy ordering, whereas multiple 
b initio calculations reveal the 〈 A 

3 � | SO z | A 

3 � 〉 SOC to have a
e gativ e phase, suggesting irregular 	 energy ordering. Analysis 
y Colin ( 1969 ) shows the LD to be ∼1.2 cm 

−1 in the lowest
nergy 	 state with slight dependence on J , small doubling in
he middle coupling which varies with J ( J + 1) and zero splitting
or the highest component state. To choose whether we adopt the
rregular 	 energy ordering suggested by ab initio calculations 
r the experimental assignment with a change in phase of the
 A 

3 � | SO z | A 

3 � 〉 SOC, we studied the e / f parity splitting of the A 

3 �

nergies since this would confirm what LD matrix elements to adopt.
e saw that the slightly J -dependant ∼1.2 cm 

−1 parity splitting in
he lowest energy state could only be resolved via the following LD
lement 

ˆ 
 LD = 

1 

2 
αLD 

opq ( r)( ̂  S 2 + 

+ 

ˆ S 2 −) (11) 

ith the LD constant being consistent with the Brown & Merer
 1979 ) convention αLD 

opq = o LD + p 

LD + q LD for a regular 	 energy
rdering, i.e. the splitting is between states of �� = ±2 which
s only possible for a triplet state if 	 = 0. If one adopted an
rregular assignment scheme with 	 = 2 for the lowest energy 
tate, then one could not correctly model the J -dependence of the
plitting since the element in equation ( 11 ) would be zero. We thus
dopted the experimental assignment and changed the sign of our 
 A 

3 � | SO z | A 

3 � 〉 SOC which should not break the phase consistency
f the model since it is a diagonal coupling. 

.4 Dipole moment cur v es 

e use the accurate ab initio ground state dipole moment function
rom Bernath, Johnson & Li ́evin ( 2022 ), who calculate with an ic-

RCI + Q level of theory including the Davidson corrections, scalar
elativistic contributions using the exact 2-component (X2C) rela- 
ivistic Hamiltonian, and aug-cc-pCV6Z-X2C basis sets. All other 
MCs are computed at a level of theory described in Section 4.1 .
ithin nuclear motion and intensity calculations, these dipoles are 

riginally represented as a grid of ab initio points on the DUO defined
rid, ho we ver, one sees a flattening of both the IR X 

3 � 

−–X 

3 � 

−

and spectrum and its variation of TDMC with vibrational excitation. 
he source of this non-physical flattening has been discussed by 
MNRAS 527, 6675–6690 (2024) 
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M

Figure 4. The ab initio X 

3 � 

− DMC provided by Bernath, Johnson & Li ́evin 
( 2022 ), computed at an ic-MRCI + Q level of theory with full relativistic 
corrections using aug-cc-pCV6Z-X2C basis sets, is shown (black crosses) 
superimposed with our fitted analytical form using equation ( 12 ) (red line). 
The residuals to the ab initio DMC of our fit are shown in the top panel (green 
line). 
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edvedev et al. ( 2015 , 2016 ) and Medvedev & Ushakov ( 2022 ),
ho identify numerical noise as the culprit. This noise comes from
UO interpolating the given MOLPRO dipole grid points on to the
UO -defined grid. One can try to increase the precision of their

ransition moments from double to quadruple precision, but this
eldom fixes the problem with any appreciable magnitude. The most
f fecti ve method found is to represent the input dipole moments
nalytically. We chose to represent our X 

3 � 

− DMC using the ‘ir-
egular DMC’ proposed in Medvedev & Ushakov ( 2022 ) which takes
he form 

 irreg ( r) = χ ( r; c 2 , ..., c 6 ) 
6 ∑ 

i= 0 

b i T i ( z( r)) , (12) 

here T i are Chebyshev polynomials of the first kind, b i are
ummation coefficients to be fit, z( r ) is a reduced variable in bond
ength similar to the damped polynomial coordinate in equation ( 9 )
nd is given by 

( r) = 1 − 2 e −c 1 r , (13) 

hich maps the r ∈ [0, ∞ ] interval to the z ∈ [ − 1, 1] reduced interval,
nd finally χ ( r ; c 2 ,..., c 6 ) is an r -dependent term parametrically
ependent on 5 c k parameters to be fitted and is given by 

( r; c 2 , ..., c 6 ) 
(1 − e −c 2 r ) 3 √ 

( r 2 − c 2 3 ) 2 + c 2 4 

√ 

( r 2 − c 2 5 ) 
2 + c 2 6 

. 

ur fitted X 

3 � 

− DMC is illustrated with its residual to the ab initio
MC in Fig. 4 . 
The irregular DMC has the desirable properties of quickly converg-

ng to the correct long-range limit, having enough parameters (13) to
nsure an accurate description of the full range in bond length with
inimal local oscillations, and provide a straight Normal Intensity
istribution Law (NIDL) (Medvedev 2012 ; Medvedev et al. 2015 ;
edvedev & Ushakov 2022 ) 
NRAS 527, 6675–6690 (2024) 
 LI NE  LIST  

e produce a semi-empirical rovibronic line list SOLIS for 32 S 

16 O
o v ering the X 

3 � 

−, a 1 � , b 1 � 

+ , and A 

3 � electronic states,
here a system involving couplings between X 

3 � 

−, a 1 � , b 1 � 

+ ,
 

3 � , B 

3 � 

−, A 

′′ 3 � 

+ , A 

′ 3 � , and e 1 � defines our spectroscopic
odel. The SOLIS line list co v ers wav elengths down to 222.22 nm.

llustrations of the spectra simulated with the new line list are
resented in Figures 5 . and 6 . 
For nuclear motion calculations, a vibrational sinc-DVR basis

et was defined for a grid of 301 internuclear geometries in the
ange 0.6–6.0 Å. We select 58 vibrational wavefunctions for the
 

3 � 

−, a 1 � , b 1 � 

+ , A 

3 � , B 

3 � 

−, A 

′′ 3 � 

+ , A 

′ 3 � , and e 1 � states
o form the contracted vibronic basis. In total, 7008 190 Einstein A
oefficients between 84 114 bound rovibronic states were computed
ith a maximum total rotational quantum number J max = 250. 
The PEC of the A 

3 � state implies that predissociative and
ontinuum states should exist for the region above dissociation. To
his end, these states have been removed from the line list through
hecking the character of the wavefunctions at the ‘right’ simulation
order r max in our DUO model where unbound states tend to oscillate
t r → ∞ with a non-zero density around r max (Yurchenko et al.
022 ). The line list we present therefore only contains bound-to-
ound transitions only. 
The calculated energies in the .states file are ‘MARVELized’

hich involves replacing them with the MARVEL ones. For levels
hat are not co v ered by the MARVEL SN, the predicted shift method
f Bowesman et al. ( 2021 ) was used to MARVELize them. Predicted
hifts work by fitting the Obs. – Calc. trends as functions of J for
ach ‘state’, v and 	 energy band to then interpolate gaps within the
ARVEL network or extrapolating to higher J . 
The SOLIS line list is available in the ExoMol database ( https:

/ www.exomol.com/ ) in the form of a States ( .states ) and
ransition ( .trans ) files, with extracts shown in Tables 3 and
 , respectively uncertainties for the energy levels where either
aken directly as the MARVEL ones where available, or otherwise
omputed using the following empirical formulae 

( state , J , v) = �T + �ω v + �B J ( J + 1) , (14) 

here σ is the energy uncertainty for a given state and � T , �ω, � B
re state dependent parameters given in Table 5 . � T were found by
aking twice the standard deviation of the total Obs. – Calc. of each
lectronic state (see Fig. 3 ) after outliers where remo v ed by selecting
tates outside of this two standard deviation threshold, where the
tandard deviation was computed again. 

.1 Intensity scaling: dipoles and lifetimes 

here are only a few recorded experimental values for electric dipole
oments, lifetimes, and no direct intensity measurements which can

e used to constrain our ab initio dipoles. Lifetimes are useful to
onstrain dipole moments via the relation 

1 

τu 

= 

∑ 

l 

A ul ∝ |〈 u | μσ | ̃ l 〉| 2 , (15) 

here | ̃ l 〉 is the dominant ro-vibronic state contributing to the lifetime
f the level | u 〉 , σ = 0, ±1 denotes a tensorial dipole component.
o a scaling in lifetime ˜ τ = ξτ would correspond to an approximate
caling in dipole moment to the dominant lower state of 1 / 

√ 

ξ . 
Previous Stark measurements (Powell & Lide 1964 ; Lovas

t al. 1992 ) have determined the ground state dipole to be μ0 
X =

.55(2) D (Powell & Lide 1964 ) and 1.52(2) D (Lovas et al.

https://www.exomol.com/
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Table 3. Extract from the states file of the line list for SO. 

i Energy (cm 

−1 ) g i J unc τ Parity State v � � 	 Ma/Ca Energy (cm 

−1 ) 

733 12 277.658 473 5 2 0.302 298 0.068 323 + e a1Delta 6 2 0 2 Ca 12 277.658 473 
734 12 576.557 170 5 2 0.010 390 0.006 7518 + e b1Sig + 2 0 0 0 Ma 12 576.558 535 
735 12 824.746 272 5 2 0.603 962 0.025 301 + e X3Sig– 12 0 0 0 Ca 12 824.746 272 
736 12 836.684 546 5 2 0.603 962 0.025 272 + e X3Sig– 12 0 1 1 Ca 12 836.684 546 
737 13 297.933 546 5 2 0.352 298 0.059 146 + e a1Delta 7 2 0 2 Ca 13 297.933 546 
738 13 602.425 655 5 2 0.165 193 0.006 9414 + e b1Sig + 3 0 0 0 PS 13 601.834 707 
739 13 810.582 705 5 2 0.653 962 0.023 019 + e X3Sig– 13 0 0 0 Ca 13 810.582 705 
740 13 822.577 830 5 2 0.653 962 0.022 993 + e X3Sig– 13 0 1 1 Ca 13 822.577 830 

Notes . i is the state counting number. ˜ E is the state energy term values in cm 

−1 , MARVEL or Calculated ( DUO ). g i is the total statistical weight, equal to 
g ns (2 J + 1). J is the total angular momentum. unc is the uncertainty, cm 

−1 . τ is the lifetime (s −1 ). + / − is the total parity. e / f is the rotationless parity. State is the 
electronic state. v is the State vibrational quantum number. � is the projection of the electronic angular momentum. � is the projection of the electronic spin. 
	 is the projection of the total angular momentum, 	 = � + �. Label refers to the data source, ‘MA’ is for MARVEL ‘Ca’ is for Calculated, and ‘PS’ is for 
predicted shift. Energy is the State energy term values in cm 

−1 , calculated ( DUO ). 

Table 4. Extract from the transitions file of the line list for SO. 

f i A fi (s −1 ) ˜ νf i 

37 557 36 527 2.7817E-01 5199.704 942 
37 204 36 852 2.7817E-01 5199.704 945 
32 098 32 422 1.2080E + 00 5199.713 048 
21 055 22 048 3.3851E-06 5199.718 029 
60 350 61 047 2.8777E-04 5199.728 151 
45 755 46 561 4.3835E-01 5199.728 902 

Notes. f is the upper state counting number. i is the lower state counting 
number. A fi is the Einstein- A coefficient in s −1 . ˜ νf i is the transition 
wavenumber in cm 

−1 . 

Table 5. State-dependent parameters (in cm 

−1 ) of equation ( 14 ) used to 
estimated uncertainties for the calculated states of 32 S 16 O where MARVEL 

uncertainties were not available. 

State � T �ω � B 

X 

3 � 

− 0.003 363 0.05 0.0001 
a 1 � 0.001 698 0.05 0.0001 
b 1 � 

+ 0.368 965 0.05 0.0001 
A 

3 � 2.835 039 0.05 0.0001 
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992 ), slightly smaller than our computed vibrational transition 
oment of |〈 X 

3 � 

−, v = 0 | μ0 | X 

3 � 

−, v = 0 〉| = 1 . 588 D. We scale
ur X 

3 � 

− dipole to the value of 1.535 D averaged from the two
tark measurements, which we note is the dipole moment adopted 
y CDMS (Endres et al. 2016 ) where the same averaging was done.
ildt et al. ( 1983 ) measure the radiative lifetime of the b 1 � 

+ ( v = 0)
tate through time-resolved measurements of the b 1 � 

+ −→ X 

3 � 

−

mission band and provide a lifetime of τ = 6.8 ± 0.4 ms. To achieve
his lifetime, we scale our 〈 b 1 � 

+ | μ0 | b 1 � 

+ 〉 dipole by a factor of
.7401. 
Saito ( 1970 ) determines the a 1 � dipole moment to be

.336 ± 0.045 D through Stark measurements, larger than our com- 
uted transition moment |〈 a 1 �, v = 0 | μ0 | a 1 �, v = 0 〉| = 1 . 184 D.
e scale our a 1 � dipole by a factor of 1.1282 to reproduce the
easured transition moment. 
Radiative lifetimes of the A 

3 � state for v ′ = 0 − 13 were measured
y Elks & Western ( 1999 ) by laser-induced fluorescence and Clyne & 

iddy ( 1982 ) for v ′ = 0 − 6. Fig. 7 shows the experimentally
etermined lifetimes as a function of v ′ with the theoretically 
redicted values by Borin & Ornellas ( 2000 ) and Fulscher et al.
 1992 ) and those computed by our model superimposed in red. Since
lks & Western ( 1999 ) quote their lifetimes to a lower uncertainty and
or a large vibrational co v erage, we chose to model their lifetimes.

odelling these lifetimes pro v ed to be difficult, the characteristic
harp drop in lifetime from v ′ = 0 and 1 was v ery sensitiv e to
ultiple factors: (1) the position of the 〈 A 

3 � | μ±1 | X 

3 � 

−〉 dipole
elative to the respective PECs; (2) the crossing point of the dipole
ith zero; (3) the local gradient of the dipole around the zero crossing
oint. Initial attempts to reproduce the experimental lifetimes were 
ade using our ab initio dipole, various ab initio dipoles from the

iterature (Fulscher et al. 1992 ; Feng & Zhu 2019 ; Sarka & Nanbu
019 ), and the empirical dipole from Elks & Western ( 1999 ) in our
odel all failed to produce lifetimes that agreed with experiment. 
Firstly, we were able to reproduce the lifetimes of Elks & Western

 1999 ) using a linear dipole function. Albeit being non-physical, it
rovided important constraints on the short-range position and its 
radient around the equilibrium geometry. We then combined it with 
he MRCI-F12 + Q/aug-cc-pV(5 + d)Z dipole computed by Sarka &
anbu ( 2019 ) at larger values of r into a single smooth curve. Despite
 slight change in the shape of the ab initio dipole, Fig. 7 shows that
ur semi-empirically fitted 〈 A 

3 � | μ±1 | X 

3 � 

−〉 dipole is much closer
o the ab initio curve than the empirically fitted dipole by Elks &

estern ( 1999 ). 

.2 Partition function 

e compute the molecular partition function (PF) for SO from our
emi-empirical line list using 

 ( T ) = 

∑ 

i 

g tot 
i e −

c 2 ̃ E i 
T (16) 

here c 2 is the second radiation constant, ˜ E i is the rovibronic energy
erm value in wavenumbers, g tot 

i = g ns (2 J i + 1) is the total state
e generac y which includes the nuclear weight spin-statistic g ns ( g ns 

 1 for 32 S 

16 O) where we use a 1 K temperature step. Fig. 8 compares
ur computed PF to the PFs of Sauval & Tatum ( 1984 ), Barklem &
ollet ( 2016 ), CDMS (Endres et al. 2016 ), and HITRAN (Gamache
t al. 2017 ) who compute their PF from the line lists produced
y Bernath, Johnson & Li ́evin ( 2021 ), Bernath, Johnson & Li ́evin
 2022 ). As the nuclear spin de generac y is one, no PFs need to be
caled to the physics convention of nuclear statistical weights, which 
xoMol uses. Fig. 8 shows that all PFs agree for 500 � T � 2000 K;

or all temperatures, our computed PF continues to agree with that of
arklem & Collet ( 2016 ), where our computed PF is generally lower

han theirs up to 0 . 1 per cent at 5000 K; the CDMS PF agrees to
ithin 1 per cent of all PFs up to it cutoff at 300 K; Sauval & Tatum
MNRAS 527, 6675–6690 (2024) 
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Figure 5. Dipole allowed and forbidden components of the absorption spectrum simulated with our semi-empirical model at 1000 K connecting X 

3 � 

− with 
X 

3 � 

−, a 1 � , b 1 � 

+ , and A 

3 � . Regions of spectral importance are marked with roman numerals and are detailed in the text. The grey-shaded region marks 
the total SO opacity computed with our model at 1000 K. 

(  

5  

P  

2  

b  

2

5

W  

g  

f  

2  

a  

t  

S

5

P  

w  

o  

f  

a  

t  

w  

i  

t  

n  

m  

q  

s  

c  

1  

b  

l  

l  

e  

r

 

X  

m
 

a  

b
 

b  

s  

o  

〈
 

d  

f  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/527/3/6675/7424995 by U
niversity C

ollege London user on 22 D
ecem

ber 2023
 1984 ) is larger than the rest of the PFs at low temperatures up to
00 and at 5000 K their PF is 3.4 per cent lower than our computed
F; the HITRAN PF begins to deviate from the other PFs from about
000 K, where at 5000 K it is lower than ours by 17 per cent ; this
ehaviour of HITRAN PFs has been noted previously (Wang et al.
023 ). 

.3 SO opacities 

e follow the ExoMolOP procedure of Chubb et al. ( 2020 ) and
enerate molecular opacitites for SO using the SOLIS line list for
our exoplanetary atmosphere retrie v al codes ARCiS (Min et al.
020 ), TauREx (Al-Refaie et al. 2021 ), NEMESIS (Irwin et al. 2008 ),
nd petitRADTRANS (Molli ́ere et al. 2019 ) on an e xtensiv e grid of
emperatures and pressures. The opacities are provided as part of the
O ExoMol data set at www.exomol.com . 

.4 Simulated spectra 

rogram EXOCROSS (Yurchenk o, Al-Ref aie & Tennyson 2018b )
as used to simulate rovibronic absorption spectra as a function
f temperature using SOLIS . Fig. 5 illustrates the dipole allowed and
orbidden electronic bands connecting the X 

3 � 

− state to X 

3 � 

−,
 

1 � , b 1 � 

+ , and A 

3 � which are shown as different colours and the
otal computed SO opacity is shown in grey. Here, we simulate lines
ith a Gaussian line profile of HWHM 0.6 cm 

−1 . The forbidden band
ntensities are stolen through mixing of the electronic wavefunctions
NRAS 527, 6675–6690 (2024) 
hrough couplings such as SOCs, DMCs, and EAMCs resulting in
on-zero dipole matrix elements, which we note provides a stronger
echanism here than their corresponding magnetic dipole or electric

uadrupole couplings. Fig. 6 shows the temperature variation of the
imulated total SO opacity which has a strong effect on the UV/Vis
ross-sections. The greatest temperature variation can be seen in the
8 000–35 000 cm 

−1 region (V) where the X 

3 � 

− −→ B 

3 � 

− band
egins to dominate opacity. Here we simulate lines with a Gaussian
ine profile of HWHM 0.6 cm 

−1 . It is clear the IR/NIR spectrum is
argely unaffected by the increase of temperature except from the
xpected rotational broadening. Below, we comment on the spectral
egions marked by I–VI illustrated in Fig. 5 . 

(I) The IR ∼0–5000 cm 

−1 region is dominated by the
 

3 � 

−← X 

3 � 

− electronic band peaking at ∼3 × 10 −20 cm 

2 per
olecule. 
(II) The ∼5000–7800 cm 

−1 NIR region shows strong
 

1 � ← X 

3 � 

− band features, even for room temperature spectra,
ut X 

3 � 

−← X 

3 � 

− lines are expected to be still observable here. 
(III) The ∼7800–13000 cm 

−1 NIR region is dominated by strong
 

1 � 

+ ← X 

3 � 

− band absorption for all temperatures, and is almost as
trong as the dipole allowed X 

3 � 

−← X 

3 � 

− band spectrum because
f large intensity stealing mechanism facilitated through the strong
 b 1 � 

+ | μz | X 

3 � 

−〉 SOC, see the Appendix. 
(IV) The Vis ∼13000–18200 cm 

−1 region shows a flat feature
ue to A 

3 � ← X 

3 � 

− band absorption which becomes prominent
or temperatures abo v e 3000 K. Ho we ver, since we omit the C 

3 �

file:www.exomol.com
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Figure 6. The total absorption spectrum of SO simulated with our semi- 
empirical model for different temperatures ranging from 298 to 5000 K. We 
see the intensity deviation is greatest in region V around 18 000–35 000 cm 

−1 

where the B 

3 � 

−← X 

3 � 

−band begins to dominate opacity. 

Figure 7. The A 

3 � lifetimes as a function of v ′ are shown from experimental 
(Clyne & Tennyson 1986 ; Elks & Western 1999 ) and theoretical (Fulscher 
et al. 1992 ; Borin & Ornellas 2000 ) sources with our computed lifetimes 
o v erlaid in red. 
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t

a
b  

Figure 8. Comparison between our PF and those produced by HITRAN 

(Gamache et al. 2017 ), Sauval & Tatum ( 1984 ), Barklem & Collet ( 2016 ), 
and CDMS (Endres et al. 2016 ). 
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tate in our spectroscopic model we do not compute C 

3 � ← A 

′ 3 �
nd C 

3 � ← A 

′′ 3 � 

+ band intensities which we previously predicted
o be strong in this region (Brady et al. 2022 ). 

(V) The Vis/UV ∼18200–37700 cm 

−1 region is largely uncovered 
t high accuracy by our spectroscopic model since it is dominated 
y the B 

3 � 

−← X 

3 � 

− and lesser C 

3 � ← X 

3 � 

− electronic bands
hich become major sources of SO opacity for temperatures abo v e
000 K. We are currently working on the UV SO line list for a future
tudy which will accurately co v er this re gion. Ho we ver, for lo wer
emperatures, the A 

3 � ← X 

3 � 

− and b 1 � 

+ ← X 

3 � 

− bands become
ore important which we reco v er accurately in this study. 
(VI) The UV ∼37700–43500 cm 

−1 region has a strong 
 

3 � ← X 

3 � 

− band feature which should be observable at all
emperatures. 

.5 Comparisons to experimental spectra 

here are few recorded experimental spectra of 32 S 

16 O with large
o v erage and almost none with absolute intensity measurements, rel-
tive intensities are usually provided (Burkholder et al. 1987 ; Setzer,
ink & Ramsay 1999 ; Chu et al. 2002 ; Wang et al. 2005 ). The only
tudy to our knowledge that provides measured absolute intensities 
s the recent study by Heays et al. ( 2022 ) on the A 

3 � −X 

3 � 

− band,
hich we compare to (also B 

3 � 

−−X 

3 � 

− and C 

3 � −X 

3 � 

−bands
hich we do not compare to). 
The forbidden band intensities we compute here are through 

he intensity stealing mechanism which works through mixing of 
lectronic state wavefunctions through couplings such as SOCs. 
e do not compute magnetic dipole intensities, which are much 
eaker for the bands of interest than the redistributed intensities 
hich we compute. F or e xample, the diagonal 〈 b 1 � 

+ | μz | b 1 � 

+ 〉
nd 〈 X 

3 � 

−| μz | X 

3 � 

−〉 dipoles produce b 1 � 

+ ← X 

3 � 

− band in-
ensities a factor of ∼10 −1000 times stronger at the band peak than
he corresponding magnetic dipole intensities. Therefore, we omit 

agnetic dipole transitions from our line list. An example of the
ntensity stealing mechanism is given in Appendix. 

.5.1 HITRAN 

ITRAN produces empirical SO line lists which have been pro- 
uced by fitting spectroscopic models to experimentally derived 
pectroscopic constants, lifetimes, and rotational branching ratios 
ratios in perpendicular and parallel transition moments, see below 
MNRAS 527, 6675–6690 (2024) 
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Figure 9. Comparison between the theoretical and HITRAN X 

3 � 

− −→ 

X 

3 � 

− rovibrational band for 0–7000 cm 

−1 . We simulate the spectra using a 
temperature of 296 K and scale the intensities by the fractional isotopologue 
abundance of 0.9479 (Gordon et al. 2022 ). 
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Figure 10. Comparison between the theoretical and HITRAN b 1 � 

+ −→ 

X 

3 � 

− (top panel) and a 1 � −→ X 

3 � 

− (bottom panel) absorption spectrum 

for 0–15000 cm 

−1 . We simulate the spectra using a temperature of 296 K 

and scale the intensities by the fractional isotopologue abundance of 0.9479 
(Gordon et al. 2022 ). 
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iscussion), hence we will compare to this data since it is the closest
omparison of rovibronic intensities to experimental data for the
 

3 � 

−−X 

3 � 

−, b 1 � 

+ −X 

3 � 

−, and a 1 � −X 

3 � 

− electronic bands.
HITRAN (Gordon et al. 2022 ) provides empirical line list data on the

rst three electronic states of SO X 

3 � 

−, a 1 � , and b 1 � 

+ to which
e compare our theoretical spectra to. The HITRAN intensities for

he X 

3 � 

−← X 

3 � 

− band were originally presented by Bernath,
ohnson & Li ́evin ( 2022 ) and the forbidden b 1 � 

+ ← X 

3 � 

− and
 

1 � ← X 

3 � 

− bands are from Bernath, Johnson & Li ́evin ( 2021 ).
n both studies, fitted spectroscopic constants from the literature were
sed to predict line positions, transition moments were obtained
sing LeRoy’s LEVEL program (Le Roy 2017 ) which assumes
he single state approximation, and their line lists were computed
sing PGOPHER (Western 2017 ). Bernath, Johnson & Li ́evin ( 2021 )
sed 	-representation to allow for the single state approximation
n line with LEVEL such that the forbidden band intensity are
omputed from ef fecti ve dipoles between single 	-states, the so-
alled parallel and perpendicular transition moments, as opposed
o the non-approximate intensity stealing mechanism via mixing of
lectronic wavefunctions through, for example, SOCs, as we do.
erpendicular and parallel electronic transition moments between

he spin-orbit states b 0 + − X 0 + , b 0 + − X 1, and a 2 − X 1 (see
ppendix) were computed by Bernath, Johnson & Li ́evin ( 2021 ) at
n iC-MRCI/aug-cc-pCVQZ-DK level of theory and were scaled
o the experimentally determined values by Setzer, Fink & Ramsay
 1999 ). The HITRAN X 

3 � 

−← X 

3 � 

− intensities were computed
sing the ab initio ground state expectation dipole moment computed
y Bernath, Johnson & Li ́evin ( 2022 ) at a ic-MRCI + Q/ACV6Z-
2C/ED + Q level of theory. 
In all comparisons below, we scale our computed intensities

ith the 32 S 

16 O isotopologue abundance 0.947926 given by HITRAN
NRAS 527, 6675–6690 (2024) 
Gordon et al. 2022 ). Fig. 9 presents a comparison between our semi-
mpirical X 

3 � 

− ← X 

3 � 

− rovibronic spectrum, where we compute
tick spectrum using a temperature of 296 K, and the empirical
ITRAN line list (Bernath, Johnson & Li ́evin 2022 ). We see good

greement in both the line positions and band structure where band
ntensities agree up to the fifth hot band at ∼ 4500 cm 

−1 where we
ompute higher intensities relative to the HITRAN data. The 0 ← 0
and agrees extremely well which can be seen in the sub plot of
ig. 9 . The agreement in intensities confirms our methodology since

he HITRAN dipole was also scaled to the same experimental values
iscussed in Section 5.1 . The discrepancy in intensities towards hotter
ands can be attributed to the difference in the DMCs as well as the
avefunctions used to calculate the transition probabilities. 
Fig. 10 compares our computed b 1 � 

+ ← X 

3 � 

− spectrum sim-
lated at a temperature of 296 K to the empirical HITRAN (Gordon
t al. 2022 ) b 1 � 

+ ← X 

3 � 

− line list (Bernath, Johnson & Li ́evin
021 ). For this comparison, we filtered out the magnetic dipole
ransitions present in the HITRAN line list, since we only calculate
lectric dipole transitions. The selection rules for magnetic dipole
ranches are the same e xcept the y follow the non-parity changing
ule. We see that our model supplements the HITRAN line list at
oth the higher and lower wavenumber regions ( < 4000 and >
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Figure 11. Comparison of our computed absorption A 

3 � ( v ′ = 1, 2, 3) −X 

3 � 

−( v ′′ = 0) band to the cross-sections generated from Heays et al. ( 2022 ) empirical 
line list fitted band-by-band to their measured spectra. 
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2500 cm 

−1 ) where line positions, band structure and intensities 
enerally show good agreement which is to be expected since 
he HITRAN b 1 � 

+ ← X 

3 � 

− dipoles were scaled to the same
xperimental values for the b 1 � 

+ lifetime as we do. For vibrational
ands energetically below ∼ 7500 cm 

−1 , the two spectra begin to 
eviate from each other, where SOLIS tends to be slightly lower than
he HITRAN intensities. Ho we ver, this is below the standard HITRAN

ntensity threshold of 10 −30 cm 

2 /molecule, and so these bands are 
ypically of less importance. For intensities abo v e the threshold, we
ee good agreement in line with the methodologies used. 

We also compare to the forbidden a 1 � ← X 

3 � 

− band in Fig. 10
o the theoretical HITRAN line list at 296 K. The transitions here are all
lectric dipole in nature. We see the electronic band structure agrees 
ell between the peak band up to the penultimate hot band before

he HITRAN terminus at ∼11000 cm 

−1 with the largest intensity 
eviation being between vibronic bands outside the 5000–8500 cm 

−1 

pectral range. The low-energy bands < 4500 cm 

−1 all sit below the
0 −30 cm 

2 /molecule intensity threshold, which are less important 
pectroscopically. Differences in the band intensity are difficult to 
isentangle since a 1 � ← X 

3 � 

− is a dipole forbidden band where
ntensities are accumulated through ‘intensity stealing’ mechanism 

ia multiple coupling channels in our model. 
The general agreement with the empirical HITRAN line list con- 

rms we are not missing any fundamental physics since we both 
roduce similar spectra using a different methodology. Furthermore, 
ernath, Johnson & Li ́evin ( 2021 ) scale their b 1 � 

+ ← X 

3 � 

−

f fecti ve dipoles using the same lifetime provided by Setzer, Fink &
amsay ( 1999 ) as we did, whereas the a 1 � ← X 

3 � 

− band have no
eliable experimental dipoles or lifetimes to scale the ab initio dipoles 
o except the indirect a 1 � – a 1 � dipole moment presented by (Saito
970 ) which only we scale to. Agreement for the latter band then
onfirm the good quality of the PECs, SOCs, and (T)DMCs used. 
l  

a
i  
.5.2 A–X bands 

he recent study by Heays et al. ( 2022 ) measured, in high resolution,
he FUV A 

3 � −X 

3 � 

− band via Fourier-transform spectroscopy up
o the ( v ′ , v ′′ ) = (3, 0) band for J ≤ 51; the B 

3 � 

−−X 

3 � 

− and
 

3 � −X 

3 � 

− bands were also measured but we do not compare to
hese here. Heays et al. present an empirical line list where ef fecti ve
amiltonian spectroscopic constants were fitted band-by-band to 

heir measured spectrum, providing quantum number assignments 
nd oscillator strengths for each assigned transition. Their coupled- 
and models reproduce the experimentally measured line positions, 
ntensities, and widths to within 5 per cent uncertainty. With this, 
e converted their line list to the EXOCROSS format to compute

orresponding cross-sections, which we compare to. For all spectra 
imulations a temperature of T = 360 K and Gaussian line broadening
f HWHM 0.3 cm 

−1 was used. Fig. 11 shows the comparison between
ur computed A 

3 � ( v ′ = 1, 2, 3) −X 

3 � 

−( v ′′ = 0) band intensities
n blue (bottom panel) and the simulated band intensities of Heays
t al. ( 2022 ) in red (top panel). We see excellent agreement in
ine positions, intensities, and band structure, where a mirror plot 
as chosen since o v erlaying the spectra made it hard to distinguish
etween them since they agree so well. 

We are confident that our model correctly reproduces the exper- 
mental spectra for the A 

3 � ( v ′ = 1, 2, 3) −X 

3 � 

−( v ′′ = 0) band,
onfirming the good quality of our PECs, (T)DMCs, and couplings 
o other states. 

 C O N C L U S I O N  

e present the semi-empirical SOLIS line list for 32 S 

16 O constructed
tarting from the refinement of the ab initio spectroscopic model 
resented by Brady et al. ( 2022 ) to empirically derived energy
evels, or MARVEL energy levels. As part of the line list creation,
 MARVEL analysis of 29 experimental transition sources resulted 
n a self-consistent set of 8558 rotation–vibration energy levels ( J
MNRAS 527, 6675–6690 (2024) 
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69 and v ≤ 3) for the X 

3 � 

−, a 1 � , b 1 � 

+ , A 

3 � , B 

3 � 

−, C 

3 �

lectronic states, where 48 972/50 106 experimental transitions were
alidated. The SOLIS SO line list supplements existing ExoMol line
ists for SO 2 (Underwood et al. 2016a ) and SO 3 (Underwood et al.
016b ). 
The X 

3 � 

− state expectation value of the dipole moment operator
as fitted to an analytical form and shown to impro v e the non-
hysical flattening of the vibrational transition moment and NIDL
ompared to using the grid interpolated form of the DMC. This
esulted the physical exponential decay of the X 

3 � 

− −→ X 

3 � 

− IR
pectral band. 

Comparison of the simulated rovibronic spectrum of SO to
xperiment/ HITRAN show good agreements in both positions and
ntensities. Ho we ver, inspection of the v = 0 → 0 of the forbidden
 

1 � 

+ −→ X 

3 � 

− band revealed disagreeing P- and R-branch ratios
o experiment, where tuning of the spectroscopic model showed no
roper inversion of the branch intensities. Analysis of the electronic
av efunctions rev ealed that the band intensities are dominated by

ompeting diagonal X and b DMCs, which contribute to the parallel
ransition moment. The weaker perpendicular transition moment was
hown to produce intensities of the desired P- and R-branch ratio,
ut was much weaker than the parallel transition component to the
ntensities. Analysis on the basis set revealed the branch ratio to be

ore sensitive when including a larger vibrational basis, but still
oes not produce the desired branch ratio. 
The future work includes extension to the UV region with the
 

3 � 

−← X 

3 � 

−and C 

3 � ← X 

3 � 

−electronic bands, and production
f photodissociation cross-sections and rates. 
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PPENDI X  A :  T H E  b 1 � 

+ −→ X 

3 � 

− BA N D ,  A N  

XAMPLE  O F  INTENSITY  C O N T R I BU T I O N S  

RO M  A  FORBI DDEN  BA N D  

ipole forbidden transitions can arise through multiple mechanisms, 
uch as through the magnetic dipole moment, quadrupole moment, 
nd from intensity stealing. Intensity stealing propagates through 
he mixture of electronic state wave-functions via couplings such 
s SOCs and EAMCs, where contributions to the forbidden in- 
ensities are derived through taking dipole matrix elements in the 
igenstates of the diagonalized Hamiltonian constructed from the 
oupled � − � basis. To understand these intensity contributions 
o the X 

3 � 

− −→ b 1 � 

+ band, we performed an analysis of the DUO

omputed electronic state wavefunctions corresponding to the eigen- 
olutions of the diagonalized Hamiltonian which included SOCs, 
AMCs, and DMCs for the full 11 state system described in Brady
t al. ( 2022 ) plus additional 〈 b 1 � 

+ | SO x | A 

3 � 〉 , 〈 a 1 � | SO x | A 

3 � 〉
nd 〈 b 1 � 

+ | SO x | C 

3 � 〉 couplings. The contributions to the X 

3 � 

−

nd b 1 � 

+ computed wavefunctions in the 	 representation are 
hown in Table A1 which gives the expansion coefficients C n of the
avefunctions in the eigenbasis of the diagonalized Hamiltonian 

 

J ,τ
	 = 

∑ 

n 

C 

J ,τ
n | n 〉 , (A1) 

here J is the rotational quantum number, τ is the parity, and n
epresents the full set of quantum numbers | n 〉 = | State, J , 	, � , S ,
, v〉 . We see that because of large SOC between X 

3 � 

− and b 1 � 

+ ,
hey share sizeable contributions in their final mixed wavefunctions 
f their corresponding unmixed basis states. The amount of intensity 
tealing will then distribute itself through subsequent coupling of 
he dipole operators in the new mixed-state basis. To this end, we
onsider the parallel and perpendicular TDMs which couple 	 = 0 + 

0 and 	 = 0 + − 1 states, respectively. In spherical tensor form
hey read, considering the X 

3 � 

− and b 1 � 

+ states, 

0 = 

〈
b 1 � 

+ 

0 

∣∣∣∣μz 

∣∣∣∣X 

3 � 

−
0 

〉
, (A2) 

1 = ±
〈

b 1 � 

+ 

0 

∣∣∣∣2 −1 / 2 ( μx ∓ iμy ) 

∣∣∣∣X 

3 � 

−
±1 

〉
. (A3) 

he experimental measurement and analysis by Setzer, Fink & 

amsay ( 1999 ) of the b 1 � 

+ −→ X 

3 � 

− emission band and work
y Bernath, Johnson & Li ́evin (2021 ) show the μ0 and μ±1 TDMs
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Table A1. The largest expansion coefficients for the X 

3 � 

− and b 1 � 

+ wavefunctions in the 	 representation. 

Basis | X 

3 � 

−
0 + 〉 DUO | b 1 � 

+ 
0 + 〉 DUO | X 

3 � 

−
+ 1 〉 DUO | X 

3 � 

−
1 −〉 DUO 

| X 

3 � 

−
−1 〉 0 0 0.999 99 0 

| X 

3 � 

−
+ 1 〉 0 0 0 0.999 99 

| A 

3 � + 1 〉 0 0 0 −0.001 19 
| A 

3 � −1 〉 0 0 0.001 19 0 
| C 

3 � + 1 〉 0 0 0 0.000 35 
| C 

3 � −1 〉 0 0 −0.000 35 0 
| X 

3 � 

−
0 + 〉 −0.999 64 −0.026 70 0 0 

| b 1 � 

+ 
0 + 〉 0.026 69 −0.999 64 0 0 

| A 

3 � 0 + 〉 0.00121 −0.000 93 0 0 
| A 

3 � 0 −〉 −0.001 21 0.000 93 0 0 
| C 

3 � 0 + 〉 −0.000 34 −0.000 41 0 0 
| C 

3 � 0 −〉 0.000 00 0.000 40 0 0 

Note. The column headers with a subscript ‘ DUO ’ are the computed DUO -states which have components in the basis states given as rows due to spin-orbit 
coupling. 

Figure A1. Visualization of the different contributions to the forbidden 
X 

3 � 

− −→ b 1 � 

+ band intensities. ‘Q’ refers to the magnetic dipole moment, 
where the green spectra are due to magnetic dipole transitions, which is orders 
of magnitude weaker than the intensity stealing mechanism. 

t  

b  

R  

e  

r  

w  

cross-examining equations ( A2 ) and ( A3 ) with Table A1 reveals 
that intensity stealing is different for the perpendicular and parallel 
transitions and therefore the branch ratios for these transitions. This 
could explain the experimental observation in Setzer, Fink & Ramsay 
( 1999 ) that the P- and R- branch ratios are different. In an attempt 
to understand this discrepancy, our analysis on the mixed X 

3 � 

−

and b 1 � 

+ state wav efunctions rev eals that the competition between 
the 〈 b 1 � 

+ | μz | b 1 � 

+ 〉 and 〈 X 

3 � 

−| μz | X 

3 � 

−〉 DMCs provides the 
dominant contributions to μ0 , as facilitated through the large 
〈 b 1 � 

+ | SO z | X 

3 � 

−〉 spin-orbit coupling, where 〈 b 1 � 

+ | μz | b 1 � 

+ 〉 
subtracts from 〈 X 

3 � 

−| μz | X 

3 � 

−〉 and can be seen in Fig. A1 as the 
reduction of intensity between the red and blue spectra. μ1 , ho we ver, 
has leading contributions from the 〈 A 

3 � | μx | X 

3 � 

−〉 dipole as 
facilitated through the 〈 b 1 � 

+ | SO x | A 

3 � 〉 and 〈 X 

3 � 

−| SO x | A 

3 � 〉 
couplings. We find that the perpendicular TDM μ1 is responsible for 
the P–R-branch asymmetry ( P > R ) as seen in the Fourier transform 

spectroscopy by Setzer, Fink & Ramsay ( 1999 ) whereas the parallel 
TDM μ0 produces the opposite branch ratios ( P < R ). Ho we ver, when 
considering only a vibrationless expansion for our wavefunctions, 
that is v = 0, the μ1 TDM is very weak producing much lower 
intensities than the parallel transition moment and as a result the 
b 1 � 

+ −→ X 

3 � 

− band has a P < R branch ratio. When considering a 
larger vibrational basis ( v = 20) the P–R-branch ratio becomes more 
sensitive to changes in DMCs and SOCs. From this analysis, we see 
that the vibrational TDMs have an effect on the rovibrational band 
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o be of the same order of magnitude. Ho we ver, comparing the
 

1 � 

+ −→ X 

3 � 

− v = 0 − 0 band measured by Setzer, Fink &
amsay ( 1999 ) to our semi-empirical line list and the HITRAN

mpirical line list show disagreements in the P- and R-branch
atios where experiment predicts the P-branch has the most intensity
ithin the band. Considering the intensity stealing mechanism,
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ntensity distribution in favour of the P–R- branch ratio as seen in
etzer, Fink & Ramsay ( 1999 ). 
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