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Abstract

In this paper, a class of interconnected systems is considered, where the nominal isolated subsystems are fully nonlinear and
non-minimum phase. A decentralized Extended Kalman Filter-Extended High Gain Observer (EKF-EHGO) is designed to observe
the system states. Then, a systematic backstepping design procedure is employed to develop a novel decentralized robust adaptive
output feedback control, in which the adaptive law is designed to counter the effects of the interconnections and uncertainties.
The proposed decentralized dynamic output feedback control scheme can guarantee that all the signals in the closed-loop system
are uniformly ultimately bounded (UUB). Both interconnections and uncertainties are allowed to be unmatched and bounded by
an unknown high-order polynomial, which is a more general form whencompared with existing work. Two MATLAB simulation
examples are used to demonstrate the effectiveness of the proposed method including a system comprising translational oscillator
with rotating actuator (TORA) sub-systems.

Key Words: Decentralized robust adaptive control; Non-minimum phase; Nonlinearsystems; Dynamic output feedback;
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I. I NTRODUCTION

Increasingly complex requirements are producing engineering systems which are formed from multiple sub-systems coupled

into nonlinear large-scale interconnected systems [1], [2]. Such systems include networked microgrids [3], power systems [4]

and mechanical systems [5]. In addition, non-minimum phasecharacteristics may appear in nonlinear interconnected systems,

such as chemical networks composed of multiple non-minimumphase continuous stirred tank reactors [6] and mechanical

systems formed by multiple one-link flexible manipulators [7]. The control of non-minimum phase interconnected systems is

thus strongly motivated by the needs of practical applications.

In addition subsystem uncertainties will not only affect their own performance, but also affect the performance of the

other subsystems through interaction. Managing the interconnections and uncertainties is an important issue in control of

interconnected systems [8]. For non-minimum phase nonlinear interconnected systems, the problem becomes more complicated

since the control not only needs to guarantee the stability of the external dynamics, but also realize the convergence ofthe

unstable internal dynamics. It should be noted that the instability of the zero dynamics cannot be changed by the addition

of feedback, so the control of non-minimum phase nonlinear interconnected systems is much more difficult than that of their

minimum phase counterparts. To the best of the authors’ knowledge, there is currently no solution to the stabilization problem

for this class of interconnected systems, where the nominalisolated subsystems are fully nonlinear and non-minimum phase.

Interconnected systems may require high online computing power to implement controllers. This may be undesirable and

has resulted in the development of decentralized control strategies [9] in which local control design only needs subsystem

information. A decentralized control approach may improveboth the computational efficiency and the overall security of the

system; control computations are locally performed and therequirements for data exchange are reduced. These advantages

have made decentralized control a popular choice for interconnected systems. Adaptive control is generally considered to be an

effective method to deal with uncertainties due to its excellent performance characteristics and relatively simple design process

[10], [11]. This has motivated study to apply decentralizedadaptive techniques to nonlinear interconnected systems,and many
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interesting results have been obtained [12], [13], [14]. Itshould be noted that these contributions all require that the nominal

isolated subsystems are minimum phase.

Research on non-minimum phase nonlinear systems is a challenging problem from the perspective of both control theory and

engineering application. By assuming the existence of a dynamic stabilizing controller for an auxiliary system, a simple and

very useful design tool has been proposed for non-minimum phase nonlinear systems in [15]. The method proposed in [15] is

pioneering for the stabilization problem of non-minimum phase nonlinear systems and many related dynamic compensator-based

output feedback control methods have been proposed [16], [17], [18]. However the assumption that the auxiliary system can

be globally asymptotically stabilized by a known dynamic compensator may be difficult to satisfy for interconnected systems.

The backstepping technique is also a good candidate to deal with the non-minimum phase nonlinear systems in normal form

or strict-feedback form [19]. Based on the reduced-order observer proposed in [20] and the small-gain technique, an output

feedback backstepping control has been designed for a classof nonlinear systems. However the considered system must be

affine in the internal state [21]. Note that these methods alluse a centralized control approach. Although such centralized

control methods can be used to control non-minimum phase nonlinear systems, the interconnection terms are not considered

and this limits their applicability to non-minimum phase nonlinear interconnected systems [22].

For a class of interconnected systems with non-minimum phase isolated nominal subsystems, a robust decentralised output

feedback sliding mode controller has been designed to drivethe system to a composite sliding surface and maintain a sliding

motion on it thereafter [23]. Although the interconnected systems considered in [23] were allowed to be non-minimum phase

and had unmatched interconnections and uncertainties, thenominal isolated subsystems were linear. Note that when nominal

isolated subsystems are fully nonlinear, neither the observer nor the control method proposed in [23] are applicable due to the

existence of unstable nonlinear internal dynamics.

In summary, when the nominal isolated systems of the considered interconnected system are nonlinear and non-minimum

phase, problems arise from the nonlinear non-minimum phasecharacteristics, the interconnections and uncertainties. A decen-

tralized dynamic output feedback robust adaptive backstepping control is proposed in this paper to tackle these problems. A

decentralized state observer is first designed as a prerequisite for dealing with the nonlinear non-minimum phase characteristics.

When the interconnections and uncertainties with unknown higher-order nonlinear bounds are considered, this increases the

difficulty with observer design. Adaptive terms are designed to offset not only the interconnections and uncertaintiesin the

considered system itself, but also deal with the destabilizing terms coming from the state observation error dynamics.Finally

stability of the system is addressed. The convergence of thestate observation error, system states and adaptive terms is

guaranteed. In light of [24], [25], a decentralized Extended Kalman Filter-Extended High Gain Observer (EKF-EHGO) is first

designed to observe the states of a class nonlinear non-minimum phase interconnected systems. By transforming the original

stabilization problem into a time-varying tracking problem, the backstepping design procedure is employed to developa novel

decentralized robust adaptive control to deal with the nonlinear non-minimum phase characteristics, in which the adaptive law

is used to counteract the effects of the interconnections and uncertainties, thereby reducing the conservatism and enhancing

the robustness. A Lyapunov approach is used to address stability.

In the control of nonlinear interconnected systems, asymptotic stability or even exponential stability are often expected

results. To this end, various constraints are imposed on theconsidered systems, such as that the bounds on the uncertainties

and interconnections are all known functions as in [26], [27], [28]. In the case of output feedback control, the restrictions

imposed on the systems will be more severe, such as that part or all of the interconnections are required to be known as in

[8], [23] or even that the uncertainties are also known in [29]. In addition, the limitation of the constrained Lyapunov problem

(CLP) is often required in static output feedback control [30], [31] and dynamic output feedback control [23]. In order to relax

such restrictions, the results obtained in this paper deliver uniformly ultimately bounded (UUB) stability rather than asymptotic

stability. Effectively a trade-off is made between achieving system stability and the generality of the system to whichthe results

may be applied. Note that UUB can already meet production needs in practical industrial applications. There have also been

many UUB results developed for nonlinear interconnected systems, such as [12], [13], [14], [32], although the minimum phase

assumption is required.

In comparison with the existing decentralised adaptive control methods [12], [13], [14], the interconnected systems considered
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in this paper are allowed to be non-minimum phase, which extends both the potential practical application and theoretical

development. In comparison with decentralised sliding mode control [23] for non-minimum phase linear interconnectedsystem,

the nominal isolated subsystems considered in this paper are fully nonlinear. The interconnections and uncertaintiesconsidered

are allowed to be unmatched and bounded by an unknown high-order polynomial, which has a more general form when

compared with most of the existing other control methods [1], [21]. The main theoretical contributions of this paper include:

(i) a decentralized full order observer is designed for a class of non-minimum phase nonlinear interconnected large-scale

systems; (ii) an adaptive backstepping method is proposed to deal with the non-minimum phase characteristics, high-order

interconnections and uncertainties; (iii) sufficient conditions are given to guarantee the considered system is UUB.

The remainder of the paper is organized as follows. Section II formulates the problem and gives some assumptions that

will be used in the following sections. In Section III, a decentralized EKF-EHGO based robust adaptive backstepping control

is designed and the stability proof of the closed-loop system is given. Two simulation examples are presented to validate the

proposed approach in Section IV while the conclusions are given in Section V.

Notation: For a square matrixA, λmin (A) andλmax (A) denote the minimum and maximum eigenvalue respectively.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

Consider a class of uncertain nonlinear interconnected systems

żbi = ωi
(

zbi , z
a
i1

)

+∆δi (t, zi) +
∑N

j=1
j 6=i

Hij

(

zbj , z
a
j1

)

żai1 = zai2 +∆fi1 (t, zi) +
∑N

j=1
j 6=i

Γij1
(

zbj , z
a
j1

)

żai2 = zai3 +∆fi2 (t, zi) +
∑N

j=1
j 6=i

Γij2
(

zbj , z
a
j1

)

...

żairi = ξi
(

zbi , z
a
i1

)

+ µi (z
a
i1)ui +∆firi (t, zi) +

∑N
j=1
j 6=i

Γijri
(

zbj , z
a
j1

)

yi = zai1

(1)

wherezi := col
(

zbi , z
a
i1, · · · , z

a
iri

)

∈ Zi ∈ Rni , ui ∈ R, yi ∈ R are the state, input and output of theith subsystem respectively

with i = 1, 2, · · · , N , y := col (y1, · · · , yN ), zb := col
(

zb1, · · · , z
b
N

)

with zbi ∈ Rni−ri ∈ Xi, Zi andXi are neighborhoods of

the origin,z := col (z1, · · · , zN ) ∈ Z := Z1 × · · · × ZN and
∑N

j=1
j 6=i

Hij (·) ,
∑N

j=1
j 6=i

Γij1 (·) , · · · ,
∑N

j=1
j 6=i

Γij,ri−1 (·) denote the

unmatched interconnections,
∑N

j=1
j 6=i

Γijri (·) denote the matched interconnections,∆δi (·) ,∆fi1 (·) , · · · ,∆fi,ri−1 (·) denote

the unmatched system uncertainties,∆firi (·) denote the matched system uncertainties. The nonlinear functionsωi
(

zbi , z
a
i1

)

,

ξi
(

zbi , z
a
i1

)

andµi (zai1) are all smooth enough and known, whereµi (zai1) represents the nonlinear gain function of the control

input.

For simplicity, denoteδi (·) =
∑N

j=1
j 6=i

Hij

(

zbj , z
a
j1

)

and ∆il (·) =
∑N

j=1
j 6=i

Γijl
(

zbj , z
a
j1

)

. Without loss of generality, all

subsystems are assumed to have the same uniform relative degree, i,e.,ri = r, 1 6 i 6 N . Then system (1) can be written in

the following form
żbi = ωi

(

zbi , z
a
i1

)

+∆δi (t, zi) + δi

żai = Azai +B
{

ξi
(

zbi , z
a
i1

)

+ µi (z
a
i1)ui

}

+∆fi (t, zi) + ∆i

yi = Czai

(2)

wherezai := col (zai1, · · · , z
a
ir) ∈ Rr, ∆fi (t, zi) := col (∆fi1, · · · ,∆fir), ∆i := col (∆i1, · · · ,∆ir) and

A =













0 1 · · · 0
...

.. .
.. .

...

0 · · · 0 1

0 · · · · · · 0













r×r

, B =













0
...

0

1













r×1

(3)

with C =
[

1 0 · · · 0
]

1×r
.
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Remark 1. It should be noted that the nonlinear interconnected system(1) can be obtained from a general affine nonlinear

interconnected system by local coordinate transformationand feedback linearization [27], [33], [34]. In addition,zbi in (1)

can be viewed as unmodeled dynamics or dynamic uncertainty [35]. Hence system (1) is commonly seen in the literature

across both centralized and decentralized control and manypractical systems can be modeled as (1), such as the Translational

Oscillator with Rotating Actuator (TORA) system [24].

Remark 2. In existing work on nonlinear interconnected systems, minimum phase requirements are necessary, i.e. the zero

dynamicsżbi = ωi
(

zbi , 0
)

is asymptotically stable [36] or exponentially stable [26]or the corresponding internal dynamics is

input-to-state practically stable [12], [14], [37]. Theseassumptions are not needed in this paper.

The following Assumptions are imposed on system (1).

Assumption 1. µi (zai1) 6= 0.

Remark 3. Assumption 1 is a common assumption in the study of nonlinearsystems, as seen in [12], [38], [39], [40]. In

addition, Assumption 1 is always satisfied for many practical systems, such as the triple inverted pendulum system [40] and

TORA systems [41].

Assumption 2. The uncertainties satisfy

‖∆δi (t, zi)‖ ≤ ςii
∥

∥zbi
∥

∥+
∑pi

k=1
τiik ‖z

a
i1‖

k (4)

‖∆fil (t, zi)‖ ≤ ωiil
∥

∥zbi
∥

∥+
∑qil

k=1
υiilk ‖z

a
i1‖

k (5)

wherel = 1, · · · , r, the parametersςii, ωiil, τiik andυiilk are all unknown.

Assumption 3. The interconnections satisfy

∥

∥Hij

(

zbj , z
a
j1

)∥

∥ ≤ ςij
∥

∥zbj
∥

∥+
∑pij

k=1
τijk

∥

∥zaj1
∥

∥

k
(6)

∥

∥Γijl
(

zbj , z
a
j1

)
∥

∥ ≤ ωijl
∥

∥zbj
∥

∥+
∑pijl

k=1
υijlk

∥

∥zaj1
∥

∥

k
(7)

where the parametersςij , ωijl, τijk andυijlk are all unknown.

Note thatpij , pijl, pi, qil in Assumptions 2-3 are allowed to be unknown and only the quantity pq = max {pij , pijl, pi, qil}

with 1 ≤ l ≤ r and1 ≤ i, j ≤ N needs to be known.

Assumption 4. The functionsωi
(

zbi , z
a
i1

)

satisfy the Lipschitz condition with respect to (w.r.t.)zai1 uniformly for zbi in the

considered domain, that is, for anycol
(

zbi , z
a
i1

)

∈ Xi ×R andcol
(

zbi ,
⌢
z
a

i1

)

∈ Xi ×R, there exists a nonnegative continuous

functionLωi
such that

∥

∥

∥
ωi

(

zbi , z
a
i1

)

− ωi

(

zbi ,
⌢
z
a

i1

)∥

∥

∥
6 Lωi

(

zbi
)

∥

∥

∥
zai1 −

⌢
z
a

i1

∥

∥

∥
(8)

Assumption 5. The functionsξi
(

zbi , z
a
i1

)

are continuously differentiable with local Lipschitz derivatives.

Assumption 6. There exist a set of smooth functionsFi
(

t, zbi
)

∈ R andVi0
(

t, zbi
)

: R×Rni−r 7→ R and positive constants

ci1, · · · , ci4 such that
ci1

∥

∥zbi
∥

∥

2
6 Vi0

(

t, zbi
)

6 ci2
∥

∥zbi
∥

∥

2

∂Vi0

∂t
+
∂Vi0

∂zbi
ωi

(

zbi , Fi
(

t, zbi
))

6 −ci3
∥

∥zbi
∥

∥

2

∥

∥

∥

∥

∂Vi0

∂zbi

∥

∥

∥

∥

6 ci4
∥

∥zbi
∥

∥

(9)

and the functionsFi
(

t, zbi
)

satisfy the Lipschitz condition w.r.t.zbi and uniformly fort ∈ R+ in the considered domain. That

is, for anycol
(

t, zbi
)

∈ R+ ×Xi andcol

(

t,
⌢
z
b

i

)

∈ R+ ×Xi, there exists a nonnegative continuous functionLFi
(t) such that

∥

∥

∥

∥

Fi
(

t, zbi
)

− Fi

(

t,
⌢
z
b

i

)∥

∥

∥

∥

6 LFi
(t)

∥

∥

∥

∥

zbi −
⌢
z
b

i

∥

∥

∥

∥

(10)

Remark 4. In most existing decentralized control studies for nonlinear interconnected systems, only weak coupling is

considered, whereby the nonlinear interconnections only contain the outputs of other subsystems, as seen for example in [42],
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[43], [44]. Although there has been some research on the caseof strong interconnections, there are many limitations. For

example, in the system considered in [45], the nominal isolated subsystems are fully linear and in strict feedback form while a

minimum phase requirement is typically necessary in all methods on strong coupling, as seen in [45], [46], [47]. It should be

noted that the coupling considered in this paper is strongerthan the general weak coupling, because the effect of the unmodeled

dynamicszbj from the other subsystems on the interconnection has also been considered. The interconnections and uncertainties

considered in this paper as shown in Assumptions 2-3 have more general forms than in other work; the terms∆δi andδi are

not considered in [12], [13] and all the parameters of the bounded functions must be known in [21], [23], [27], [31]. These

constraints are not required in this study.

Remark 5. Assumptions 4-5 require that the nonlinear termsωi
(

zbi , z
a
i1

)

and ξi
(

zbi , z
a
i1

)

satisfy Lipschitz conditions as

often appear in the relevant results concerning observer and controller design for nonlinear systems, such as [24], [25].

Remark 6. Assumption 6 shows there exists a known smooth function thatcan exponentially stabilize the dynamic equation

żbi = ωi
(

zbi , z
a
i1

)

, which is relatively straightforward to achieve, and similar assumptions can be seen in [21], [48], [49].

The difficulty from the control perspective with system (1) results from the nonlinear non-minimum phase characteristics,

i.e. żbi = ωi
(

zbi , 0
)

is unstable, as well as the interconnections and uncertainties with unknown higher-order nonlinear bounds,

as shown in Assumptions 2-3. In view of these challenges, theobjective of this paper is to design a decentralised full order

observer and a robust adaptive backstepping control to stabilize the origin of the system (1) using the measured output and

observed states.

The following key lemmas are listed below.

Lemma 1: [27]
∑N

i=1

∑N

j=1
Θij =

∑N

i=1

∑N

j=1
Θji (11)

whereΘij denotes any function.

Lemma 2: [50]

|a+ b|
k
≤ 2k−1

∣

∣ak + bk
∣

∣ (12)

wherea ∈ R, b ∈ R andk ≥ 1.

Lemma 3: [38]
(

∑p

k=1
akbk

)2

≤
(

∑p

k=1
a2k

)(

∑p

k=1
b2k

)

(13)

wherep ≥ 1, ak ∈ R andbk ∈ R with 1 ≤ k ≤ p.

III. A DECENTRALIZED EKF-EHGOBASED ROBUST ADAPTIVE BACKSTEPPING CONTROL

A. The decentralized full order observer design

This section aims to design a decentralized full order observer for system (2). Inspired by [24], [25], the following

decentralized EKF-EHGO is proposed as

˙̂z
a

i = Aẑai +B (σ̂i + µi (z
a
i1)ui) +Hi (εi) (yi − Cẑai )

˙̂σi = ξ̄i
(

ẑbi , ẑ
a
i

)

+
ηi,r+1

εir+1
(yi − Cẑai )

˙̂z
b

i = ωi
(

ẑbi , ẑ
a
i1

)

+ Li (t)
(

σ̂i − ξi
(

ẑbi , ẑ
a
i1

))

(14)

where ξ̄i
(

ẑbi , ẑ
a
i

)

= ∂ξi
∂zb

i

∣

∣

∣

(ẑbi ,ẑai1)
ωi

(

ẑbi , ẑ
a
i1

)

+ ∂ξi
∂za

i1

∣

∣

∣

(ẑbi ,ẑai1)
ẑai2, εi > 0 are small parameters, the EHGO gainHi (εi) =

[

ηi1
εi

ηi2
ε2
i

· · · ηir
εr
i

]T

and ηi1, · · · , ηir, ηi,r+1 are designed such that the polynomialssi,r+1 + ηi1s
i,r + · · · + ηi,r+1

are all Hurwitz, the EKF gainLi (t) = Pi (t) C̄i(t)
T
R−1
i andPi (t) is generated by the following Riccati equation

Ṗi = ĀiPi + PiĀ
T
i +Qi − 2PiC̄

T
i R

−1
i C̄iPi (15)
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where the initial valuePi (t0) > 0, Āi (t) =
∂ωi

∂zb
i

(

ẑbi , ẑ
a
i1

)

and C̄i (t) =
∂ξi
∂zb

i

(

ẑbi , ẑ
a
i1

)

are time varying matrices,Ri andQi are

symmetric positive definite matrices.

Definez̃bi = zbi−ẑ
b
i , z̃

a
i = zai −ẑ

a
i , χil =

zail−ẑ
a
il

εr+1−l
i

with l = 1, 2, · · · , r andχi,r+1 = ξi
(

zbi , z
a
i1

)

−σ̂i, ϕi := col (χi1, · · · , χir) ,

χi :=
[

ϕTi χr+1

]T

, then

Di (εi)ϕi = D̄i (εi)χi = z̃ai (16)

whereDi (εi) = diag [εri , · · · , εi] and D̄i (εi) =
[

Di (εi) 0r×1

]

.

It follows from (2) and (14) that

εiχ̇i = Λiχi + εi
[

B̄1∆ξi + B̄2D
−1
i (∆fi +∆i)

]

(17)

˙̃zbi = ωi
(

zbi , z
a
i1

)

− ωi
(

ẑbi , ẑ
a
i1

)

− Li (t)
(

σ̂i − ξi
(

ẑbi , ẑ
a
i1

))

+∆δi + δi (18)

where∆ξi = ξ̇i
(

zb, y
)

−ξ̄i
(

ẑbi , ẑ
a
i

)

with ξ̇i
(

zb, y
)

= ∂ξi
∂zb

i

∣

∣

∣

(zbi ,zai1)

{

ωi
(

zbi , z
a
i1

)

+∆δi + δi
}

+ ∂ξi
∂za

i1

∣

∣

∣

(zbi ,zai1)
(zai2 +∆fi1 +∆i1),

B̄1 =
[

01×r 1
]T

, B̄2 =
[

Ir×r 0r×1

]T

, and

Λi =





















−ηi1 1 0 · · · 0

−ηi2 0 1
. . . 0

...
...

.. .
. . .

.. .

−ηir 0 0
. . . 1

−ηi,r+1 0 0 · · · 0





















(19)

SinceΛi is stable, for any symmetric matrixΥi > 0, the Lyapunov equation

ΩTi Λi + ΛTi Ωi = −Υi (20)

has unique symmetric solutionsΩi > 0.

For the state observation error dynamics (17), consider theLyapunov function candidate

Vi1 (χi) = χTi Ωiχi (21)

whereΩi is defined in (20).

For the state observation error dynamics (18), consider theLyapunov function candidate

Vi2
(

t, z̃bi
)

=
(

z̃bi
)T
P−1
i z̃bi (22)

wherePi is defined in (15).

Proposition 1: Suppose Assumptions 1-6 are satisfied and there exist compact setsℵi ∈ Rni−r, containing the origin, which

are the attraction region of the error dynamics (18). Then for any z̃bi ∈ ℵi, χi ∈ Rr+1 andzi ∈ Zi, when
∥

∥C̄i (t)
∥

∥ is bounded

and there exist positive constantsp
−

i and p̄i such that the solutionsPi (t) of (15) satisfyp
−

iIni−r 6 P−1
i (t) 6 p̄iIni−r, there

exist constantsαi5, αi6 such that

V̇i1 (χi) + V̇i2 (t, η̃) ≤ αi5
∥

∥z̃bi
∥

∥

2
+ αi6‖χi‖

2
+ Ξi

(

zb, y
)

(23)

whereΞi = 4N
∑N
j=1

(

ς2ij
∥

∥zbj
∥

∥

2
+
∑pq
k=1 τ

2
ijk

∑pq
k=1

∥

∥zaj1
∥

∥

2k
)

+2N
∑N
j=1

(

ω2
ij1

∥

∥zbj
∥

∥

2
+
∑pq
k=1 υ

2
ij1k

∑pq
k=1

∥

∥zaj1
∥

∥

2k
)

+2Nr
∑N
j=1

∑r
l=1

(

ω2
ijl

∥

∥zbj
∥

∥

2
+
∑pq
k=1 υ

2
ijlk

∑pq
k=1

∥

∥zaj1
∥

∥

2k
)

, which represents the possibly destabilizing terms causedby the inter-

connections and uncertainties.

Proof :
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The time derivative ofVi1 along the trajectories of (17) is given as

V̇i1 (χi) = −
1

εi
χTi Υiχi + 2χTi Ωi

[

B̄1∆ξi + B̄2D
−1
i (∆fi +∆i)

]

(24)

It follows from Assumptions 4-5, there exist positive constantsαi1, αi2 such that
∣

∣

∣

∣

∣

∂ξi

∂zbi

∣

∣

∣

∣

(zbi ,zai1)
ωi

(

zbi , z
a
i1

)

+
∂ξi

∂zai1

∣

∣

∣

∣

(zbi ,zai1)
zai2 −

∂ξi

∂zbi

∣

∣

∣

∣

(ẑbi ,ẑai1)
ωi

(

ẑbi , ẑ
a
i1

)

−
∂ξi

∂zai1

∣

∣

∣

∣

(ẑbi ,ẑai1)
ẑai2

∣

∣

∣

∣

∣

≤ αi1
∥

∥z̃bi
∥

∥+ αi2 ‖χi‖ (25)

It follows from the definition of∆ξi and (25),

|∆ξi| ≤ αi1
∥

∥z̃bi
∥

∥+ αi2 ‖χi‖+ ρi1
∑N

j=1

(

ςij
∥

∥zbj
∥

∥+
∑pq

k=1
τijk

∥

∥zaj1
∥

∥

k
)

+ ρi2
∑N

j=1

(

ωij1
∥

∥zbj
∥

∥+
∑pq

k=1
υij1k

∥

∥zaj1
∥

∥

k
)

(26)

whereρi1
(

zbi , z
a
i1

)

=

∥

∥

∥

∥

∂ξi
∂zb

i

∣

∣

∣

(zbi ,zai1)

∥

∥

∥

∥

andρi2
(

zbi , z
a
i1

)

=

∥

∥

∥

∥

∂ξi
∂za

i1

∣

∣

∣

(zbi ,zai1)

∥

∥

∥

∥

.

It follows from Assumptions 2-3 and (24)-(26),

V̇i1 (χi) ≤

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
}

‖χi‖
2
+ α2

i1

∥

∥z̃bi
∥

∥

2

+ 2N
∑N

j=1

(

ς2ij
∥

∥zbj
∥

∥

2
+
∑pq

k=1
τ2ijk

∑pq

k=1

∥

∥zaj1
∥

∥

2k
)

+ 2N
∑N

j=1

(

ω2
ij1

∥

∥zbj
∥

∥

2
+
∑pq

k=1
υ2ij1k

∑pq

k=1

∥

∥zaj1
∥

∥

2k
)

+ 2Nr
∑N

j=1

∑r

l=1

(

ω2
ijl

∥

∥zbj
∥

∥

2
+
∑pq

k=1
υ2ijlk

∑pq

k=1

∥

∥zaj1
∥

∥

2k
)

(27)

The time derivative ofVi2 along the trajectories of (18) is given as

V̇i2 (t, η̃) = 2
(

z̃bi
)T
P−1
i

{

Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

+∆δi + δi
}

+
(

z̃bi
)T
Ṗ−1
i z̃bi (28)

whereΘi
(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

, ωi
(

zbi , z
a
i1

)

− ωi
(

ẑbi , ẑ
a
i1

)

− Li (t)
(

σ̂i − ξi
(

ẑbi , ẑ
a
i1

))

.

Considering Assumptions 4-5, the Riccati equation (15) andthe boundedness of
∥

∥C̄i (t)
∥

∥, the following inequalities can be

easily derived from [24], [25]:

2
(

z̃bi
)T
P−1
i Θi

(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

+
(

z̃bi
)T
Ṗ−1
i z̃bi 6 −αi3

∥

∥z̃bi
∥

∥

2
+ αi4‖χi‖

2 (29)

whereαi3, αi4 are positive constants. Detailed proof of (29) is given in the Appendix.

It follows from Assumptions 2-3 and (28)-(29),

V̇i2 (t, η̃) ≤ −αi3
∥

∥z̃bi
∥

∥

2
+ αi4‖χi‖

2
+ 2

∥

∥z̃bi
∥

∥

∥

∥P−1
i

∥

∥

∑N

j=1

(

ςij
∥

∥zbj
∥

∥+
∑pq

k=1
τijk

∥

∥zaj1
∥

∥

k
)

≤
(

−αi3 + p̄2i
)
∥

∥z̃bi
∥

∥

2
+ αi4‖χi‖

2
+ 2N

{

∑N

j=1
ς2ij

∥

∥zbj
∥

∥

2
+
∑N

j=1

(

∑pq

k=1
τ2ijk

)

(

∑pq

k=1

∥

∥zaj1
∥

∥

2k
)} (30)

Hence, Proposition 1 follows from the inequalities (27) and(30) with

αi5 = −αi3 + p̄2i + α2
i1

αi6 = −
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4

(31)

Based on Proposition 1, the stability proof of the proposed observer (14) will be given in the subsequent proof which

considers the behaviour of the closed-loop system.

Remark 7. The observers developed in [24], [25] do not consider the interconnections and uncertainties, hence exponential

convergence of the observer can be obtained. However, when the unmatched interconnections and uncertainties are considered

as in this paper, as shown in (23), possibly destabilizing terms have arisen in the observer error dynamics (17) and (18).An

adaptive law will be designed to deal with these terms in the following subsection to ensure that the observer error is bounded.

Remark 8. It should be pointed out that the observer (14) does not use information from other subsystems and it is

completely decentralized. This means all the interconnections remain in the observation error dynamics, bringing challenges to

the controller design, especially the stability proof. In some decentralized dynamic output feedback control schemes, in order
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to decouple the observation error dynamics and the interconnections, the observer design has used output information [23] or

reference signals [29] from other subsystems so that partially decentralized filters (observers) have been constructed.

Remark 9. Note that the EKF is usually used in the study of nonlinear stochastic systems (see, [51]). However, it should be

noted that there are also many researchers who directly use the EKF as an observer for nonlinear deterministic systems (see,

e.g., [24], [25], [52]). In this paper, inspired by [24], [25], the EKF has been used to deal with the system internal dynamics

relating to the partial system stateszbi due to its simplicity and applicability to a wide range of nonlinear systems.

B. The decentralized robust adaptive backstepping control design

This section aims to design an output feedback control basedon the step-by-step recursive backstepping algorithm to

guarantee the closed-loop system is UUB.

Step 1

Defineζi1 = zai1 − ψi1 with ψi1 = Fi
(

t, ẑbi
)

. Consider theζi1 dynamics:

ζ̇i1 = zai2 +∆fi1 +∆i1 − ψ̇i1

= ẑai2 + z̃ai2 +∆fi1 +∆i1 − ψ̇i1
(32)

whereψ̇i1 =
∂Fi(t,ẑbi )

∂t
+

∂Fi(t,ẑbi )
∂ẑb

i

˙̂z
b

i .

Then defineζi2 = ẑai2 − ψi2. For system (2), (17), (18) and (32), a Lyapunov function is chosen as:

W1 =
∑N

i=1

{

Vi0
(

t, zbi
)

+ Vi1 (χi) + Vi2
(

t, z̃bi
)

+ ζ2i1 + τ−1
i

(

β̂i − β∗
i

)2
}

(33)

whereVi0 is defined in Assumption 6,Vi1 is defined in (21),Vi2 is defined in (22),τi is a positive constant and̂βi is a

time-varying adaptation gain that will be designed later tocounter the effects of the possibly destabilizing terms caused by the

interconnections and uncertainties. Note thatβ∗
i is its desired value.

The time derivative ofW1 along the trajectories of (32) is given as:

Ẇ1 =
∑N

i=1







V̇i0
(

t, zbi
)

+ V̇i1 (χi) + V̇i2
(

t, z̃bi
)

+ 2ζi1

(

ψi2 + ζi2 + z̃ai2 +∆fi1 +∆i1 − ψ̇i1

)

+2τ−1
i

(

β̂i − β∗
i

)

˙̂
βi







(34)

Then designψi2 = −λi1ζi1 − β̂i
∑pq
k=1 2

2k−2ζ2k−1
i1 + ψ̇i1 whereλi1 > 0 is a design parameter and the adaptive law is

designed as:
˙̂
βi = τi

∑pq

k=1
22k−2ζ2ki1 − γiτiβ̂i (35)

whereγi is a positive constant and the initial valuêβi (t0) > 0.

For the termV̇i0
(

t, zbi
)

in (34), it follows from Assumptions 2-4 and Assumption 6,

V̇i0
(

t, zbi
)

=
∂Vi0

∂t
+
∂Vi0

∂zbi
ωi

(

zbi , z
a
i1

)

+
∂Vi0

∂zbi
(∆δi + δi)

=
∂Vi0

∂t
+
∂Vi0

∂zbi
(∆δi + δi)

+
∂Vi0

∂zbi

{

ωi
(

zbi , z
a
i1

)

+ ωi
(

zbi , Fi
(

t, zbi
))

− ωi
(

zbi , Fi
(

t, zbi
))

+ ωi
(

zbi , Fi
(

t, ẑbi
))

− ωi
(

zbi , Fi
(

t, ẑbi
))}

≤ −ci3
∥

∥zbi
∥

∥

2
+ ci4

∥

∥zbi
∥

∥

{

Lωi

∥

∥zai1 − Fi
(

t, ẑbi
)
∥

∥+ Lωi
LFi

∥

∥z̃bi
∥

∥

}

+ ci4
∥

∥zbi
∥

∥

∑N

j=1

(

ςij
∥

∥zbj
∥

∥+
∑pq

k=1
τijk

∥

∥zaj1
∥

∥

k
)

≤

(

−ci3 + 2 +
c2i4
4

)

∥

∥zbi
∥

∥

2
+
c2i4L

2
ωi

4
‖ζi1‖

2
+
c2i4L

2
ωi
L2
Fi

4

∥

∥z̃bi
∥

∥

2

+ 2N

{

∑N

j=1
ς2ij

∥

∥zbj
∥

∥

2
+

∑N

j=1

(

∑pq

k=1
τ2ijk

)

(

∑pq

k=1

∥

∥zaj1
∥

∥

2k
)}

(36)
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It follows from Lemma 3, (27), (30) and (34)-(36) that

Ẇ1 ≤
∑N

i=1

(

−ci3 + 2 +
c2i4
4

)

∥

∥zbi
∥

∥

2
+
∑N

i=1

(

−αi3 + p̄2i + α2
i1 +

c2i4L
2
ωi
L2
Fi

4

)

∥

∥z̃bi
∥

∥

2

+
∑N

i=1

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 +

∥

∥D̄i

∥

∥

2
}

‖χi‖
2

+
∑N

i=1

{

6N
∑N

j=1
ς2ij

∥

∥zbj
∥

∥

2
+ 4N

∑N

j=1
ω2
ij1

∥

∥zbj
∥

∥

2
+ 2Nr

∑N

j=1

∑r

l=1
ω2
ijl

∥

∥zbj
∥

∥

2
}

+
∑N

i=1







6N
∑N
j=1

(

∑pq
k=1 τ

2
ijk

)(

∑pq
k=1

∥

∥zaj1
∥

∥

2k
)

+ 4N
∑N
j=1

(

∑pq
k=1 υ

2
ij1k

)(

∑pq
k=1

∥

∥zaj1
∥

∥

2k
)

+2Nr
∑N
j=1

∑r
l=1

(

∑pq
k=1 υ

2
ijlk

)(

∑pq
k=1

∥

∥zaj1
∥

∥

2k
)







+
∑N

i=1

{(

−2λi1 + 2 +
c2i4L

2
ωi

4

)

ζ2i1 + 2ζi1ζi2

}

+
∑N

i=1

{

2
(

β̂i − β∗
i

)(

∑pq

k=1
22k−2ζ2ki1 − γiβ̂i

)

− 2β̂i
∑pq

k=1
22k−2ζ2ki1

}

(37)

For the final term, it follows from the inequality−2γiβ̂i

(

β̂i − β∗
i

)

≤ −γi

(

β̂i − β∗
i

)2

+ γiβ
∗2
i ,

2
(

β̂i − β∗
i

)(

∑pq

k=1
22k−2ζ2ki1 − γiβ̂i

)

− 2β̂i
∑pq

k=1
22k−2ζ2ki1 = −2β∗

i

∑pq

k=1
22k−2ζ2ki1 − 2γiβ̂i

(

β̂i − β∗
i

)

≤ −β∗
i

∑pq

k=1
22k−1ζ2ki1 − γi

(

β̂i − β∗
i

)2

+ γiβ
∗2
i

(38)

Define di =
∑N
j=1

∑pq
k=1 τ

2
jik, hi =

∑N
j=1

∑pq
k=1 υ

2
ji1k andmi =

∑N
j=1

∑r
l=1

∑pq
k=1 υ

2
jilk. It follows from Lemmas 1-2,

(37)-(38) that

Ẇ1 ≤
∑N

i=1

(

−ci3 + 2 +
c2i4
4

)

∥

∥zbi
∥

∥

2
+
∑N

i=1

(

−αi3 + p̄2i + α2
i1 +

c2i4L
2
ωi
L2
Fi

4

)

∥

∥z̃bi
∥

∥

2

+
∑N

i=1

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 +

∥

∥D̄i

∥

∥

2
}

‖χi‖
2

+
∑N

i=1

{

6N
∑N

j=1
ς2ji

∥

∥zbi
∥

∥

2
+ 4N

∑N

j=1
ω2
ji1

∥

∥zbi
∥

∥

2
+ 2Nr

∑N

j=1

∑r

l=1
ω2
jil

∥

∥zbi
∥

∥

2
}

+
∑N

i=1

∑pq

k=1

{

22k−1 (6Ndi + 4Nhi + 2Nrmi)
(

‖ζi1‖
2k

+ ‖ψi1‖
2k
)}

+
∑N

i=1

{(

−2λi1 + 2 +
c2i4L

2
ωi

4

)

ζ2i1 + 2ζi1ζi2

}

+
∑N

i=1

{

−β∗
i

∑pq

k=1
22k−1ζ2ki1 − γi

(

β̂i − β∗
i

)2

+ γiβ
∗
i
2

}

(39)

It can be seen from (39) that the interconnections and uncertainties in the considered system itself and the destabilizing

terms arising from the state observation error dynamics areall represented in the Lyapunov function. This motivates the design

of an adaptive law to offset these effects.

Remark 10. It should be noted that the adaptive law (35) proposed in thispaper may not produce the true parameter values.

In fact, in adaptive control, it is usually unnecessary to design adaptive laws to obtain/estimate the true parameter values, see

for example, [12], [38], specifically when UUB is considered. Although there are many parameter estimation methods thatcan

be used to obtain the true value of corresponding parameters, strong restrictions are needed on the considered system (see,

e.g., [53], [54], [55]).

Step 2

Consider theζi2 dynamics:

ζ̇i2 = ẑai3 +
ηi2

ε2i
z̃ai1 −

∂ψi2

∂ζi1

(

ψi2 + ζi2 − ψ̇i1

)

−
∂ψi2

∂ζi1
(z̃ai2 +∆fi1 +∆i1)−

∂ψi2

∂β̂i

˙̂
βi − ψ̈i1 (40)
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Defineωi2
(

ζi1, ẑ
a
i2, β̂i, ψi1, ψ̇i1, ψ̈i1

)

= −∂ψi2

∂ζi1
and

̟i2

(

ζi1, ẑ
a
i2, β̂i, ψi1, ψ̇i1, ψ̈i1

)

=
ηi2

ε2i
z̃ai1 −

∂ψi2

∂ζi1

(

ψi2 + ζi2 − ψ̇i1

)

−
∂ψi2

∂β̂i

˙̂
βi − ψ̈i1 (41)

A Lyapunov function is chosen as:

W2 =W1 +
∑N

i=1
ζ2i2 (42)

The time derivative ofW2 along the trajectories of (40) is given as:

Ẇ2 = Ẇ1 + 2
∑N

i=1
ζi2 {ẑ

a
i3 +̟i2 + ωi2 (z̃

a
i2 +∆fi1 +∆i1)} (43)

For the term2
∑N
i=1 ζi2ωi2z̃

a
i2, it follows that

2
∑N

i=1
ζi2ωi2z̃

a
i2 ≤

∑N

i=1
ω2
i2ζ

2
i2 +

∑N

i=1

∥

∥D̄i

∥

∥

2
χ2
i (44)

For the term2
∑N
i=1 ζi2ωi2 (∆fi1 +∆i1), it follows that

2
∑N

i=1
ζi2ωi2 (∆fi1 +∆i1) ≤

∑N

i=1
ω2
i2ζ

2
i2 + 2N

∑N

i=1

∑N

j=1

{

ω2
ij1

∥

∥zbj
∥

∥

2
+
∑pq

k=1
υ2ij1k

∑pq

k=1

∥

∥zaj1
∥

∥

2k
}

=
∑N

i=1
ω2
i2ζ

2
i2 + 2N

∑N

i=1

∑N

j=1
ω2
ji1

∥

∥zbi
∥

∥

2
+ 2N

∑N

i=1
hi
∑pq

k=1
‖zai1‖

2k
(45)

Then defineζi3 = ẑai3 − ψi3 and designψi3 = −λi2ζi2 − ζi1 −̟i2 − ω2
i2ζi2 whereλi2 > 0 is design parameter. It follows

that
Ẇ2 ≤ Ẇ1 + 2

∑N

i=1
ζi2 {ζi3 − λi2ζi2 − ζi1}+

∑N

i=1

∥

∥D̄i

∥

∥

2
χ2
i

+ 2N
∑N

i=1

∑N

j=1
ω2
ji1

∥

∥zbi
∥

∥

2
+ 2N

∑N

i=1
hi
∑pq

k=1
‖zai1‖

2k (46)

It follows from (39) and (43)-(46) that

Ẇ2 ≤
∑N

i=1

(

−ci3 + 2 +
c2i4
4

)

∥

∥zbi
∥

∥

2
+
∑N

i=1

(

−αi3 + p̄2i + α2
i1 +

c2i4L
2
ωi
L2
Fi

4

)

∥

∥z̃bi
∥

∥

2

+
∑N

i=1

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 + 2

∥

∥D̄i

∥

∥

2
}

‖χi‖
2

+
∑N

i=1

{

6N
∑N

j=1
ς2ji

∥

∥zbi
∥

∥

2
+ 6N

∑N

j=1
ω2
ji1

∥

∥zbi
∥

∥

2
+ 2Nr

∑N

j=1

∑r

l=1
ω2
jil

∥

∥zbi
∥

∥

2
}

+
∑N

i=1

∑pq

k=1

{

22k−1 (6Ndi + 6Nhi + 2Nrmi)
(

‖ζi1‖
2k

+ ‖ψi1‖
2k
)}

+
∑N

i=1

{(

−2λi1 + 2 +
c2i4L

2
ωi

4

)

ζ2i1 − 2λi2ζ
2
i2 + 2ζi2ζi3

}

+
∑N

i=1

{

−β∗
i

∑pq

k=1
22k−1ζ2ki1 − γi

(

β̂i − β∗
i

)2

+ γiβ
∗
i
2

}

(47)

Step m (3 6 m 6 r − 1)

Consider theζim dynamics:

ζ̇im = ẑai,m+1 +̟im

(

ζi1, ẑ
a
i2, · · · , ẑ

a
i,m, β̂i, ψi1, · · · , ψ

(m)
i1

)

+ ωim

(

ζi1, ẑ
a
i2, · · · , ẑ

a
i,m, β̂i, ψi1, · · · , ψ

(m)
i1

)

(z̃ai2 +∆fi1 +∆i1)

(48)

where ζim = ẑaim − ψim

(

ζi1, ẑ
a
i2, · · · , ẑ

a
i,m−1, β̂i, ψi1, · · · , ψ

(m−1)
i1

)

with ψi,m = −λi,m−1ζi,m−1 − ζi,m−2 − ̟i,m−1 −

ζi,m−1ω
2
i,m−1, ̟im andωim can be obtained by iteration where the specific expressions are given by

ωim = −∂ψim

∂ζi1

̟im = ηim
εm
i

z̃ai1 −
∂ψim

∂ζi1

(

ψi2 + ζi2 − ψ̇i1

)

−
∑m−1
j=2

(

∂ψim

∂ẑa
ij

˙̂zaij

)

− ∂ψim

∂β̂i

˙̂
βi −

∑m
j=1

(

∂ψi3

∂ψ
(j−1)
i1

ψ
(j)
i1

)

(49)

A Lyapunov function is chosen as:

Wm =Wm−1 +
∑N

i=1
ζ2im (50)
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The time derivative ofWm along the trajectories of (48) is given as:

Ẇm = Ẇm−1 + 2
∑N

i=1
ζim

{

ẑai,m+1 +̟im + ωim (z̃ai2 +∆fi1 +∆i1)
}

(51)

Defineζi,m+1 = ẑai,m+1−ψi,m+1 and designψi,m+1 = −λimζim−ζi,m−1−̟im−ζimω
2
im whereλim is design parameter.

It follows that

Ẇm ≤
∑N

i=1

(

−ci3 + 2 +
c2i4
4

)

∥

∥zbi
∥

∥

2
+

∑N

i=1

(

−αi3 + p̄2i + α2
i1 +

c2i4L
2
ωi
L2
Fi

4

)

∥

∥z̃bi
∥

∥

2

+
∑N

i=1

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 +m

∥

∥D̄i

∥

∥

2
}

‖χi‖
2

+
∑N

i=1

{

6N
∑N

j=1
ς2ji

∥

∥zbi
∥

∥

2
+ 2 (m+ 1)N

∑N

j=1
ω2
ji1

∥

∥zbi
∥

∥

2
+ 2Nr

∑N

j=1

∑r

l=1
ω2
jil

∥

∥zbi
∥

∥

2
}

+
∑N

i=1

∑pq

k=1

{

22k−1 (6Ndi + 2 (m+ 1)Nhi + 2Nrmi)
(

‖ζi1‖
2k

+ ‖ψi1‖
2k
)}

+
∑N

i=1

{(

−2λi1 + 2 +
c2i4L

2
ωi

4

)

ζ2i1 − 2
∑m

j=2
λijζ

2
ij + 2ζimζi,m+1

}

+
∑N

i=1

{

−β∗
i

∑pq

k=1
22k−1ζ2ki1 − γi

(

β̂i − β∗
i

)2

+ γiβ
∗
i
2

}

(52)

Step r

Based on the above analysis,

ψi,r = −λi,r−1ζi,r−1 − ζi,r−2 −̟i,r−1 − ζi,r−1ω
2
i,r−1 (53)

Ẇr−1 ≤
∑N

i=1

(

−ci3 + 2 +
c2i4
4

)

∥

∥zbi
∥

∥

2
+
∑N

i=1

(

−αi3 + p̄2i + α2
i1 +

c2i4L
2
ωi
L2
Fi

4

)

∥

∥z̃bi
∥

∥

2

+
∑N

i=1

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 + (r − 1)

∥

∥D̄i

∥

∥

2
}

‖χi‖
2

+
∑N

i=1

{

6N
∑N

j=1
ς2ji

∥

∥zbi
∥

∥

2
+ 2rN

∑N

j=1
ω2
ji1

∥

∥zbi
∥

∥

2
+ 2Nr

∑N

j=1

∑r

l=1
ω2
jil

∥

∥zbi
∥

∥

2
}

+
∑N

i=1

∑pq

k=1

{

22k−1 (6Ndi + 2rNhi + 2Nrmi)
(

‖ζi1‖
2k

+ ‖ψi1‖
2k
)}

+
∑N

i=1

{(

−2λi1 + 2 +
c2i4L

2
ωi

4

)

ζ2i1 − 2
∑r−1

j=2
λijζ

2
ij + 2ζimζi,m+1

}

+
∑N

i=1

{

−β∗
i

∑pq

k=1
22k−1ζ2ki1 − γi

(

β̂i − β∗
i

)2

+ γiβ
∗
i
2

}

(54)

Then consider theζir dynamics:

ζ̇ir = σ̂i+µi (z
a
i1)ui+̟ir

(

ζi1, ẑ
a
i2, · · · , ẑ

a
i,r, β̂i, ψi1, · · · , ψ

(r)
i1

)

+ωir

(

ζi1, ẑ
a
i2, · · · , ẑ

a
i,r, β̂i, ψi1, · · · , ψ

(r)
i1

)

(z̃ai2 +∆fi1 +∆i1)

(55)

with ζir = ẑair − ψir

(

ζi1, ẑ
a
i2, · · · , ẑ

a
i,r−1, β̂i, ψi1, · · · , ψ

(r−1)
i1

)

.

A Lyapunov function is chosen as:

W =Wr−1 +
∑N

i=1
ζ2ir (56)

The time derivative ofW along the trajectories of (55) is given as:

Ẇ = Ẇr−1 + 2
∑N

i=1
ζir {σ̂i + µi (z

a
i1)ui +̟ir + ωir (z̃

a
i2 +∆fi1 +∆i1)} (57)

Then design the output feedback control:

ui = −
1

µi (zai1)

(

σ̂i +̟ir + λirζi,r + ζi,r−1 + ω2
i,rζir

)

(58)

whereλir > 0 is a design parameter.
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It follows from (54)-(58) that

Ẇ ≤
∑N

i=1

(

−ci3 + 2 +
c2i4
4

+ 6N
∑N

j=1
ς2ji + 2 (r + 1)N

∑N

j=1
ω2
ji1 + 2Nr

∑N

j=1

∑r

l=1
ω2
jil

)

∥

∥zbi
∥

∥

2

+
∑N

i=1

(

−αi3 + p̄2i + α2
i1 +

c2i4L
2
ωi
L2
Fi

4

)

∥

∥z̃bi
∥

∥

2
+
∑N

i=1

{(

−2λi1 + 2 +
c2i4L

2
ωi

4

)

ζ2i1 − 2
∑r

j=2
λijζ

2
ij

}

+
∑N

i=1

{

−
1

εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 + r

∥

∥D̄i

∥

∥

2
}

‖χi‖
2

+
∑N

i=1

∑pq

k=1

{

22k−1 (6Ndi + 2 (r + 1)Nhi + 2Nrmi)
(

‖ζi1‖
2k

+ ‖ψi1‖
2k
)}

+
∑N

i=1

{

−β∗
i

∑pq

k=1
22k−1ζ2ki1 − γi

(

β̂i − β∗
i

)2

+ γiβ
∗
i
2

}

(59)

Theorem 1: Suppose Assumptions 1-6 are satisfied. In the considered domain z̃bi ∈ ℵi andzi ∈ Zi, all signals in the closed-

loop system formed by system (1) and the state observers (14)associated with the control (58) are UUB ifκ > 0 with κ

defined by

κ = min
1≤i≤N

(

min
{

−κi1λmax(Ωi)
−1
,−κi2p̄

−1,−κi3c
−1
i2 ,−κi4, 2λi2, · · · , 2λir, γiτi

})

(60)

whereκi1 = − 1
εi
λmin (Υi) +

(

1 + ρ2i1 + ρ2i2
)

‖Ωi‖
2
+ 2αi2 ‖Ωi‖+

∥

∥ΩiB̄2D
−1
i

∥

∥

2
+ αi4 + r

∥

∥D̄i

∥

∥

2
, κi2 = −αi3 + p̄2i + α2

i1 +
c2i4L

2
ωi

L2
Fi

4 , κi3 = −ci3+2+
c2i4
4 +6N

∑N
j=1 ς

2
ji+2 (r + 1)N

∑N
j=1 ω

2
ji1+2Nr

∑N
j=1

∑r
l=1 ω

2
jil andκi4 = −2λi1+2+

c2i4L
2
ωi

4 .

Proof :

Choose the desired valueβ∗
i satisfying

β∗
i ≥ 6Ndi + 2 (r + 1)Nhi + 2Nrmi (61)

Then the possibly destabilizing term
∑N
i=1

∑pq
k=1 (·) ‖ζi1‖

2k can be fully compensated by the adaptive law. It follows from

(59) and (61) that

Ẇ ≤
∑N

i=1

(

κi1‖χi‖
2
+ κi2

∥

∥z̃bi
∥

∥

2
+ κi3

∥

∥zbi
∥

∥

2
)

+
∑N

i=1

(

κi4ζ
2
i1 − 2

∑r

j=2
λimζ

2
im

)

−
∑N

i=1
γi

(

β̂i − β∗
i

)2

+
∑N

i=1

∑pq

k=1

{

22k−1 (6Ndi + 2 (r + 1)Nhi + 2Nrmi) ‖ψi1‖
2k
}

+
∑N

i=1
γiβ

∗
i
2

(62)

It follows from Assumption 6 that the functionsFi
(

t, zbi
)

satisfy the Lipschitz condition. Hence in the considered domain

z̃bi ∈ ℵi andzi ∈ Zi, there exist constants̄ψi1 such that‖ψi1‖ ≤ ψ̄i1.

Then define
∏

=
∑N

i=1

{

∑pq

k=1

{

22k−1 (6Ndi + 2 (r + 1)Nhi + 2Nrmi) ψ̄
2k
i1

}

+ γiβ
∗
i
2
}

(63)

It follows from (62) and (63) that

Ẇ ≤ −κW +
∏

(64)

Hence,W
(

t, zb, z̃b, χ, ζ, β̂
)

decreases monotonically until
(

t, zb, z̃b, χ, ζ, β̂
)

reaches the compact set

Rs =
{(

t, zb, z̃b, χ, ζ, β̂
)

∈ R+ ×Rn−Nr ×Rn−Nr ×RN(r+1) ×RNr ×RN :W
(

t, zb, z̃b, χ, ζ, β̂
)

≤ κ−1
∏

}

(65)

wheren =
∑N
i=1 ni, z̃

b := col
(

z̃b1, · · · , z̃
b
N

)

, χ := col (χi1, · · · , χiN ), ζ := col (ζ1, · · · , ζN ) with ζi := col (ζi1, · · · , ζir) and

β̂ := col
(

β̂i1, · · · , β̂iN

)

.

Hence, Theorem 1 follows form the conditionκ > 0.

Remark 11. It can be seen from (64) that the closed-loop system is UUB, rather than exponentially stable, due to the

presence of the term
∏

.
∏

is mainly determined byψ̄i1 and β∗
i , which are generated when dealing with the nonlinear

non-minimum phase characteristics, the unmatched uncertainties and interconnections bounded by an unknown high-order

polynomial, respectively.
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Remark 12. Note that if system (1) is minimum phase, the proposed methodis still feasible. In that case, Assumption 6

will be satisfied withFi = 0, hence the observer (14) and control (58) do not need to be modified, and the closed-loop system

is also UUB. In this case (63) will become
∏

=
∑N
i=1 γiβ

∗
i
2.

Remark 13. It should be noted that although the zero dynamicsżbi = ωi
(

zbi , 0
)

is allowed to be unstable in this paper, when

the dynamic equatioṅzbi = ωi
(

zbi , z
a
i1

)

is controllable with respect to the virtual control inputzai1, a smooth functionzai1 =

Fi
(

t, zbi
)

can always be found that makes the termωi
(

zbi , z
a
i1

)

converge exponentially. This provides a solution whereby,if the

designed control can ensure thatzai1 converges toFi
(

t, zbi
)

, then the non-minimum phase problem may be solved. However,zbi

is unmeasurable, so the observers (14) are first designed to obtain its estimated value. Then by definingζi1 = zai1 −Fi
(

t, ẑbi
)

,

a decentralized robust adaptive backstepping control is proposed to guaranteeζi1 is convergent. Finally, a Lyapunov approach

is used to ensure that all signals in the closed-loop system formed by system (1) and the state observers (14) associated with

the control (58) are UUB.

Remark 14. An “explosion of terms” problem is induced by calculating the high-order time derivatives of virtual inputs,

which is a limitation of the standard backstepping control,as shown in (49). It should be pointed out that the Dynamic Surface

Control (DSC) proposed in [56], [57] can be used to avoid thisproblem. Multiple derivative calculations of virtual inputs can

be avoided by adding some first-order, low-pass filters as in [56], [57], which does not affect the closed-loop system stability

in the sense of UUB. To improve control quality, on the one hand, the accuracy of the filter can be improved to meet the

design requirements, which is relatively straightforwardto implement, and on the other hand, other types of filters canbe used

if necessary.

Remark 15. It should be pointed out that the condition developed in Theorem 1 is sufficient. In the process of controller

design and in the stability proof, the inequalities relating to Lyapunov functions, such as (36) – (39), will result in the final

conclusion being conservative. Theorem 1 above indicates that the sufficient condition for the closed-loop system to beUUB

is κ > 0, which implies thatκi1 < 0, κi2 < 0, κi3 < 0 andκi4 < 0. However, due to the conservativeness in the method of

proof, the system may still be UUB when these conditions do not hold. Although there is conservativeness in the analysis,the

method can be applied to a large class of interconnected systems, especially those with unstable zero dynamics.

IV. SIMULATION EXAMPLES

This section will test the effectiveness of the designed method by two simulation examples.

Case 1:

Consider the multiple TORA system studied in [41], as shown in Fig.1. The dynamical model can be described by:

(Mi +mi) ẍi −miLiθ̇
2
i sin θi +miLiθ̈i cos θi + ki (xi − xi−1) + ki+1 (xi − xi+1) = 0

(

Ji +miL
2
i

)

θ̈i +miLiẍi cos θi = τi
(66)

wheremi is the rotor mass,Ji is the inertia of the rotational centre,Li is the rotor rotational radius,Mi is the mass of the

cart,ki is the spring constant,θi is the rotor angular position andxi is the cart translational position,τi is the input torque of

the ith subsystem respectively withi = 1, 2, · · · , N .

Note that the multiple TORA system (66) is non-minimum phase.

Inspired by [24], introduce the following change of variables:

zbi1 = xi +
miLi sin θi
Mi+mi

zbi2 = ẋi +
miLiθ̇i cos θi
Mi+mi

zai1 = θi

zai2 = θ̇i

(67)

In practice, often only the rotor angular position can be measured, that is,yi = zai1. Then definezai := col (zai1, z
a
i2) and
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Fig. 1: Structure of multiple TORA system

zbi := col
(

zbi1, z
b
i2

)

. In the new coordinate system
(

zai , z
b
i

)

, the system (66) can be described as:

żbi =

[

zbi2

−ki+ki+1

Mi+mi
zbi1 +

(ki+ki+1)miLi sin z
a
i1

(Mi+mi)
2

]

+ δi

żai =

[

0 1

0 0

]

zai +

[

0

1

]

{ξi + µi (z
a
i1) τi}+

[

0

∆fi2

]

+

[

0

∆i2

] (68)

whereµi (zai1) = (Mi+mi)

(Ji+miL
2
i )(Mi+mi)−m2

i
L2

i
cos2za

i1

, ξi =
miLi cos z

a
i1(ki+ki+1)z

b
i1−m

2
iL

2
i (z

a
i2)

2 sin zai1 cos zai1
(Ji+miL

2
i )(Mi+mi)−m2

i
L2

i
cos2za

i1

, the uncertainty∆fi2
and interconnectionsδi, ∆i2 are described by

∆fi2 = −
m2

iL
2
i sin zai1 cos zai1

(Ji+miL
2
i )(Mi+mi)−m2

i
L2

i
cos2za

i1

· ki+ki+1

Mi+mi

δi =

[

0
ki

Mi+mi

(

zbi−1,1 −
mi−1Li−1 sin zai−1,1

Mi−1+mi−1

)

+ ki+1

Mi+mi

(

zbi+1,1 −
mi+1Li+1 sin zai+1,1

Mi+1+mi+1

)

]

∆i2 = −
miLi cos z

a
i1ki

(

zbi−1,1−
mi−1Li−1 sin za

i−1,1
Mi−1+mi−1

)

(Ji+miL
2
i )(Mi+mi)−m2

i
L2

i
cos2za

i1

−
miLi cos z

a
i1ki+1

(

zbi+1,1−
mi+1Li+1 sin za

i+1,1
Mi+1+mi+1

)

(Ji+miL
2
i )(Mi+mi)−m2

i
L2

i
cos2za

i1

(69)

Two TORA sub-systems are used as the simulation test. The system parameters are given by:

M1 = 1.3608 kg,m1 = 0.096 kg, L1 = 0.0592m,J1 = 0.0002175 kg ·m2, k1 = 186.3N ·m

M2 = 1.2985 kg,m2 = 0.108 kg, L2 = 0.0604m,J2 = 0.0001298 kg ·m2, k2 = 186.3N ·m
(70)

ChooseVi0 =
(

zbi
)T (

zbi
)

with F1 = arcsin
(

−0.52zb11 − 0.51zb12
)

and F2 = arcsin
(

−0.45zb21 − 0.40zb22
)

such that

Assumptions 1-6 are all satisfied.

Denote the virtual system stateσi =
(ki+ki+1)miLiz

b
i1 cos zai1

(Ji+miL
2
i )(Mi+mi)−m2

i
L2

i
cos2za

i1

, then the main parameters of the decentralized EKF-

EHGO (14) are given by:

ε1 = 0.003, η11 = 25, η12 = 2, η13 = 0.03, R1 = 1, Q1 =

[

0.8 0

0 0.8

]

ε2 = 0.003, η21 = 3, η22 = 3, η23 = 1, R2 = 1, Q2 =

[

0.8 0

0 0.8

] (71)

The main parameters of the control (58) are given by:

γ1 = 0.01, τ1 = 100, λ11 = 1, λ12 = 2

γ2 = 0.02, τ2 = 100, λ21 = 2, λ22 = 3
(72)

The time response of the original system states(xi, θi) with their estimates, the system input torques and adaptation gains

are shown in Fig.2 and Fig.4. The system states
(

zbi1, z
b
i2, z

a
i2, σi

)

and their estimates are shown in Fig.3 and Fig.5. As shown

in Figs.2-5, all signals in the nonlinear multiple TORA system (66) and the adaptation gains are all UUB despite the presence
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of unmatched interconnections and uncertainties while thedesigned EKF-EHGO can quickly observe the system states. The

simulation results demonstrate that the designed method can effectively stabilize the multiple TORA system. Note thatin

this specific example, by direct calculation, the minimum values of the parametersβ∗
i defined in (61) areβ∗

1 = 1286.45 and

β∗
2 = 2435.26, respectively. It is clear to see from the simulation that the adaptation gainsβ1 and β2 cannot estimate their

corresponding desired values, but the proposed adaptive control can still guarantee the UUB stability of the controlled system.
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(a) The system statex1 and its estimatêx1
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(b) The system stateθ1 and its estimatêθ1
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(c) The time response of the system input torque

τ1
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Fig. 2: The time response of the original system states(x1, θ1) with their estimates, the system input torque and adaptation

gain
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and their estimates
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Fig. 4: The time response of the original system states(x2, θ2) with their estimates, the system input torque and adaptation
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22

0 1 2 3 4 5 6 7 8 9 10
-60

-50

-40

-30

-20

-10

0

10

20

30

40

(d) The time response ofσ2 and its estimatêσ2

Fig. 5: The time response of the system states
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)

and their estimates

To further test the proposed decentralized robust adaptivecontrol, the result in [23] will be compared with the method

proposed in this paper. A robust decentralised output feedback sliding mode controller has been designed in [23], although

the considered interconnected systems in [23] were non-minimum phase, the nominal isolated subsystems were required to be

linear. In order to use the method proposed in [23] on nonlinear interconnected systems (68), it is necessary to first linearize

the considered system at the origin. By using a Taylor expansion around the origin and neglecting the higher order terms,the

following linearized model of the nominal isolated systemsof (68) can be obtained:
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(73)
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(74)

The main parameters of the reduced-order observer and sliding mode control in [23] are given by:

L1 =
[

37 166.234 −2.818 −13.679
]T

, S1 =
[

60 1 −9.366.734 846.110
]

L2 =
[

37 157.087 −2.297 −9.971
]T

, S2 =
[

37 1 −6850.727 119.716
] (75)

The time response of the system states
(

zbi1, z
b
i2, z

a
i2

)

with their estimates and the system input torques using the method

proposed in [23] are shown in Fig.6 and Fig.8. The corresponding time response of the original system statesxi with their
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estimates andθi using the method proposed in [23] are shown in Fig.7 and Fig.9. The time response of the sliding functions

using the method proposed in [23] are shown in Fig.10. Comparing Figs.2-10, it can be seen that the approach proposed in

this paper exhibits better control performance due to its direct consideration of the nonlinear characteristics whilethe method

proposed in [23] shows poor system response. In fact, the method proposed in [23] delivers a controller that is only validin

a small region near the origin.
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11

0 5 10 15 20 25 30
-5

-4

-3

-2

-1

0

1

(b) The system statezb
12

and its estimatêzb
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Fig. 6: The time response of the system states
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with their estimates and the system input torque using the method

proposed in [23]
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Fig. 7: The time response ofx1 with its estimate andθ1 using the method proposed in [23]
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Fig. 8: The time response of the system states
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with their estimates and the system input torque using the method

proposed in [23]
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0 5 10 15 20 25 30
-4

-3

-2

-1

0

1

2

(b) The system stateθ2

Fig. 9: The time response ofx2 with its estimate andθ2 using the method proposed in [23]
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Fig. 10: The time response of the sliding functions using themethod proposed in [23]

Case 2:

Consider the nonlinear interconnected system formed of twosubsystems described by:

żb1 = 3
(

zb1
)2

+ zb1z
a
11 + za11 +∆δ1 + δ1 +∆d1

ża11 = za12 +∆f11 +∆11 +∆d2

ża12 = zb1 + za11 + u1 +∆f12 +∆12

y1 = za11

(76)

żb2 = 2
(

zb2
)2

+ 2zb2z
a
21 + 2za21 +∆δ2 + δ2 +∆d3

ża21 = za22 +∆f21 +∆21

ża22 = zb2 + za21 + u2 +∆f22 +∆22 +∆d4

y2 = za21

(77)

wherez := col (z1, z2) ∈ Z =
{

(z1, z2)|
∣

∣zb1
∣

∣ ≤ 0.1,
∣

∣zb2
∣

∣ ≤ 0.1
}

, the interconnections and uncertainties satisfy
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2
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∣
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2
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∣

∣zb1
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∣zb2
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2
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∣

∣zb1
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∣+ 0.2|za11|
2
+ 0.1

∣

∣zb2
∣

∣+ 0.2 |za21|+ 0.2|za21|
2

∆δ2 + δ2 ≤ 0.1
∣

∣zb2
∣

∣+ 0.2 |za21|+ 0.2|za21|
2
+ 0.1

∣

∣zb1
∣

∣

2
+ 0.2 |za11|

∆f21 +∆21 ≤ 0.1
∣

∣zb2
∣

∣+ 0.2 |za21|+ 0.2|za21|
2
+ 0.1

∣

∣zb1
∣

∣

2
+ 0.2|za11|

2

∆f22 +∆22 ≤ 0.1
∣

∣zb2
∣

∣+ 0.2 |za21|+ 0.1
∣

∣zb1
∣

∣+ 0.2 |za11|+ 0.2|za11|
2

(78)

and∆d1,∆d2,∆d3,∆d4 represent the interconnections and uncertainties with nonzero steady-state values, which are defined

by:
∆d1 = 0.002 cos (t) ,∆d2 = 0.006 cos

(

zb1
)

∆d3 = 0.005 sin (t) ,∆d4 = 0.001 cos (za21)
(79)

Note that the nonlinear interconnected system (76) – (77) isnon-minimum phase and exhibits strong nonlinear coupling.

ChooseVi0 =
(

zbi
)2

with F1 = −3zb1 andF2 = −2zb2. Denote the virtual system stateσ1 = zb1 + za11 andσ2 = zb2 + za21,

then the main parameters of the decentralized EKF-EHGO (14)are given by:

ε1 = 0.001, η11 = 3, η12 = 3, η13 = 1, R1 = 1, Q1 = 0.1

ε2 = 0.001, η21 = 3, η22 = 5, η23 = 3, R2 = 2, Q2 = 0.2
(80)

The main parameters of the control (58) are given by:

γ1 = 0.01, τ1 = 100, λ11 = 2, λ12 = 2, λ13 = 3

γ2 = 0.01, τ2 = 100, λ21 = 2, λ22 = 3, λ23 = 3
(81)
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11

0 5 10 15 20 25 30 35 40 45 50

time(s)

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

15 20 25 30 35
-10

-5

0

5
10-3

(c) The system stateza
12

and its estimatêza
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Fig. 11: The system statesz1 with σ1 and their estimates
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(b) The time response of the adaptation gainβ1

Fig. 12: The time response of the system control signalu1 and the adaptation gainβ1
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(d) The time response ofσ2 and its estimatêσ2

Fig. 13: The system statesz2 with σ2 and their estimates

0 5 10 15 20 25 30 35 40 45 50

time(s)

-5

-4

-3

-2

-1

0

1

2

3

4

5

(a) The time response of the system control signal

u2

0 5 10 15 20 25 30 35 40 45 50

time(s)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
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Fig. 14: The time response of the system control signalu2 and the adaptation gainβ2

The system states and their estimates are shown in Fig.11 andFig.13. The time response of the system control signals and

the adaptation gains are shown in Fig.12 and Fig.14. As shownin Figs.11-14, although the interconnections and uncertainties

have nonzero steady-state values, all signals in the nonlinear interconnected system (76) – (77) and the adaptation gains are all

UUB while the designed EKF-EHGO can quickly observe the system states within a small error bound. The simulation results

further verify the effectiveness of the proposed method. Inthis case, by direct calculation, the minimum values ofβ∗
i defined

in (61) areβ∗
1 = 4 and β∗

2 = 5.28, respectively. Similarly, the adaptation gainsβ1 and β2 cannot track their corresponding

desired values. In fact, if the true values of the parametersare to be obtained by proper adaptive laws, additional requirements

on the considered system may be needed.

The result in [23] will be compared with the method proposed in this paper. In order to apply the method proposed in [23]

to the nonlinear interconnected system (76) – (77), it is necessary to first linearize the considered system at the origin. By

using the Taylor expansion around the origin and neglectinghigher order terms, the following linearized model of the nominal
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isolated systems of (76) – (77) can be obtained:
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żb1






=







0 1 0

1 0 1

1 0 0













za11

za12

zb1






+







0

1

0






u1

y1 =
[

1 0 0
] [

za11 za12 zb1

]T

(82)
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(83)

The main parameters of the reduced-order observer and sliding mode control in [23] are given by:

L1 =
[

6 12 7
]T

, S1 =
[

−3 −1 −2
]

L2 =
[

6 12 8
]T

, S2 =
[

−3 −1 −1
] (84)
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Fig. 15: The time response of the system statesz1 and system control signalu1 using the method proposed in [23]
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Fig. 16: The time response of the system statesz2 and system control signalu2 using the method proposed in [23]
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Fig. 17: The time response of the sliding functions using themethod proposed in [23]

The corresponding time response of the system states with their estimates and the system control signals using the method

proposed in [23] are shown in Figs.15-16. The time response of the sliding functions using the method proposed in [23] are

shown in Fig.17. Comparing Figs.11-14 and Figs.15-17, it can be seen that the final convergence bound of the system states

and observer errors are all bigger than those using the method proposed in this paper while the method proposed in [23]

shows poorer system response. This is because the method proposed in [23] is developed based on a linearized model of (76),

which has lost the nonlinear characteristics of the original system while the method proposed in [23] can not readily handle

the uncertainties and interconnections bounded by an unknown high-order polynomial, which further shows the superiority of

the proposed method.

To demonstrate the conservativeness discussed in Remark 15, the values of the parametersλi1 are now chosen as:

λ11 = 0.5, λ21 = 0.8 (85)

By direct calculation, the sufficient conditionκi4 < 0 proposed in Theorem 1 does not hold while the parameters given in
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(81) can guarantee the corresponding conditions proposed in Theorem 1 hold. When using the values given in (85) and keeping

all other relevant parameters the same as (80) – (81), the system states and their estimates are shown in Fig.18 and Fig.20

while the time response of the system control signals and theadaptation gains are shown in Fig.19 and Fig.21. As shown

in Figs.18-21, although the sufficient condition proposed in Theorem 1 do not hold in this case, all signals in the nonlinear

interconnected system (76) – (77) and the adaptation gains are still UUB while the final convergence bound of the system will

increase. The simulation results further verify the conservativeness of analytical methods underpinning the theoretical analysis

of the proposed method.
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Fig. 18: The system statesz1 with σ1 and their estimates under the parameters given in (85)
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(b) The time response of the adaptation gainβ1

Fig. 19: The time response of the system control signalu1 and the adaptation gainβ1 under the parameters given in (85)
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(d) The time response ofσ2 and its estimatêσ2

Fig. 20: The system statesz2 with σ2 and their estimates under the parameters given in (85)
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Fig. 21: The time response of the system control signalu2 and the adaptation gainβ2 under the parameters given in (85)

V. CONCLUSION

A decentralized EKF-EHGO based robust adaptive backstepping control method has been designed for a class of intercon-

nected systems with non-minimum phase and nonlinear nominal isolated systems. An adaptive nonlinear damping strategyis

used to handle the nonlinear interconnections and uncertainties, which are allowed to be unmatched and have higher-order

nonlinear bounds. Simulation test results are given to showthe effectiveness of the proposed control scheme. Future work will

focus on how to obtain global results and handle some strong interconnections.
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APPENDIX

By expandingωi
(

zbi , ẑ
a
i1

)

andξi
(

zbi , ẑ
a
i1

)

into power series in the domaiñzbi ∈ ℵi, χi ∈ Rr+1 andzi ∈ Zi, it follows that

Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , 0, t

)

= ωi
(

zbi , ẑ
a
i1

)

− ωi
(

ẑbi , ẑ
a
i1

)

− Li (t)
(

ξi
(

zbi , ẑ
a
i1

)

− ξi
(

ẑbi , ẑ
a
i1

))

= Āi (t) z̃
b
i + Γωi

− Li (t) C̄i (t) z̃
b
i − Li (t) Γξi

(86)

where
Γωi

= ωi
(

zbi , ẑ
a
i1

)

− ωi
(

ẑbi , ẑ
a
i1

)

−
∂ωi

∂zbi

(

ẑbi , ẑ
a
i1

)

z̃bi

Γξi = ξi
(

zbi , ẑ
a
i1

)

− ξi
(

ẑbi , ẑ
a
i1

)

−
∂ξi

∂zbi

(

ẑbi , ẑ
a
i1

)

z̃bi

(87)

represent the corresponding terms of second and higher order in z̃bi .
The following lemma is listed below.

Lemma 4: [24], [25] Suppose Assumptions 4-5 are satisfied. When
∥

∥C̄i (t)
∥

∥ andPi (t) are all bounded, there exist positive
constantski1 andki2 such that

‖Γωi
− LiΓξi‖ ≤ ki1

∥

∥z̃bi
∥

∥

2
(88)

∥

∥Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

−Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , 0, t

)∥

∥ ≤ ki2 ‖χi‖ (89)

It follows from Lemma 4 and (86) that

2
(

z̃bi
)T
P−1
i Θi

(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

+
(

z̃bi
)T
Ṗ−1
i z̃bi = 2

(

z̃bi
)T
P−1
i Θi

(

ẑbi , ẑ
a
i1, z̃

b
i , 0, t

)

+ 2
(

z̃bi
)T
P−1
i

{

Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

−Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , 0, t

)}

+
(

z̃bi
)T {

−Pi
−1

(

ĀiPi + PĀTi +Qi − 2PiC̄
T
i R

−1
i C̄iPi

)

Pi
−1

}

z̃bi

≤ 2
(

z̃bi
)T
P−1
i

(

Āi − LiC̄i
)

z̃bi + 2
∥

∥z̃bi
∥

∥

∥

∥P−1
i

∥

∥ ‖Γωi
− LiΓξi‖

+ 2
∥

∥z̃bi
∥

∥

∥

∥P−1
i

∥

∥

∥

∥Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

−Θi
(

ẑbi , ẑ
a
i1, z̃

b
i , 0, t

)∥

∥

+
(

z̃bi
)T {

−Pi
−1

(

ĀiPi + PĀTi +Qi − 2PiC̄
T
i R

−1
i C̄iPi

)

Pi
−1

}

z̃bi

≤ −
(

z̃bi
)T
Pi

−1QiPi
−1z̃bi + 2p̄iki1

∥

∥z̃bi
∥

∥

3
+ 2p̄iki2

∥

∥z̃bi
∥

∥ ‖χi‖

(90)

Assume in the considered domainz̃bi ∈ ℵi there exists a positive constantki3 such that
∥

∥z̃bi
∥

∥ ≤ ki3, then the inequality (89)
can be further expressed as

2
(

z̃bi
)T
P−1
i Θi

(

ẑbi , ẑ
a
i1, z̃

b
i , χi, t

)

+
(

z̃bi
)T
Ṗ−1
i z̃bi ≤ −αi3

∥

∥z̃bi
∥

∥

2
+ αi4‖χi‖

2 (91)

whereαi3 =p2iλmin (Qi)− 2p̄iki1ki3 − 1 andαi4 = p̄2i k
2
i2.

Hence, the inequality (29) follows as long as appropriate parameters are selected to guaranteeαi3 > 0.
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