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Abstract. Fully-supervised polyp segmentation has accomplished sig-
nificant triumphs over the years in advancing the early diagnosis of col-
orectal cancer. However, label-efficient solutions from weak supervision
like scribbles are rarely explored yet primarily meaningful and demand-
ing in medical practice due to the expensiveness and scarcity of densely-
annotated polyp data. Besides, various deployment issues, including data
shifts and corruption, put forward further requests for model generaliza-
tion and robustness. To address these concerns, we design a framework
of Spatial-Spectral Dual-branch Mutual Teaching and Entropy-guided
Pseudo Label Ensemble Learning (S?ME). Concretely, for the first time
in weakly-supervised medical image segmentation, we promote the dual-
branch co-teaching framework by leveraging the intrinsic complemen-
tarity of features extracted from the spatial and spectral domains and
encouraging cross-space consistency through collaborative optimization.
Furthermore, to produce reliable mixed pseudo labels, which enhance the
effectiveness of ensemble learning, we introduce a novel adaptive pixel-
wise fusion technique based on the entropy guidance from the spatial and
spectral branches. Our strategy efficiently mitigates the deleterious ef-
fects of uncertainty and noise present in pseudo labels and surpasses
previous alternatives in terms of efficacy. Ultimately, we formulate a
holistic optimization objective to learn from the hybrid supervision of
scribbles and pseudo labels. Extensive experiments and evaluation on
four public datasets demonstrate the superiority of our method regarding
in-distribution accuracy, out-of-distribution generalization, and robust-
ness, highlighting its promising clinical significance. Our code is available
at https://github.com/lofrienger /S2ME.

* Corresponding author.
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1 Introduction

Colorectal cancer is a leading cause of cancer-related deaths worldwide [1]. Early
detection and efficient diagnosis of polyps, which are precursors to colorectal
cancer, is crucial for effective treatment. Recently, deep learning has emerged
as a powerful tool in medical image analysis, prompting extensive research into
its potential for polyp segmentation. The effectiveness of deep learning mod-
els in medical applications is usually based on large, well-annotated datasets,
which in turn necessitates a time-consuming and expertise-driven annotation
process. This has prompted the emergence of approaches for annotation-efficient
weakly-supervised learning in the medical domain with limited annotations like
points [8], bounding boxes [12], and scribbles [15]. Compared with other sparse
labeling methods, scribbles allow the annotator to annotate arbitrary shapes,
making them more flexible than points or boxes [13]. Besides, scribbles provide
a more robust supervision signal, which can be prone to noise and outliers [5].
Hence, this work investigates the feasibility of conducting polyp segmentation us-
ing scribble annotation as supervision. The effectiveness of medical applications
during in-site deployment depends on their ability to generalize to unseen data
and remain robust against data corruption. Improving these factors is crucial to
enhance the accuracy and reliability of medical diagnoses in real-world scenar-
ios [22,27,28]. Therefore, we comprehensively evaluate our approach on multiple
datasets from various medical sites to showcase its viability and effectiveness
across different contexts.

Dual-branch learning has been widely adopted in annotation-efficient learn-
ing to encourage mutual consistency through co-teaching. While existing ap-
proaches are typically designed for learning in the spatial domain [25,21,29,30],
a novel spatial-spectral dual-branch structure is introduced to efficiently lever-
age domain-specific complementary knowledge with synergistic mutual teaching.
Furthermore, the outputs from the spatial-spectral branches are aggregated to
produce mixed pseudo labels as supplementary supervision. Different from pre-
vious methods, which generally adopt the handcrafted fusion strategies [15],
we design to aggregate the outputs from spatial-spectral dual branches with
an entropy-guided adaptive mixing ratio for each pixel. Consequently, our in-
corporated tactic of pseudo-label fusion aptly assesses the pixel-level ambiguity
emerging from both spatial and frequency domains based on their entropy maps,
thereby allocating substantially assured categorical labels to individual pixels
and facilitating effective pseudo label ensemble learning.

Contributions. Overall, the contributions of this work are threefold: First,
we devise a spatial-spectral dual-branch structure to leverage cross-space knowl-
edge and foster collaborative mutual teaching. To our best knowledge, this is the
first attempt to explore the complementary relations of the spatial-spectral dual
branch in boosting weakly-supervised medical image analysis. Second, we in-
troduce the pixel-level entropy-guided fusion strategy to generate mixed pseudo
labels with reduced noise and increased confidence, thus enhancing ensemble
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Fig. 1. Overview of our Spatial-Spectral Dual-branch Mutual Teaching and Pixel-level
Entropy-guided Pseudo Label Ensemble Learning (SQME) for scribble-supervised polyp
segmentation. Spatial-spectral cross-domain consistency is encouraged through mutual
teaching. High-quality mixed pseudo labels are generated with pixel-level guidance from
the dual-space entropy maps, ensuring more reliable supervision for ensemble learning.

learning. Lastly, our proposed hybrid loss optimization, comprising scribbles-
supervised loss, mutual training loss with domain-specific pseudo labels, and
ensemble learning loss with fused-domain pseudo labels, facilitates obtaining a
generalizable and robust model for polyp image segmentation. An extensive as-
sessment of our approach through the examination of four publicly accessible
datasets establishes its superiority and clinical significance.

2 Methodology

2.1 Preliminaries

Spectral-domain learning [26] has gained increasing popularity in medical im-
age analysis [23] for its ability to identify subtle frequency patterns that may
not be well detected by the pure spatial-domain network like UNet [20]. For in-
stance, a recent dual-encoder network, YNet [6], incorporates a spectral encoder
with Fast Fourier Convolution (FFC) [4] to disentangle global patterns across
varying frequency components and derives hybrid feature representation. In ad-
dition, spectrum learning also exhibits advantageous robustness and generaliza-
tion against adversarial attacks, data corruption, and distribution shifts [19]. In
label-efficient learning, some preliminary works have been proposed to encourage
mutual consistency between outputs from two networks [3], two decoders [25],
and teacher-student models [14], yet only in the spatial domain. As far as we
know, spatial-spectral cross-domain consistency has never been investigated to
promote learning with sparse annotations of medical data. This has motivated
us to develop the cross-domain cooperative mutual teaching scheme to leverage
the favorable properties when learning in the spectral space.
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Besides consistency constraints, utilizing pseudo labels as supplementary su-
pervision is another principle in label-efficient learning [11,24]. To prevent the
model from being influenced by noise and inaccuracies within the pseudo labels,
numerous studies have endeavored to enhance their quality, including averag-
ing the model predictions from several iterations [11], filtering out unreliable
pixels [24], and mixing dual-branch outputs [15] following

Pmiz = @ X p1 + (1 — @) X pa, @ = random(0, 1), (1)

where « is the random mixing ratio. pi, p2, and p,,;: denote the probability
maps from the two spatial decoders and their mixture. These approaches only
operate in the spatial domain, regardless of single or dual branches, while we
consider both spatial and spectral domains and propose to adaptively merge
dual-branch outputs with respective pixel-wise entropy guidance.

2.2 S2ME: Spatial-Spectral Mutual Teaching & Ensemble Learning

Spatial-Spectral Cross-domain Mutual Teaching. In contrast to prior
weakly-supervised learning methods that have merely emphasized spatial con-
siderations, our approach designs a dual-branch structure consisting of a spatial
branch fepq(z,0spa) and a spectral branch fype(z, 0spe), with « and 6 being the
input image and randomly initialized model parameters. As illustrated in Fig. 1,
the spatial and spectral branches take the same training image as the input and
extract domain-specific patterns. The raw model outputs, ¢.e., the logits {,,, and
lspe, Will be converted to probability maps psp, and pgpe With Softmaz normal-
ization, and further to respective pseudo labels sy, and yspe by § = argmax p.
The spatial and spectral pseudo labels supervise the other branch collaboratively
during mutual teaching and can be expressed as

:l]spa — fspe and Qspe — fspm (2)

where “—” denotes supervision®. Through cross-domain engagement, these two
branches complement each other, with each providing valuable domain-specific
insights and feedback to the other. Consequently, such a scheme can lead to bet-
ter feature extraction, more meaningful data representation, and domain-specific
knowledge transmission, thus boosting model generalization and robustness.

Entropy-guided Pseudo Label Ensemble Learning. In addition to mutual
teaching, we consider aggregating the pseudo labels from the spatial and spec-
tral branches in ensemble learning, aiming to take advantage of the distinctive
yet complementary properties of the cross-domain features. As we know, a pixel
characterized by a higher entropy value indicates elevated uncertainty in terms
of its corresponding prediction. We can observe from the entropy maps Hspq
and Hgpe in Fig. 1 that the pixels of the polyp boundary exhibit greater difficul-
ties in accurate segmentation, presenting with higher entropy values (the white
contours). Considering such property, we propose a novel adaptive strategy to

5 For convenience, we omit the input  and model parameters 6.
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automatically adjust the mixing ratio for each pixel based on the entropy of its
categorical probability distribution. Hence, the mixed pseudo labels are more
reliable and beneficial for ensemble learning. Concretely, with the spatial and
spectral probability maps psp, and pgpe, the corresponding entropy maps Hspq
and H,pe can be computed with

Q

-1

H=— p(c) x logp(c), (3)

C

Il
<

where C is the number of classes that equals 2 in our task. Unlike previous
image-level fixed-ratio mixing or random mixing as Eq. (1), we can update the
mixing ratio between the two probability maps psp, and pspe with the weighted
entropy guidance at each pixel location by

nge Hspa

Y ® + o7 @ Pspe, 4
Hspa +H5pe Pspa Hspa"_Hspe Pspe ( )

Ps2 =

where “®” denotes pixel-wise multiplication. p,2 is the merged probability map
and can be further converted to the pseudo label by 3,2 = arg max ps2 to super-
vise the spatial and spectral branch in the context of ensemble learning following

QSQ — fspa and gs2 — fspe' (5)

By absorbing strengths from the spatial and spectral branches, ensemble learn-
ing from the mixed pseudo labels facilitates model optimization with reduced
overfitting, increased stability, and improved generalization and robustness.
Hybrid Loss Supervision from Scribbles and Pseudo Labels. Besides the
scribble annotations for partial pixels, the aforementioned three types of pseudo
labels Yspa, Yspe, and ¥z can offer complementary supervision for every pixel,
with different learning regimes. Overall, our hybrid loss supervision is based on
Cross Entropy loss {cg and Dice loss £pjc.. Specifically, we employ the partial
Cross Entropy loss [13] £,c g, which only calculates the loss on the labeled pixels,
for learning from scribbles following

Escrib = EpCEaspaa y) + ngEaspea l/)7 (6)

where y denotes the scribble annotations. Furthermore, the mutual teaching loss
with supervision from domain-specific pseudo labels is

,sz = {ecE(lSpCh gspe) +éDice (pspa7 'gspe)} + {ZCE(lspea gspa) +€Di0€ (p8p67 QSPG)} . (7)

Yspe—> fspa Yspa—>fspe

Likewise, the ensemble learning loss with supervision from the enhanced mixed
pseudo labels can be formulated as

Loy = {ECE(ZSPCH ys2) + €Dice (pSPa7 Z}SQ)} + {KCE(ZSPQ gsz) + Dice (pSP67 ys2 )} . (8)

942> fspa 7952_)fspe
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Holistically, our hybrid loss supervision can be stated as
Ehybrid = Lerip + Amt X Emt + At ¥ Eela (9)

where A+ and )¢ serve as weighting coefficients that regulate the relative sig-
nificance of various modes of supervision. The hybrid loss considers all possible
supervision signals in the spatial-spectral dual-branch network and exceeds par-
tial combinations of its constituent elements, as evidenced in the ablation study.

3 Experiments

3.1 Experimental Setup

Datasets. We employ the SUN-SEG [10] dataset with scribble annotations for
training and assessing the in-distribution performance. This dataset is based on
the SUN database [16], which contains 100 different polyp video cases. To re-
duce data redundancy and memory consumption, we choose the first of every
five consecutive frames in each case. We then randomly split the data into 70, 10,
and 20 cases for training, validation, and testing, leaving 6677, 1240, and 1993
frames in the respective split. For out-of-distribution evaluation, we utilize three
public datasets, namely Kvasir-SEG [9], CVC-ClinicDB [2], and PolypGen [1]
with 1000, 612, and 1537 polyp frames, respectively. These datasets are collected
from diversified patients in multiple medical centers with various data acquisi-
tion systems. Varying data shifts and corruption like motion blur and specular
reflections® pose significant challenges to model generalization and robustness.
Implementation Details. We implement our method with PyTorch [18] and
run the experiments on a single NVIDIA RTX3090 GPU. The SGD optimizer
is utilized for training 30k iterations with a momentum of 0.9, a weight de-
cay of 0.0001, and a batch size of 16. The execution time for each experiment
is approximately 4 hours. The initial learning rate is 0.03 and updated with
the poly-scheduling policy [15]. The loss weighting coefficients \,,; and A, are
empirically set the same and exponentially ramped up [3] from 0 to 5 in 25k
iterations. All the images are randomly cropped at the border with maximally 7
pixels and resized to 224 x 224 in width and height. Besides, random horizontal
and vertical flipping are applied with a probability of 0.5, respectively.

We utilize UNet [20] and YNet [6] as the respective segmentation model in
the spatial and spectral branches. The performance of the scribble-supervised
model with partial Cross Entropy [13] loss (Scrib-pCE) and the fully-supervised
model with Cross Entropy loss (Fully-CE) are treated as the lower and upper
bound, respectively. Five classical and relevant methods, including EntMin [7],
GCRF [17], USTM [14], CPS [3], and DMPLS [15] are employed as the compar-
ative baselines and implemented with UNet [20] as the segmentation backbone
referring to the WSL4MIS? repository. For a fair comparison, the output from

5 Some exemplary polyp frames are presented in the supplementary materials.
" https://github.com/HiLab-git/WSL4MIS
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the spatial branch is taken as the final prediction and utilized in evaluation
without post-processing. In addition, statistical evaluations are conducted with
multiple seeds, and the mean and standard deviations of the results are reported.

3.2 Results and Analysis

Table 1. Quantitative comparison of the in-distribution segmentation performance.
The shaded grey and blue rows are the lower and upper bound. The best results of the
scribble-supervised methods are in bold.

SUN-SEG [10]

Method DSC T ToU 1 Prec 1 HD |
Scrib-pCE [13] 0.633£0.010 0.511£0.012 0.63620.021 5.587+0.149
EntMin [7]  0.642+0.012 0.519+0.013 0.666+0.016 5.277+0.063
GCRF [17]  0.656£0.019 0.541£0.022 0.690+0.017 4.983+0.089
USTM [14] 0.654+0.008 0.533+£0.009 0.663+£0.011 5.207£0.138

CPS [3] 0.65840.004 0.53940.005 0.676:£0.005 5.092:£0.063
DMPLS [15]  0.656£0.006 0.539+0.005 0.659+0.011 5.20840.061
S’ME (Ours) 0.67440.003 0.565+0.001 0.719+0.003 4.583+0.014
Fully-CE 0.713+£0.021 0.617£0.023 0.746£0.027 4.405+0.119

The performance of weakly-supervised methods is assessed with four met-
rics,i.e., Dice Similarity Coefficient (DSC), Intersection over Union (IoU), Pre-
cision (Prec), and a distance-based measure of Hausdorfl Distance (HD). As
shown in Table 1 and Fig. 2, our S?ME achieves superior in-distribution per-
formance quantitatively and qualitatively compared with other baselines on the
SUN-SEG [10] dataset. Regarding generalization and robustness, as indicated
in Table 2, our method outperforms other weakly-supervised methods by a sig-
nificant margin on three unseen datasets, and even exceeds the fully-supervised
upper bound on two of them®. These results suggest the efficacy and reliability
of the proposed solution S2ME in fulfilling polyp segmentation tasks with only
scribble annotations. Notably, the encouraging performance on unseen datasets
exhibits promising clinical implications in deploying our method to real-world
scenarios.

USTM
0.355

Fig. 2. Qualitative performance comparison one camouflaged polyp image with DSC
values on the left top. The contour of the ground-truth mask is displayed in black, in
comparison with that of each method shown in different colors.

8 Complete results of all four metrics are present in the supplementary materials.
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Table 2. Generalization comparison on three unseen datasets. The underlined results
surpass the upper bound.

Kvasir-SEG [9] CVC-ClinicDB [2] PolypGen [1]

Method DSC oD | DSC T HD | DSC T HD |
Scrib-pCE [13] 0.679£0.010 6.565:£0.173 0.573£0.016 6.497+0.156 0.52420.012 6.08420.189
EntMin [7]  0.684:£0.004 6.38320.110 0.578+0.016 6.308+£0.254 0.542+0.003 5.88740.063
GCRF [17]  0.70240.004 6.02440.014 0.558+0.008 6.192+0.290 0.530£0.006 5.714:0.133
USTM [14]  0.693+0.005 6.398£0.138 0.587+0.019 5.95040.107 0.538+0.007 5.874::0.068
CPS [3] 0.703£0.011 6.323+0.062 0.591+0.017 6.161+£0.074 0.546:0.013 5.84440.065
DMPLS [15]  0.707#£0.006 6.297+0.077 0.59340.013 6.19440.028 0.54740.007 5.897+0.045
S*ME (Ours) 0.75040.003 5.449+0.150 0.632-:0.010 5.6332-0.008 0.571+0.002 5.247+0.107
Fully-CE  0.758+0.013 5.41440.097 0.631£0.026 6.017+0.349 0.569+0.016 5.252+0.128

3.3 Ablation Studies

Network Structures. We first conduct the ablation analysis on the network
components. As shown in Table 3, the spatial-spectral configuration of our S2ME
yields superior performance compared to single-domain counterparts with ME,
confirming the significance of utilizing cross-domain features.

Table 3. Ablation comparison of dual-branch network architectures. Results are from
outputs of Model-1 on the SUN-SEG [10] dataset.

Model-1 Model-2 Method DSC 1 ToU 1 Prec 1 HD |

UNet [20] UNet [20] ME (Ours) 0.666+0.002 0.557+0.002 0.715+0.008 4.68440.034
YNet [6] YNet [6] 0.648+0.004 0.538+0.005 0.695+0.004 4.743+0.006
UNet [20] YNet [6] S*ME (Ours) 0.674+0.003 0.565+0.001 0.719+0.003 4.58310.014

Pseudo Label Fusion Strategies. To ensure the reliability of the mixed
pseudo labels for ensemble learning, we present the pixel-level adaptive fusion
strategy according to entropy maps of dual predictions to balance the strengths
and weaknesses of spatial and spectral branches. As demonstrated in Table 4,
our method achieves improved performance compared to two image-level fusion
strategies, i.e., random [15] and equal mixing.

Table 4. Ablation on the pseudo label = Table 5. Ablation study on the loss com-
fusion strategies on the SUN-SEG [10] ponents on the SUN-SEG [10] dataset.
dataset.

Loss Metrics
Fusion Metrics Lscriv Lmt  Let DSC ¢t HD |
Strategy Level DSC 1t HD | v X X 0.627+0.004 5.580+0.112
Random [15] Image 0.665+0.008 4.750+0.169 v v X 0.668+0.007 4.782+0.020
Equal (0.5) Image 0.667+0.001 4.60240.013 4 X v 0.6624+0.004 4.797+0.146
Entropy (Ours) Pixel 0.67410.003 4.583+0.014 v v v 0.674+0.003 4.583+0.014

Hybrid Loss Supervision. We decompose the proposed hybrid loss Lpypria in
Eq. (9) to demonstrate the effectiveness of holistic supervision from scribbles,
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mutual teaching, and ensemble learning. As shown in Table 5, our proposed
hybrid loss, involving Lserib, Lmet, and Le;, achieves the optimal results.

4 Conclusion

To our best knowledge, we propose the first spatial-spectral dual-branch net-
work structure for weakly-supervised medical image segmentation that efficiently
leverages cross-domain patterns with collaborative mutual teaching and ensem-
ble learning. Our pixel-level entropy-guided fusion strategy advances the relia-
bility of the aggregated pseudo labels, which provides valuable supplementary
supervision signals. Moreover, we optimize the segmentation model with the
hybrid mode of loss supervision from scribbles and pseudo labels in a holistic
manner and witness improved outcomes. With extensive in-domain and out-of-
domain evaluation on four public datasets, our method shows superior accuracy,
generalization, and robustness, indicating its clinical significance in alleviating
data-related issues such as data shift and corruption which are commonly en-
countered in the medical field. Future efforts can be paid to apply our approach to
other annotation-efficient learning contexts like semi-supervised learning, other
sparse annotations like points, and more medical applications.
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Fig. 1. Exemplary polyp frames presenting data shifts and corruptions.

2 Generalization Performance

This section presents the full results of the generalization comparison of four
metrics on three unseen polyp datasets, i.e., Kvasir-SEG, CVC-ClinicDB, and
PolypGen, as shown in Table 1, Table 2, and Table 3, respectively. The mean
and standard deviation of the results under multiple seeds are reported, with the
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best results of the scribble-supervised method in bold. The shaded grey and blue
rows are the lower and upper bound. The results surpassing the upper bound are
underlined. Due to page limit, references of each baseline methods are omitted

here.

Table 1. Generalization performance on Kvasir-SEG.

Method DSC 1 ToU 1 Prec 1 HD |
Scrib-pCE ~ 0.679£0.010 0.551+0.012 0.718£0.025 6.565+0.173
EntMin 0.684+0.004 0.554+0.005 0.742+0.012 6.3834+0.110
GCRF 0.70240.004 0.582+0.005 0.77140.003 6.024+0.014
USTM 0.6934+0.005 0.567+0.007 0.7394+0.018 6.398+0.138
CPS 0.703+0.011 0.581+0.012 0.7464+0.004 6.323+0.062
DMPLS 0.7074£0.006 0.586+0.006 0.73940.013 6.297+0.077

S?ME (Ours) 0.7504-0.003 0.6424-0.005 0.85540.022 5.4494-0.150
0.7584£0.013 0.662+0.015 0.8484+0.012 5.414+0.097

Fully-CE

Table 2. Generalization performance on CVC-ClinicDB.

Method DSC ¢t IoU 1 Prec 1 HD |
Scrib-pCE ~ 0.573£0.016  0.4454+0.017 0.625+0.021 6.497+0.156
EntMin 0.5784+0.016 0.450+0.015 0.6524+0.029 6.308+0.254
GCRF 0.5584+0.008 0.439+0.009 0.6554+0.033 6.192+0.290
USTM 0.5874+0.019 0.461+0.016 0.68640.011 5.950+0.107
CPS 0.5914+0.017 0.467+0.013 0.65840.008 6.161+0.074
DMPLS 0.5934+0.013 0.470+0.013 0.6654+0.011 6.194+0.028

S?ME (Ours) 0.6324-0.010 0.5174-0.010 0.73740.005 5.6334-0.008
0.631£0.026  0.525£0.029 0.673£0.056 6.017+0.349

Fully-CE

Table 3. Generalization performance on PolypGen.

Method DSC 7t ToU 1 Prec 1 HD |
Scrib-pCE 0.524+0.012 0.4124+0.013 0.546£0.024 6.084+0.189
EntMin 0.54240.003 0.428+0.003 0.57840.008 5.887+0.063
GCRF 0.5304+0.006 0.426+0.008 0.5774+0.011 5.714+0.133
USTM 0.5384+0.007 0.426+£0.004 0.5734+0.006 5.874+0.068
CPS 0.5464+0.013 0.438+0.010 0.57640.002 5.844+0.065
DMPLS 0.54740.007 0.440+0.004 0.56640.004 5.897+0.045

S?ME (Ours) 0.57140.002 0.4764-0.004 0.651+0.016 5.24740.107
0.569£0.016 0.484£0.016 0.633£0.021

Fully-CE

5.252+0.128




