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Abstract

Disk-stack centrifugation followed by depth filtration is the cornerstone in the clarification of mammalian cell cultures used for biopharmaceutical manufacture. The drive for higher cell culture productivities has led to cell culture harvests with increased solids concentration and cell debris that can be difficult to clarify with the existing recovery platforms. Due to the limitations in the available scale-down models for the upstream-recovery sequence, these challenges are often first faced upon scale-up leading to facility fit issues and an increase in the costs of manufacture. The aim of this thesis is to address this challenge through building a novel integrated framework for the upstream-recovery sequence. The framework leverages scale-down mimics with modelling techniques using multivariate data analysis (MVDA) and bioprocess economics for a holistic view of the upstream and recovery operations.

To map the upstream-recovery design space, an integrated small scale platform was set up comprising a high throughput microbioreactor system, a centrifugation mimic based on a capillary shear device (CSD) and cholesterol concentration as a filterability predictor. The thesis focused on using this novel set up with Design of Experiments (DoE) and MVDA to derive cause-and effect correlations for upstream (e.g. product titre) and recovery (e.g. solids concentration and filterability) metrics as a function of operating conditions. The results revealed trade-offs between increasing titre, the solids load onto the centrifuge and the centrate's filterability. The work also identified the impact of cell culture viability and centrifugation shear on intact antibody monomer content.
Abstract

The predictive models and cholesterol-based correlation for filterability were integrated into a bioprocess economics model, which was built to determine the cost of goods (COG) for the recovery operation. This enabled a better prediction of the impact of shear on facility fit, throughput and COG [under uncertainty]. Windows of Operation for the integrated upstream-recovery sequence were generated to determine the sweet spot in terms of cell culture operating conditions (harvest day, seeding density) and recovery shear levels that meet multiple conflicting output targets, namely titre, product loss, filter area, COG and throughput.

A major challenge in using high throughput experimentation such as the framework proposed in this thesis is the associated burden of high volume of analytics. To address this challenge, novel rapid approaches were developed that accurately predicted solids concentration and cell damage using the particle size distribution (PSD) data from a routinely used automated cell counter. By leveraging existing PSD data, this has the potential to reduce analytical resource and time.

The work in this thesis showed the benefits of using a holistic approach to the optimisation of the upstream-recovery sequence of operations. The developed framework can be used to design more efficient processes earlier in the development cycle accelerating development timelines and reducing costs.
Impact Statement

The thesis established a novel framework for the holistic view of upstream-recovery sequence through developing tools that enable predictions of the process performance earlier in the development cycle. This framework offers a number of benefits for the bioprocess development. For instance, it enables selection of the optimal cell culture and recovery strategies early in the development by accounting for the interactions between upstream culture characteristics and performance of the recovery operations. This way the proposed framework can identify early on the combinations of upstream parameters and the centrifugation operation that are likely to have a detrimental impact on critical quality attributes such as purity in terms of antibody reduction and host cell proteins (HCP). Moreover, this enables developers to devise strategies to mitigate against adverse impact on the product through changes in the manufacturing approach – for instance, changing the harvest day or the seeding density. The novel economics model with integrated experimentally derived predictive correlations and stochastic inputs facilitates an informed decision-making process. The possibility for early process and economics assessment enables accelerated development timelines and achieving a more cost-efficient process, facilitating the more rapid access of patients to cheaper medicines. The thesis also provides novel methods for LDH and solids concentration assessment that replace traditional time- and resource-consuming techniques. This enables gaining more knowledge about the process. Furthermore, the novel techniques use
PSD data that is routinely collected during cell counting, which means that this approach enables the analysis of historical data, for which these measurements are available. Finally, apart from industry this thesis can impact future academic research. The established tools can be used to investigate the impact of upstream and recovery on other downstream parameters and link to more product quality attributes and performance metrics.

The work described in this thesis has been endorsed by industry experts who took part in sponsoring this research and who highlight its impact below.

**R&D resource & time savings helping to accelerate process development:**

“The application of the integrated upstream-recovery framework developed in the collaboration provided tools to better understand the process sequence and anticipate potential facility fit issues in early R&D rather than at later process development stages. Through better process understanding at small R&D scale, the framework helps mitigate against potential product losses and avoid the need for process optimisation at pilot scale. This has already led to a reduction in resources and time required for optimising the upstream-recovery sequence that is traditionally carried out at pilot scale requiring >50L but now can be performed at bench scale process using millilitre quantities. AstraZeneca views this time and resource saving as critical as it helps accelerate the process development and avoids wasting precious resource – for instance, a single 500L pilot scale run to test various centrifugation conditions can cost of up to 130K in labour and direct costs (considering the costs of upstream, primary and secondary recovery).”
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Richard Turner, Executive Director, AstraZeneca

**Leveraging PSD data for improved process understanding:**

“The tool for particle size distribution (PSD) data analysis enabled predictions of cell culture solids concentration and cell lysis whilst avoiding the need for additional sampling and laborious analytics that often discourage collecting such measurements. The time for measurement was reduced from ~6 hours using the traditional approach to a few minutes leveraging the PSD data analysis using the proposed model when working with the high throughput ambr15 microbioreactor system with 48 vessels. Having these measurements at small scale will help anticipate difficult to clarify harvests at earlier development stages and opens up the possibility of enhancing cell line selection to consider solids concentration and cell lysis as metrics. The additional process knowledge will also help facility fit predictions to mitigate the risk of exceeding the capacity of installed clarification systems.”

Matthew Cheeks, Senior Director, Biopharmaceutical Development, AstraZeneca
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Nomenclature

ADC  Antibody drug-conjugates
AIC  Akaike information criterion
AMBR Advanced Microscale Bioreactor
ANOVA Analysis of variance
BIC  Bayesian information criterion
CCD  Centre composite design
CCF  Cell culture fluid
CFD  Computational fluid dynamics
CHO  Chinese hamster ovary
COG  Cost of goods
CPP  Critical process parameter
CQA  Critical quality attribute
CS   Culture station
CSD  Capillary shear device
DO   Dissolved oxygen
DoE  Design of experiment
EBA  Expanded bed adsorption chromatography
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMOA</td>
<td>Evolutionary multiobjective algorithm</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure mode and effects analysis</td>
</tr>
<tr>
<td>HCP</td>
<td>Host cell proteins</td>
</tr>
<tr>
<td>HPLC</td>
<td>High performance liquid chromatography</td>
</tr>
<tr>
<td>HT</td>
<td>High throughput</td>
</tr>
<tr>
<td>IVC</td>
<td>Integral viable cell count</td>
</tr>
<tr>
<td>LDH</td>
<td>Lactate dehydrogenase</td>
</tr>
<tr>
<td>MADM</td>
<td>Multiple attribute decision-making</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed-integer linear programming model</td>
</tr>
<tr>
<td>MNB</td>
<td>Miniature bioreactor</td>
</tr>
<tr>
<td>MVC</td>
<td>Maximum viable cell count</td>
</tr>
<tr>
<td>MVDA</td>
<td>Multivariate data analysis</td>
</tr>
<tr>
<td>OFAT</td>
<td>One factor at a time</td>
</tr>
<tr>
<td>PAT</td>
<td>Process analytics technologies</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>PLS</td>
<td>Partial least squares</td>
</tr>
<tr>
<td>PRESS</td>
<td>Predictive residual sum of squares</td>
</tr>
<tr>
<td>PSD</td>
<td>Particle size distribution</td>
</tr>
<tr>
<td>QbD</td>
<td>Quality by design</td>
</tr>
<tr>
<td>QbT</td>
<td>Quality by testing</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>RDS</td>
<td>Rotating disc shear device</td>
</tr>
<tr>
<td>SDM</td>
<td>Scale Down Model</td>
</tr>
<tr>
<td>TEPC</td>
<td>Total equipment purchase cost</td>
</tr>
<tr>
<td>TFF</td>
<td>Tangential flow filtration</td>
</tr>
<tr>
<td>USD</td>
<td>Ultra scale-down</td>
</tr>
<tr>
<td>VCC</td>
<td>Viable cell count</td>
</tr>
</tbody>
</table>
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Chapter 1

1 Introduction

The rising pressures for developing cheaper mAb therapies highlights the need to drive the cost of manufacture down. In an effort to address this need the industry has pursued to increase upstream productivities often through higher cell densities or extended cell culture duration. However, the higher turbidity and solids content in these feed streams can pose significant challenges for the recovery operations and it is often not clear if the recovery steps can cope with the feed until the process is already at pilot scale. These synergies between upstream and the recovery operations bring the need to establish tools that will enable a holistic view of the upstream-recovery sequence in order to develop a more cost-efficient process overall. To address this challenge this thesis proposes a novel toolbox that builds on existing scale-down mimics, multivariate data analysis (MVDA) techniques and adapts a bioprocess economics model to incorporate experimentally derived predictive correlations to assess the COG and facility fit for different manufacturing scenarios.

The aim of this section is to provide the reader with the context and motivation underpinning the research. The literature review follows an inverted pyramid structure starting from a market overview and narrowing down to more specific and
technical research related topics. Thus Section 1.1 gives a general overview of the sector highlighting how mAbs have established their presence on the market and the general approach to their manufacturing. The following Section 1.2 describes the primary and secondary recovery operations. Section 1.3 reviews studies on upstream optimisation with an emphasis on the impact of upstream parameters on primary recovery. Section 1.2 and 1.3 give enough context for introducing upstream, centrifugation and depth filtration scale-down models in Section 1.4. Section 1.5 introduces different multivariate data analysis techniques, process metrics and optimisation algorithms. Section 1.6 gives an overview of different economics models and decisional tools applied in the modelling and optimization of biopharmaceutical manufacturing processes. The last section will focus on the research gap this thesis will aim to fill as well as the proposed experimental approach and objectives.

1.1 Industry overview

1.1.1 Antibodies: market overview

Therapeutic monoclonal antibodies (mAbs) are one of the leading classes of therapeutics accounting for one in five FDA approvals with the 100th mAb approved by the FDA in 2021 and expected revenue of $300 billion by 2025 (Mullard, 2021; Lu et al., 2020). Mammalian cell lines are used to produce mAbs, with Chinese hamster ovary (CHO) cells established as the most commonly used expression system (Khan, 2013). Over the years these cell lines have been optimised to reach
high cell densities and product titres, from tens of mg/L to 10 g/L (Xu et al., 2020).

With the maturation of the sector, new market and regulatory challenges have emerged. Since some of the products have been on the market for over 20 years their patents have expired. This has enabled the emergence of biosimilars - therapies where the products are near identical to the original biologics; the first biosimilar antibodies were approved in September 2013 – Infliximab (Remsima, Celltrion Healthcare) (Ecker, et al., 2015). Since then 26 biosimilars have been approved by the FDA and 55 by the EMA (Gherghescu and Delgado-Charro, 2021; Royzman and Shah, 2019).

As the biopharma sector has developed and established best practices the regulatory bodies have also gained more understanding about the process, tightened their requirements and consequently introduced the concept of Quality by Design (QbD) approach to bioprocess development. This initiative encourages manufacturers to build the quality of the product in the process design though in-depth understanding of how key process inputs – often called Critical Process Parameters (CPPs) – are linked to important outputs e.g. product quality, safety and efficacy often termed Critical Quality Attributes (CQA) (del Val et al., 2010). Design of Experiments (DoE) is one of the key tools to facilitate the application of QbD (Yu et al., 2014). It is a paradigm shift from the one-factor-at-a-time (OFAT) approach to process optimisation to a systematic approach that implements statistical thinking at the very start of process development. Politis et al. (2017) present a summary of 38
publications showing the use of DoE for the development of pharmaceutical process. The DoE in combination with advanced statistical methods is used to define a design space for the process, which is a combination of the critical process parameters that have been shown to ensure the required product quality. This approach offers greater understanding about the process, which streamlines the introduction of process changes or dealing with deviations since no process re-validation is required as long as the process is operating within the design space. In that sense QbD offers a risk-based approach to process development, where the product quality is built into the process.

<table>
<thead>
<tr>
<th>Critical Path</th>
<th>Drug Development Cycle (Preclinical, Phase I-III)</th>
<th>Market</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Development</td>
<td>Process development → Scale-up development → Process characterisation</td>
<td>Post-approval changes</td>
</tr>
<tr>
<td>Constraints</td>
<td>Time</td>
<td>Capacity</td>
</tr>
<tr>
<td>Metrics</td>
<td>Speed</td>
<td>Ease of scale-up</td>
</tr>
</tbody>
</table>

**Figure 1.1** Key stages, constraints and metrics in the drug development cycle, adapted from Farid (2012)

The more stringent regulatory environment together with the rising competition from biosimilars - increasing number of alternative biologics on the market - and the fact that similar therapy targets are being investigated by more than one company increases the pressure to deliver cost-effective solutions for biologics manufacturing
(Farid, 2012; Li et al., 2010). Biosimilars have shorter times for approval - 8 years compared to 12 for original biopharmaceuticals – and lower development costs of 100 to 200M $ compared to about a 1,000M $ for original products (Agbogbo et al., 2019). The emergence of biosimilars puts emphasis on the cost of manufacture as the selling price is driven down by the increase in competition (Shukla et al., 2017).

As a result key decisions about portfolio management and metrics such as COG (Cost Of Goods), speed to market and facility utilisation are becoming central to a company’s success. Furthermore, the weight of importance of different metrics changes as the product advances through the pipeline. Figure 1.1 shows that while in the initial stages of process development the speed is very important in order to be able to assess a number of drug candidates, it is the COG and facility fit, which are more important at the late stages of clinical trials. Once the product is launched on the market process robustness is of utmost importance for regulatory compliance.

This complex market environment has pushed towards streamlining process development, which involves implementing similar manufacturing strategy across different products. This industry approach is widely known as platform manufacturing and it is going to be discussed further in the following section.

1.1.2 Platform manufacturing process for CHO cell derived therapies

A typical mAb platform process flowsheet is presented in Figure 1.2. The manufacturing process starts with a fed-batch production bioreactor that runs over a period of around two weeks. This part of the process usually uses mammalian cell
culture; in 2015 all but three mAbs were produced in this expression system (Ecker et al., 2015). The cell culture is followed by clarification – typically using disc-stack centrifugation - and depth filtration. At this stage the aim is to remove the cells, cell debris and colloidal material. The clarification is followed by membrane filtration and then followed by Protein A that captures the antibody, while the polishing chromatographic steps – for instance, CEX (Cation Exchange Chromatography) and AEX (Anion Exchange Chromatography) – ensure the removal of HCPs (Host Cell Proteins), DNA and other adventitious species e.g. viruses, high and low molecular aggregate species (Sisodiya et al., 2012).

Economic drivers have led to improvements in different steps. For instance, protein A chromatography is one example, where industry has pushed to reduce costs and as a result fast flow resins have been developed that can withstand multiple cleaning cycles and increase throughput and binding capacity (Curling, 2009; Gagnon, 2012; Joseph et al., 2006). In recent years, to further increase throughput and reduce processing time, membrane chromatography has been developed as an alternative to traditional packed bed chromatography (Boi et al., 2020 and Liu et al., 2016).
Figure 1.2 Typical mAb manufacturing platform (Kelley et al., 2009; Shukla et al., 2007; Curling, 2009)

The increase in yield in the upstream process and the concomitant increase in cell culture densities have also inevitably put pressure on the purification train – for instance, requiring columns with higher loading capacity - and on the recovery step, which needs to clarify harvests with higher solids content (Gimenez et al., 2015; Gupta et al., 2020 and Singh et al., 2013; Iammarino et al., 2007). It is also important to note that the recovery step can also impact on the subsequent capture step. For instance, high shear in the centrifugation step can increase the amount of cellular
debris and lead to filter fouling and release of intracellular species with impact on product quality – e.g. antibody reduction.

This current approach to flowsheet development has two main consequences. On the one hand, any new manufacturing process has to fit the existing manufacturing platform. Second, improvements in individual unit operations may shift the manufacturing bottlenecks. Therefore, in order to efficiently optimise the process, it is important to gain understanding about the interactions between the different steps. The proposed integrated framework for the upstream-recovery operation in this thesis aims to offer a new approach to addressing this issue.

1.2 Current recovery operations

In the previous section the role of the recovery operation was presented in the context of the whole bioprocessing flowsheet. Here the focus will be on the different options for primary and secondary recovery with their relevant advantages and disadvantages. Furthermore, the centrifugation and depth filtration steps are going to be discussed in detail since this sequence of operations is to form the basis for the integrated scaled-down upstream-recovery platform applied in the thesis.

1.2.1 Recovery sequence selection

The main purpose of the recovery step is to deliver a particle-free feed for the chromatography column. This is usually achieved via a two-step process. The first step removes cells and large cell debris – primary recovery – typically centrifugation or depth filtration, while the subsequent step removes smaller particulates and
colloid material – secondary recovery – often depth filtration. This two-step process is usually followed by an absolute membrane filtration operation with a nominal pore size of 0.1 µm, 0.25 µm or 0.45 µm to reduce residual turbidity.

However, there are a number of alternatives for the recovery step and the choice will often depend on a number of factors such as scale of operation and the properties of the harvested broth – cell density and particle size distribution. For instance, centrifugation is often the method of choice for primary recovery for processes above 2000L scale while microfiltration or primary plus secondary depth filtration are often the preferred option for smaller scales (Shukla and Kandula, 2009). Centrifugation can also be preferred due to the relative ease of scale-up, high solids holding capacity and throughput and lower direct costs (Shukla et al., 2007; Gupta et al., 2020). In the following paragraphs a brief summary is given of the advantages and disadvantages of different recovery steps alternative to depth filtration and centrifugation.

Microfiltration in the form of tangential flow filtration (TFF) is a competing technology for clarification but it is very sensitive to the feed properties such as cell density, viability and medium composition; it requires a feed that contains less than 3% solids to achieve desired product stream concentration (Tebbe et al., 1996; Liu et al., 2010). Microfiltration is primarily adopted for perfusion processes (Gupta et al., 2020). It can be operated using cassettes or hollow fibres. The advantage of microfiltration over continuous centrifugation is that the stream is clarified to a degree
where it only requires minimal filtration after that. One of the main disadvantages when operated in batch mode is the need to dilute the product stream to increase the yield (van Reis et al., 1991). Another disadvantage of this method is the creation of a polarised layer (Shukla and Kandula, 2009). This phenomenon is linked to the accumulation and concentration of colloidal suspension (consisting of macromolecules and particles above 1 μm) at the membrane surface (Bacchin et al., 2002). When this occurs the membrane is less permeable to the solute (usually water) due to high osmotic pressure and consequently this leads to the formation of the so called gel layer and fouling of the membrane. The fouling of the membrane has also been linked to the filtration flux. Van Reis and Zydney (2007) showed that there is a critical flux, above which filter fouling occurs. The flux limitation and the lower filter capacities for high-solids feeds mean that extensive filter area and longer processing times are required for difficult to clarify feeds (e.g. high solids and turbidity) and large fermentation volumes (e.g. 10,000L broths). Van Reis and Zydney (2007) report that hollow fibres (174m²) and flat sheet (186m²) have been used for the large-scale clarification of proteins from high solids CHO cell culture with relatively high yield and the possibility to re-use the membrane.

Alternating tangential flow (ATF) systems are often applied for the continuous harvest of biologics linked to perfusion bioreactors (Clincke et al., 2013; Karst et al., 2016; Kelly et al., 2014). The ATF shows lower shear than TFF due to the back and forth liquid flow achieved using a diaphragm pump (Wang et al., 2017). Some of the main challenges with ATF is the filter fouling and product retention in the membrane,
which can lead to significant product losses of more than 43%, depending on the membrane pore size, material and the overall process – for instance cell viability (Su et al., 2021).

The harvested cell culture can be pre-treated to facilitate the clarification step. Common approaches include precipitation and flocculation. Precipitation aims at lowering the solubility, which can be achieved by varying the pH, conductivity or the addition of precipitates, while flocculation causes particles to clusters, which could be via non-ionic interaction of negatively charge cells and cellular debris, for instance (McNerney et al., 2015; Singh et al., 2016). A number of studies have demonstrated that the flocculation can enhance the clarification step through decreasing the turbidity of the feed, increasing the filter solids holding capacity and reducing the overall filter area requirements (Hadpe et al., 2020; Kang et al., 2013; McNerney et al., 2015; Riske et al., 2007; Schmitt et al., 2017)

Another alternative for cell broth clarification is expanded bed adsorption chromatography (EBA). It represents an integrated step for product recovery and capture (Roque et al., 2004). Moreover, it allows feeds with high solids content and it is not prone to clogging and fouling (Russel et al., 2007). However, its use is limited due to issues related to uniform flow distribution within the column.

A more recent innovation in the clarification of mammalian cell cultures is the acoustic wave separator. Hong et al. (2020) highlights that this approach can reduce costs, labour and levels of shear compared to a centrifugation operation. In this type
of separators the particles get trapped by the ultrasonic waves, they coalesce and fall due to gravity. Details about different approaches to acoustic wave separators can be found in various publications (Banerjee et al., 2021; Somasundaram et al., 2018; Wu et al., 2019).

In the following sections centrifugation and depth filtration based recovery steps are to be discussed in detail. To better understand their operation, the main parameters that impact their performance are going to be elucidated.

1.2.2 Disc-stack centrifugation

Disc-stack design centrifugation coupled with depth filtration is ubiquitously applied for the solid-liquid separation of mammalian cell culture harvests. The choice of the centrifugation operation is driven by the relative ease-of-scale-up for the step and its ability to cope with a wide range of CHO cell harvests in terms of solids concentration ([solids]) and particle size distribution (PSD) compared to alternative filtration technologies.

The design characteristics of the centrifuge have a direct impact on its performance. One such important design feature is the centrifuge inlet zone where the feed is accelerated to the bowl speed – the centrifugal force can exceed 12 000g (Joseph et al., 2016). It has been demonstrated that this zone can generate high levels of shear; the amount will depend on the inlet configuration and this shear could lyse the shear-sensitive mammalian cells. The cell lysis can increase turbidity levels and challenge the subsequent filtration operation and lead to the release of intracellular
species, which can affect the product quality such as glycosylation pattern and product degradation – antibody reduction at the disulfide bridge (Aucamp et al., 2014; Tebbe et al., 1996; Trexler-Schmidt et al., 2010). To reduce the level of shear, centrifuges have been developed with flooded (hydro-hermetically sealed) inlet, which exerts less shear when the cells are accelerated to the speed of the bowl (Aucamp et al., 2014; Tebbe et al., 1996). Tait et al. (2009) showed that typical energy dissipation rates in the feed zone of an industrial centrifuge with a hermetic feedzone are equal to 0.019x10^6 Wkg^{-1} and non-hermetic design 0.37x10^6 Wkg^{-1} respectively.

The mechanism used for solids discharge is another important centrifuge design characteristic. There are two main approaches for solids discharge – continuous solids discharge and intermittent solids charges. In the case of continuous discharge the solids move upwards through channels and are continuously discharged through nozzles (Richardson and Walker, 2018). In the case of intermittent discharge the solids are discharged periodically (e.g. when 50 to 70% of the bowl is full) – either through full or partial discharge, in which case water can be used to push the sediment (Roush and Lu, 2008; Shukla and Kandula, 2009). One of the main challenges with intermittent discharge is the creation of aerosols, which can cause cell damage (Hundley and Königsson, 2020).

Changes in the centrifuge design and process setup upon scale-up can significantly impact on the process performance. For instance, Pohlscheidt Michael et al. (2013)
showed that the bowl speed may need to change to meet clarification requirements and the flowrate may need to be adapted to meet processing times. The same study showed increase in cell damage (expressed as LDH release) due to the use of a drain vessel with a different piping configuration (a different heat exchanger than the small scale process).

The achieved clarification in the centrifuge will affect the subsequent stages. For example, the carry-over of colloidal material in the supernatant of a centrifuge will impose a larger load on the guard filter, which is placed before the chromatography columns or will even impact on the columns themselves (Chan, et al., 2006).

This section showed that there are many factors that impact the centrifugation process - centrifuge’s designs (hermetic, non-hermetic, nozzle versus intermittent discharge), centrifuge’s operation (different bowl speeds and flowrate), the scale-dependent process setup (using heat exchanger). The complexity of the step highlights the importance of developing scale down-models and gaining understanding about the operation early on in the development cycle.

1.2.3 Depth filtration

Depth filtration can be applied for both primary and secondary recovery. The primary recovery filter has an open pore structure (pore size range of up to 10µm) and its purpose is for the removal of cells and cell debris while the secondary filter has tighter structures (between 0.1 to 4µm) and retains colloidal material (Liu et al. 2010; O’Brien et al. 2012). One of the main route of product loss occurs through
entrapment in the filter bed (Sampath et al., 2014). The path of the particles and their retention in the filter media is described in Figure 1.3.

![Figure 1.3](image)

**Figure 1.3** Schematic representation of the particles’ journey through the depth filter (Shukla and Kandula, 2009)

Depth filters are usually made of cellulose or propylene fibres and the addition of filter aids - such as diatomaceous earth, perlite and activated carbo that can reduce the fouling - and an ionic charged resin binder that confers positive charge to the media and can therefore bind negatively charged impurities (Liu et al., 2010; Nejatishahidein et al., 2020; Wang et al., 2006; van Reis and Zydney, 2007; Shukla and Kandula, 2009; Russel et al. 2007; Yigzaw et al. 2006). Thus depth filtration achieves separation through both adsorption and size exclusion.
As mentioned above, some of the filters contain naturally derived components (e.g. cellulose); it is important to note that the cellulosic filter manufacturing is a wet – laid process that does not lead to the creation of uniformly distributed porous matrix, which is translated into high degree of variability in the filter performance (Yavorsky et al., 2003). However, the synthetic depth filters (e.g. polypropylene and non-woven) offer more consistency and reduce the impurities (Nguyen et al., 2019; Gupta et al., 2020).

The flow in the filter can be described through Darcy’s law which correlates the pressure drop to the flow rate

\[ Q = \frac{dV}{dt} = \frac{\Delta P A}{\mu R_m} \]  

(1.1)

where \( Q \) is the rate of filtration (m³/s), \( \mu \) is the dynamic permeate viscosity (N s m⁻²), \( A \) is the filter area (m²), \( R_m \) is the membrane specific resistance (m⁻¹), \( \Delta P \) is the pressure drop (Pa) and \( V \) is the volume of fluid passing through the filter (m³) for time \( t \) (s) (Reynolds et al., 2003; Bolton et al., 2006). Equation (1.1) shows that the rate of filtration will depend on the membrane specific resistance as well as on the feed properties such as viscosity. Furthermore, the increase in rate of filtration can be achieved either through increasing pressure or flow rate.

The depth filtration step has four main modes of operation: constant-pressure, constant-rate and variable-pressure or variable-rate filtration (Reynolds et al., 2003). The depth filtration step at scale is usually performed at constant flow until a maximum pressure (\( P_{\text{max}} \)) is reached and the filter capacity is often given in terms of
litres per filter area (Pegel et al. 2011; Sampath et al. 2014). However, filter capacity can be calculated using constant pressure operation and estimating the value of $V_{\text{max}}$ (maximum volume of filtrate per filtration area, calculated using the pore-constriction model of filter fouling as described in Section 2.2.2). At large scale the filtration operation is typically set up as a stack of multiple lenticular discs. This often leads to pressure increases along the liquid path which is hard to predict and model (Collins et al., 2009) (Figure 1.4).
Figure 1.4 Depth filter flow path for top and bottom outlet configuration (Collins et al., 2009)
1.3 Upstream optimisation and the impact on recovery step

In this section the focus is first on studies that investigate the impact of different parameters on upstream performance – mainly in terms of productivity, cell growth and product quality. In the second subsection (Section 1.3.2) the review analyses studies that consider the impact of varying upstream parameters and cell culture properties on the recovery performance.

1.3.1 Approaches to upstream optimisation

One of the main objectives of upstream optimisation is to maximise fermentation titres (mAb g/L) while maintaining the desired product quality (Li et al., 2010; Shang et al., 2021; Xu et al., 2018; Zhang, 2009). Therefore, process optimisation initiatives are often seeking to increase cell specific productivity ($q_p$) or the concentration of viable cells (Meledy et al., 2011; Schellenberg et al., 2022; Yao et al., 2021).

Process intensification and continuous processing offers opportunities for reaching higher productivities and reducing facility footprint and thus driving the COG of manufacture down (Chen et al., 2018). Recent studies have reported productivities reaching 100 pg/cell/day and cell densities of 200x10^6 cells/mL for perfusion processes (De Jesus and Wurm, 2011; Zhang et al., 2015) and more than 5 to 10 g/L for a fed-batch process (Handlogten et al., 2018; Kelley et al., 2018; Shukla et al., 2017).

Other common approaches for increasing cell culture productivity are through media and feeds optimisation, cell line engineering and changes in the physiochemical (e.g.
pH and temperature) and operating conditions (feeds initiation). There are also some alternative novel approaches such as the one proposed by He et al. (2022), where the titres were increased through the introduction of re-cloning strategy for late lead clone screening from an established research or working cell bank.

The current section focuses on providing an overview of studies linking bioreactor physicochemical conditions to upstream performance. **Table 1.1** summarises reported results from various studies investigating the impact of pH, temperature, osmolality and feeding strategy on the cell culture performance. From this analysis it is apparent that these parameters have an impact on productivity, cell viability, cell growth, metabolism and impurity levels.

An observed cell culture response may be the result of an underlying relationship between operating parameters e.g. lowering temperature increases the oxygen solubility (Darja et al., 2016). There are other of studies reporting similar relationships, where the change in one parameter inadvertently alters other parameters, which in turn impact the process. For instance, according to Trummer et al. (2006) increased temperature and pH leads to higher glucose consumption and lactate production, which is detrimental to both cells and product. Another parameter, which is often studied considering its link to other parameters is pCO₂. Elevated pCO₂ is suspected to alter the pH within the cell even if the pH in the bioreactor is controlled, which leads to changes in the cell metabolism (Kimura and Miller, 1996). Furthermore, bioreactors are often controlled through the addition of
sodium bicarbonate, which means that an increase in pCO$_2$ is associated with higher osmolality levels (Zanghi et al., 1999). According to Zhu et al. (2005) when there is both elevated pCO$_2$ and osmolality the negative effect on the cells is much larger in terms of cell growth and viability than when each is present individually.

There are also cases where changing one parameter changes the impact of another parameter on the process, which means that there is an interaction between the parameters. For instance, Yoon et al. (2005) observes that the impact of pH (6.85-7.80) increases with decreasing temperature (37.0°C to 32.5°C). According to the same study no lag phase is observed at 37°C and the maximum cell growth is more tightly correlated with the pH. Furthermore, the study shows that although cell titre and viability might increase, the product quality may be negatively affected by higher pH (7.2) and lower temperature (33°C) due to the formation of aggregates. Han et al. (2009) investigated the interaction between temperature and osmolality. It was demonstrated that the combined effect of low temperature (32°C) and high osmolality (470 mOsm/kg) leads to significant decrease in product degradation.

These parameters interactions highlight the need for holistic view of the process based on the investigation of the impact of individual parameters as well as interactions between parameters for enhanced understanding about the design space in line with the QbD approach.
Table 1.1 Examples from literatures showing the impact of bioreactor physico-chemical conditions on the upstream performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Metabolism</th>
<th>Cell growth</th>
<th>Cellular Impurities</th>
<th>Cell viability</th>
<th>Product quality</th>
<th>Volumetric productivity</th>
<th>Brief description of parameter change</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature</strong></td>
<td>x</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td>Temperature shift day 3 from 37°C to 33°C</td>
<td>(Rameez et al., 2014)</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td>Temperature shift day 6 to 32°C leads to prolonged stationary phase</td>
<td>(Tait et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td>Temperature shift to 34°C and 31°C</td>
<td>(Rezaei et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>↑</td>
<td>↓</td>
<td>↑</td>
<td></td>
<td></td>
<td>Cell culture temperature below 37°C (between 30°C and 35°C)</td>
<td>(Furukawa and Ohsuye, 1998)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td>Cell culture temperature of 33°C</td>
<td>(Hwang et al., 2011)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td>Cell culture temperature of 32.5°C</td>
<td>(Yoon et al., 2005)</td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>↓</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>Lowering temperature to 30°C and 32°C</td>
<td>(Trummer et al., 2006)</td>
</tr>
<tr>
<td><strong>pH</strong></td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>pH of 7.00 to 7.20</td>
<td>(Rameez et al., 2014)</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>↓</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Lowering pH to 6.80</td>
<td>(Rameez et al., 2014)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Increase in pH from 6.85 to 7.00</td>
<td>(Yoon et al., 2005)</td>
</tr>
<tr>
<td><strong>pCO₂</strong></td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Increase in pCO₂ from 50mmHg to 150mmHg</td>
<td>(Zhu et al., 2005)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↓</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Increase in pCO₂</td>
<td>(Zanghi et al., 1999)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Increase in pCO₂</td>
<td>(Kimura and Miller, 1996)</td>
</tr>
<tr>
<td><strong>Feeding</strong></td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Intermittent feeding vs bolus feeding</td>
<td>(Rameez et al., 2014)</td>
</tr>
<tr>
<td><strong>strategy</strong></td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Feeding strategy based on glucose consumption rate</td>
<td>(Toussaint et al., 2016)</td>
</tr>
<tr>
<td><strong>Osmolality</strong></td>
<td>x</td>
<td>↓</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Increase in osmolality from 310mOsm/kg to 450mOsm/kg</td>
<td>(Zhu et al., 2005)</td>
</tr>
<tr>
<td></td>
<td>↓</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td>Biphasic increase in osmolality to 470 mOsm/kg</td>
<td>(Han et al., 2009)</td>
</tr>
</tbody>
</table>

↑ = increase  
↓ = decrease  
X = impact  
*Glucose consumption and lactate production*
1.3.2 **Impact of upstream parameters on recovery performance**

Being the first step in the production process upstream has the potential to impact all subsequent downstream operations. Currently, there is a limited number of studies linking upstream parameters to the recovery performance and in particular primary recovery through centrifugation and secondary recovery through depth filtration. This section will provide a review of literature linking upstream parameters to recovery.

One such study investigating the impact of cell culture conditions on disc-stack centrifugation was conducted by Iammarino et al. (2007). It showed that the performance of the centrifuge was negatively impacted by lower viabilities and higher cell densities. Furthermore, the cell density had greater impact with decreasing cell viability. According to the same study this impact extends to the secondary depth filtration step where the same trends were observed.

It is important to note that cell density and viability are an output from the cell culture operation and hence they cannot be directly controlled. Therefore, there is a need to first understand what leads to the difficult to clarify cell culture harvests and then establish the direct relationship between the upstream parameters and recovery operation.

Tait et al. (2013) investigates the impact of upstream mild hypothermic conditions on downstream operations. The study reveals that lowering cell culture temperature leads to prolonged cell viability and less sensitivity to shear stress. The morphological cell analysis showed that the cells were mostly in G1/S phase and consequently larger in size than the cells in G2 (cultured at 37°C). However, the
study demonstrated that it is the cell culture hypothermic conditions and not the size that drives the higher cell viability and recovery. One hypothesis is that changes in the cell membrane occur as a result of cold induced signalling pathways, a phenomenon known as homeoviscous adaptation. According to this theory cells, including mammalian cells, have pathways that lead to cell membrane rigidization at low temperatures (Los and Murata, 2004). Another finding was that there were a lot fewer cells at late apoptotic stages at low temperature (32°C) than at high temperature (37°C) and late apoptotic cells although still viable are more susceptible to shear stress (Tait et al., 2013). According to Chan et al., (2006) the sensitivity of the cells is proportional to the mean bursting membrane tension, which tends to increase during the rapid growth phase resulting in cells which are more resilient to disruption. Furthermore, the study investigates short term temperature reduction prior to harvest and demonstrates that it significantly improves recovery for low viability cultures.

Cell culture age has also been investigated for its impact on primary recovery. According to Lau et al., (2013) the number of non-viable cells increases as the culture ages and that poses higher requirements for the centrifugation and depth filtration step.

Another parameter that may be linked to primary recovery performance is osmolality. The impact of osmolality on CHO cells was investigated by Sarkadi et al. (1984). The study demonstrated that hyperosmotic conditions lead to cells shrinkage which may consequently impact primary recovery performance.
There are a limited number of studies that aim at optimising both upstream and harvesting and elucidating the impact of upstream parameters on primary recovery (King et al., 2007; Salte et al., 2007). Optimising the upstream operation disregarding the impact of cell culture properties on the recovery performance may lead to broths that are difficult to harvest and clarify e.g. high cell density, low viability, late apoptotic stage etc. The current study aims at filling this gap through investigating the impact of cell culture parameters and their interactions with primary (disc-stack centrifugation) and secondary (depth filtration) recovery.

Scale-down and high throughput technologies in upstream, centrifugation and depth filtration are required to enable the investigation of the impact of upstream conditions on the cell culture and recovery performance. The following section provides an overview of the different approaches and technologies applied in the field for scaling down the unit operations.

1.4 Scale-down models for upstream and recovery

The development of industrial scale processes is costly and time-consuming and typically occurs at a stage where the speed of process development is key to getting the product through validation to market (Rameez et al. 2014; Chan et al. 2006). Therefore, the scale-down models are important first because they enable rapid and cost-effective assessment of the new drug candidate’s compatibility with the platform process as well its financial feasibility. Second, it informs the large scale manufacturing process development, providing insight into how potential changes can impact the process at a later stage (Tait, et al., 2009).
1.4.1 **Upstream scale-down technologies**

Early upstream process development employs small scale systems that allow screening different clones and physicochemical conditions. Different systems offer different advantages in terms of number of experiments that can be performed in parallel, process monitoring and control and scalability. There are broadly two main approaches – using shaken or stirred tank systems, which are going to be discussed in more details below.

1.4.1.1 **Shaken scale-down models**

Initial screening in almost 90% of experimental trials used to be traditionally carried out in 50-500mL flasks (Nienow et al., 2013). Although they offer high throughput capability there are still challenges associated with the pH, DO and agitation control (Moses & Manahan 2012; Rameez et al. 2014). The use of multiwell plates is also applied to inform process design. Furthermore, various relationships have been established for this format, for calculating the power number, flow conditions: “In phase” and “Out of phase”, gas liquids mass transfer coefficients (kLa) and critical shaking frequency ($N_{crit}$) (Büchs et al. 2000; Doig et al. 2005; Hermann et al. 2003; Micheletti et al. 2006). More recently there have been reports of the use of 96 well-plates (96w) with automated liquid handler allowing up to 384 clones to be screened (Wang et al., 2018).

1.4.1.2 **Advanced Microscale Bioreactors (ambr™)**

In recent years small scale bioreactor systems have established as industry standard for screening studies during clone selection and optimisation and more recently as scale-down models for the GMP process (Sandner et al., 2018). The most commonly
employed bioreactor is the automated single-use stirred microscale bioreactor such as - ambr® (Sartorius Stedim, Germany). The ambr system is offered in two different scales ambr15 (Figure 1.5) with a working volume of 15mL and ambr250 with a working volume of 250mL. The bioreactors are equipped with a Rushton or marine impeller depending on their application: microbial culture or mammalian cells respectively. The number of vessels that can be run simultaneously is fixed for the ambr15 and it is 24 for the system with 2 culture stations (CS) and 48 when there are 4 CS available. One limitation of the ambr system is that all vessels in a culture station have to be subjected to the same agitation and temperature (Rameez, et al., 2014).

There are a number of studies characterising the ambr15 system and demonstrating its capability to reproduce results from 3L, 15L and 200L bioreactor when comparing the impact of changing pH, temperature and DO for the different scales on growth profiles and titre (Hsu et al., 2012; Janakiraman et al., 2015; Moses & Manahan 2012; Nienow et al. 2013). Most recently the platform has even been applied to mimic a perfusion cell culture using cell settling (Jin et al., 2021; Sewell et al., 2019).

Some of the disadvantages that have been highlighted in literature are the higher specific productivity observed, the fact that it only does bolus additions and consequently cannot be used for feed optimisation. Furthermore, the temperature control in the bioreactor depends on the ambient temperature, higher P/V (W/m\(^3\)) values are observed when scaling up at constant tip speed (for the ambr15 system which operates a transient rather than turbulent flow regime) and the bioreactor is
characterised by poor mixing at the air-liquid interface (Nienow et al. 2013; Moses & Manahan 2012; Rameez et al. 2014).

**Figure 1.5** Schematic representation of the ambr® 15 Bioreactor (Nienow et al., 2013)

Since the ambr is a good mimic of the large scale operation and it is able to simulate various physico-chemical conditions, it is going to be implemented in this study for generating cell culture broths with different properties.

### 1.4.2 Scaling down the recovery operation

This section provides an overview of different strategies that have been employed for scaling down the centrifugation and filtration operation with emphasis on the type and scale of devices that were used and their relevant throughput.

#### 1.4.2.1 USD Centrifugation

Mimicking large and pilot plant centrifugation operation at small scale is associated with a number of challenges. First, the feedzone of an industrial centrifuge is linked to high levels of shear stress and second, there is a characteristic flow pattern
between the discs, which disturbs the sedimentation process. The main approach to ultra-scale-down (USD) centrifugation is therefore, the decoupling of the shear stress experienced at the centrifuge inlet and the clarification achieved at different bowl speeds and flow rates. The damaging shear forces are typically mimicked by a rotating shear device (RDS) or capillary shear device (CSD), while the clarification is carried out using benchtop, multiwell plate or swinging bucket batch centrifugation (Boychyn et al., 2004; Lau et al., 2013; Maybury et al., 2000; Tait et al., 2009; Westoby et al., 2011).

A major factor that impacts the particle size distribution is the shear stress at the inlet of the centrifuge. Levy et al. (1999) developed a rotating disc shear device (RDS) that mimics the shear stress experienced during downstream processing. The focus of the study was the impact of shear on super-coiled plasmid DNA during plasmid-based gene therapies manufacturing. The shear rate (s\(^{-1}\)) was calculated as a function of Reynolds number and the rotational speed, and the value only corresponded to the shear at the tip of the impeller. Following on that work Boychyn et al. (2001) used computational fluid dynamics (CFD) to characterize the shear stress at the inlet of an industrial multi-chamber centrifuge. Later Boychyn et al. (2004) applied CFD to evaluate the shear in a disc-stack centrifuge configuration. In both studies conditions in the RDS were identified that generated the same energy dissipation rates (W/kg) as in a large scale centrifuge. The RDS device has later been successfully used in a number of studies for evaluating centrifugation performance (Aucamp et al., 2014; Hutchinson et al., 2006; Tait et al., 2009; Tustian et al., 2007)
Westoby et al. (2011) proposed an alternative to the RDS - a CSD. Furthermore, a correlation was developed that links turbidity and angular velocity for the pilot scale centrifuge and turbidity and energy dissipation rate for the CSD. One of the main advantages of the CSD is that it eliminates the need for a CFD since the energy dissipation rate can be calculated directly using the device simple dimensions. Joseph et al. (2016) also applied different levels of shear (energy dissipation rates of 1.2 to 10.7 x 10^5 W/kg) using the CSD to mimic the shear experienced by CHO cells at the inlet of an industrial disc-stack centrifuge. Furthermore, the study compared the shear between the RDS and CSD based on equivalent lactate dehydrogenase release (LDH) between the two devices. Finally, the study showed that it is possible to use the CSD device to generate centrate comparable to the centrate from a large scale centrifuge based on its filterability and turbidity. RDS and CSD have also been used to investigate the shear endured during downstream processing: disc-stack centrifuge discharge, passage through pumps and valves (Aucamp et al., 2014; Chan et al., 2006; Levy et al., 1999).

In the current work a CSD is to be applied due to its ease-of-use and relative small amounts of material required (10mL) compared to the 20mL for the RDS.

### 1.4.2.2 USD filtration: modelling and scale-down

Filtration is usually scaled down linearly based on feed volume per filter area. Small scale experiments are typically performed using batch laboratory tests on the same filter geometry – for instance, for depth filtration using small scale filter housing from PALL® – minimum area of 12cm² (Kang et al., 2013) or Millipore® 23cm² mini pod system (Riske et al. 2007; Sampath et al. 2014; Yavorsky et al. 2003; Yigzaw et al.
The experiments can be performed applying constant flow or constant pressure. The constant pressure is typically achieved through air compression or vacuum while the constant flow can be performed via an ÄKTAexplorer (Cytiva, Marlborough, US) system, for instance. Performing the experiments at constant flow requires more material than the constant pressure, therefore, the latter is often the method of choice for depth filtration bench scale studies. However, predicting the constant flow filtration performance using constant pressure experiments can be challenging. To address this challenge, Goldrick, Joseph, et al. (2017) proposed an approach that correlates the coefficient of the models describing the fouling mechanism (e.g. Cake-Adsorption) in the constant pressure filtration to the filter capacity at constant flow. There is only a small body of literature dealing with USD filtration. For instance, Reynolds et al. (2003) showed the use of an USD continuous filtration device to model flux rate and cake formation. Chandler and Zydney, (2004) used small scale, down to 96-well plate with 0.3cm² area for filtration. Jackson et al. (2006) and Kong et al. (2010) took a different approach using multiwell filter design with 0.3cm² and 0.28cm² filtration area per well respectively and integrated it with an automated liquid handler Tecan™ and TesVac™ vacuum system to simulate constant pressure. Lau et al. (2013) used a similar setup to investigate the impact of primary depth filtration on product quality and contaminants removal for a CHO cells based process for the production of a fusion protein. Noyes et al. (2015) also developed a USD device for depth filtration for constant flux experiments, successfully mimicking the lab scale operation. However the device was custom-made requiring for the depth filter media to be sealed in polypropylene washer using
epoxy. The novel filter design enabled the rapid evaluation of various filters with feeds with different characteristics.

This brief review shows that there are a number of scale-down models for the filtration operation. However most of those models were applied for primary depth filtration, used membrane filtration or used constant flux filtration which requires larger feed volume. The focus of this work will be to size the secondary depth filtration process using minimum amount of material and effort so that it is compatible with the small scale parallel bioreactor system.

1.5 Multivariate data analysis (MVDA) techniques in bioprocess modelling

Due to the inherent complexity of the bioprocess development, statistical tools are required to aid the decision making process as the drug advances through the pipeline. In this section different methodologies for building predictive models are presented.

MVDA has gained popularity in industry due to its ability to deal with challenging multidimensional data, experimental error and noise (Rathore et al., 2007). Multiple linear regression (MLR) and analysis of variance (ANOVA) are commonly applied MVDA technique used to build predictive models for the process in order to define the design space and window of operation in line with the QbD approach. There are many examples where DoE and MVDA are applied to bioprocess optimisation with the goal of identifying an optimum (Delahaye et al., 2015; Herzer et al., 2015; Looby et al., 2011).
MLR analysis with DoE has been applied to study the impact of upstream conditions on key critical quality attributes and process performance (Goldrick et al., 2017 and Moses and Manahan, 2012). For larger and more complex datasets, the original multidimensional data can be reduced to fewer dimensions through “projections” (Sarah M. Mercier et al., 2013). Principal component analysis (PCA) and partial least squares (PLS) techniques use the projections (latent variables) to identify patterns within the data and to build a predictive model based on the variance between the predictors and observations (Rajalahti and Kvalheim, 2011). An example of using such large data sets for upstream process development is the study carried out by Suarez-Zuluaga et al. (2019). In their work PCA and PLS techniques were used to analyse all historic raw data generated from 26 bioreactor runs. The study proposed a workflow that enables the identification and analysis of the most critical parameters affecting the bioreactor performance. Mercier et al. (2013) apply similar techniques to early raw data from bioprocess development, for this purpose the raw data was pre-treated - smoothed and where necessary normalised, so that it did not disturb the models. The PCA revealed the sensitivity of the process to bioreactor scale. These studies demonstrate the potential of leveraging readily available large datasets through the use of advanced statistical techniques to gain valuable insights into processes without the need for costly and lengthy experimentation.

Some of the statistical models described in this section will be applied in the thesis to develop predictive correlations for the upstream-recovery operation. The derived correlations for the process will be incorporated into bigger bioprocess models, where the predictions will be linked to mass balance equations, stochastic inputs
and optimisation algorithms. The next section will provide an overview of bioprocess decisional tools applying similar approaches.

1.6 Decisional tools for bioprocess optimisation

As shown earlier in Section 1.1 different metrics increase in relative importance as the drug advances through the development cycle. In the initial stage the focus will be on speed since it is important to assess drug candidates in a time-efficient manner. If it progresses further then material will have to be supplied for clinical trials, which means that the focus is shifted to the ease of scale up in order to manufacture enough quantity. Naturally as the scale increases with the advancement of the drug candidate so does the volume required for clinical trials and finally commercial supply. That implies that the cost of manufacturing will also increase and play a more important role in the overall business case. There are a number of studies that have investigated the COG for different scales, process steps and stages of process development – the next few paragraphs summarise some of the key publications on the topic.

Decisional tools have been applied to address various questions in biopharmaceutical bioprocessing. For instance, they have been applied to investigate the benefits of batch vs continuous manufacture for different scenarios. Pollock et al. (2013) analysed the cost drivers for a continuous process using spin filter or ATF technologies and compared them against a fed-batch process counterpart. Furthermore, the study looked into the economic, environmental and operational feasibility of the different manufacturing approaches. Mahal et al. (2021)
extends the comparison of continuous vs traditional manufacture to the process development and clinical trials manufacturing costs.

There are a number of studies that focus on the economics assessment and optimisation of the downstream operations. Allmendinger et al. (2014) used an evolutionary multiobjective algorithm (EMOA) to optimise the downstream steps for various performance metrics and manufacturing scenarios while Liu et al. (2013) applied a different approach to the optimisation of the chromatography operations using mixed-integer linear programming model (MILP).

Similarly, bioprocess decisional tools have also been applied to other modalities and applications such as the evaluation of cell-free synthesis process for antibody drug conjugates (ADC) manufacture (Stamatis and Farid, 2021) or in the field of advanced therapies for the economics assessment of lentiviral vector manufacture (Comisel et al., 2021) and cell therapies (Pereira Chilima et al., 2020). Some of these publications focus on the inherent biologic variability and manufacturing uncertainty. For instance Stonier et al. (2012) highlights the challenges of facility fit when different projects need to fit into the same platform, which could lead to mismatches between equipment sizes and oversizing or under-sizing a step. The study uses Monte Carlo stochastic simulations to assess the risk to facility fit.

There are limited number of studies that focus on an economics appraisal of the recovery operation (Felo et al., 2013; Popova et al., 2016). In both studies the conditions in the upstream were not directly linked to the recovery operation, which will be one of the goals of this thesis.
There are a number of computer-aided tools that can be used for biopharmaceutical economics appraisal such as BioSolve™ process economics simulation tool (BioPharm services, Bucks, UK), Aspen Batch Plus™ (Aspen Technology, Inc., MA, US) and Intelligen SuperPro (Intelligen Inc., NJ, USA) (Torres-Acosta et al., 2015; Broly et al., 2010; Shanklin et al., 2001). These tools are able to perform energy and mass balances, equipment sizing as well as some cost estimates and analysis (Biosolve and SuperPro). A main drawback of such tools is that they cannot model dynamic time-dependent operations, which is the case of bioprocessing. A dynamic model is more appropriate, when there is the need to allocate resources based on availability. Farid et al. (2007) present such prototype computer-aided decisional tool SimBiopharma that allows the integration of process, business and risk reducing objectives into a single framework. Furthermore, Stonier et al. (2012) applies the tool developed by Farid et al. (2005) to evaluate manufacturing strategies under uncertainties such as fluctuating product demands and titre. Many of the other studies described earlier in this section also used dedicated, non-commercially available tools (Mahal et al., 2021; Comisel et al., 2021; Allmendinger et al., 2014; Pereira Chilima et al., 2020; Stamatis and Farid, 2021)

As it can be inferred from this brief overview, a successful bioprocess decisional tool may have to meet a number of criteria such as accounting for the uncertainty of the process, incorporating its dynamic nature and being able to explore a large decisional space.
1.7 Aims and organisation of thesis

The literature review highlighted efforts in using scale-down technologies to model upstream and recovery operations. Furthermore, it described examples where advanced statistical techniques and analysis have been used to better understand bioprocessing. However, there is a knowledge gap in the understanding of the impact of upstream parameters on primary and secondary recovery operation, which is due to the lack of holistic approach to bioprocess optimisation. Therefore, the overall aim of this thesis is to close this gap through the creation of a systematic approach to mapping the design space for upstream and recovery through leveraging scale-down models and MVDA techniques. The goal is to link upstream, centrifugation and depth filtration operations in one overarching model capable of revealing process trade-offs, economics, robustness and risk, thus enabling a more informed decision making process. Below is presented an overview of each chapter and how it has contributed to achieving the goals of the thesis.

**Chapter 2** gives an overview of the materials and methods used in the thesis. It also provides the theoretical considerations underpinning the centrifugation scale-down and depth filtrations models. The chapter describes the different statistical models that were applied and the software that was used to facilitate the data organization and pre-treatment, statistical and other analysis and bioprocess modelling.

**Chapter 3** applied a DoE study in the ambr to map the design space for the upstream and recovery metrics. Cause-and-effect correlations were derived linking the upstream conditions (temperature, seeding density, harvest day and pH) to titre, [solids] and turbidity.
Chapter 4 extended the analysis to the centrifugation operation and the impact of the centrifugation shear on process performance. A CSD was used to characterize the shear in a pilot scale centrifuges. The shear in the centrifugation operation and the conditions in the upstream were linked to the levels of mAb monomer content and HCPs. A cholesterol-based correlation for filterability was established, which was implemented in a DoE study using the ambr linked to the CSD to map the design space for upstream and recovery.

Chapter 5 was focused on building an economics model for the upstream-recovery sequence, which incorporated the predictive correlations derived in Chapter 3 and 4. Windows of operation were built constrained by economics and process performance metrics. The impact of the process uncertainty on the performance was assessed through applying stochasticity to uncertain inputs –such as seeding density.

Chapter 6 presents the use of advanced MVDA techniques to predict [solids] and levels of cell lysis leveraging PSD data from routinely used cell counter (Vi-Cell XR™). The goal was to enable to analysis of these metrics at small scale through time and resource savings for the measurement.

Chapter 7 provides a summary of the main conclusions from the thesis and indicates possible directions for future work.
Chapter 2

2 Materials and Methods

This chapter provides the general materials and methods applied in this thesis. It also provides the theoretical considerations for the recovery operation. Each results chapter expands on the developed experimental approach and setup used to generate the results pertaining to that chapter.

2.1 Wet lab experimental protocols

2.1.1 Reagents

All reagents used for the mammalian cell culture processes were sterilised: for the antifoam (10% v/v semethicone) through an autoclave sterilisation cycle; glucose (50% v/v), media and feeds through sterile-grade filters and in some instances the sterile ready-made solutions were obtained, for instance polyphosphate buffered solution (PBS) (Gibco®, Thermo Fisher Scientific, MA, US). The media and feeds preparation recipes are proprietary to AstraZeneca.

2.1.2 Bench scale and scale-down process steps

2.1.2.1 Cell culture processes

The cell culture runs were performed in automated microbioreactor systems - the ambr15® (Sartorius Stedim, Germany) – or in bench scale (7L) bioreactor systems. The ambr is a high throughput (HT) automated system of 24 or 48 single miniature
bioreactors (MNB) at 11 to 16mL working volume. The system consists of two or four culture stations (CS), with 12 bioreactors each. Temperature and stirring are controlled for the entire culture station, while DO and pH have individual control loops for each MNB. This is achieved through integrated optical sensors for pH and DO on the bottom of each bioreactor. The whole system is placed inside a biosafety cabinet. All additions to the bioreactors are performed aseptically via a liquid handling arm. All pipette boxes are replaced manually and all deep well plates with reagents and feeds are monitored daily to ensure there is enough for routine operation.

All bioreactors were inoculated post a 24-hour media hold. The seed used for inoculation was expanded for 14 days, with passages every three to four days. To achieve the target seeding density the inoculum was diluted to twice the desired bioreactor concentration, based on 50% v/v inoculum and 50% v/v media in the MNB. Off-line pH measurements were taken on day 1, 3, 7, 10 and 14 to account for potential pH drift.

The bench-scale experiments were performed in 7-L glass bioreactors (Chemglass, Vineland, NJ) with approximately 5-L working volume, controlled by DASGIP® (Eppendorf, DASGIP, Germany) or ez-Control® (Applikon Biotechnology B.V., The Netherlands) controllers.

The pH was controlled via base additions (Sodium Carbonate, Na$_2$CO$_3$) and CO$_2$ flowrate via a proportional integral controller (PID). A DO set point of 50% was targeted for both scales (MNB and bench-scale), which was achieved by altering the O$_2$ flow rate through a PID controller.
The bioreactors were fed daily with glucose, triggering addition when glucose drops below 5 g/L (up to day 5) and trigger of 7 g/L (after day 5). The mammalian cell culture was fed every two days from day two with AstraZeneca proprietary feeds – feed A and B. Feeds for all scales were through bolus additions. The feeding strategy and glucose supplementation were comparable between the scales. Between 3 to 5 samples were taken for titre over the last 7 days of cell culture. The sampling protocol for the different experiments are provided in Section 3.2.1 for ambr1 and ambr2, and Section 4.2.2 for ambr3 and ambr4.

2.1.2.2 Centrifugation shear mimic

The capillary shear device (CSD) utilised in this study consists of a 10 cm long Upchurch Scientific® stainless steel capillary (VWR.co.uk order # 554-3222) attached to a chromatography skid – ÄKTAEExplorer™ or ÄKTA™ Pure (Cytiva, MA, US), which delivers the constant flow through the capillary. The capillary features a very small inner OD of 0.01” (0.0254 cm). Further details about the CSD are discussed by Westoby et al. (2011) and Joseph et al. (2017, 2016).

2.1.2.3 Swing out –bucket centrifuge

To generate the mimic centrates the samples were centrifuged in Soval™ Legend™ XTR (ThermoFisher Scientific, MA, US). The duration of the centrifugation cycle was calculated using the Q/Σ theory. The sigma value was calculated as follows:

\[
\Sigma_{lab} = \frac{\omega^3(3 - 2x - 2y)V}{\ln\left(\frac{2r_2}{r_2 + r_1}\right)6g},
\]

where inner and outer radii of the suspension are defined as \( r_2 \) and \( r_1 \) (m)- these
have been measured for various sample volumes; $x$ and $y$ (s) are the centrifugation’s acceleration and deceleration times, which have been derived experimentally, courtesy of Thermoscientific\textsuperscript{TM} (part of ThermoFisher Scientific, MA, US); $\omega$ is the rotational speed (rounds per second) and $g$ is the acceleration due to gravity (m/s$^2$).

2.1.2.4  **Depth filtration setup**

The bench scale depth filtration studies were carried out at constant pressure and constant flow. The depth filter that was used in both cases was a single use capsule (pod format) with 23 cm$^2$ filtration area - Millistack X0HC (Merck Millipore, MA, USA). The filters were first wetted with water for 20min and then flushed with air for the removal of residual water (Goldrick et al., 2016).

2.1.2.5  **High throughout protein A purification**

The protein purification used 200µL Protein A columns - Predictor RoboColumn\textsuperscript{TM} MabSelect SuRe (Cytiva, Marlborough, US) resin. The capture step was carried out on the Freedom, EVO\textsuperscript{TM} system (Tecan Group Ltd, Männedorf, Switzerland) using a dedicated programming script for the columns’ sanitisation, equilibration, loading, elution and wash 1 and wash 2 steps. The columns were first sanitized with 0.5M NaOH and then equilibrated with 50 mM Tris (pH 7.4) 100mM acetic acid. After column loading, the product was eluted at pH 3.6 using 25mM Sodium Acetate (approximately 1mL = 5 column volumes). The columns were washed with 50mM Tris 0.5M NaOH. All samples were neutralised post protein A and filtered to remove any precipitates.
2.1.3 Analytical methods

2.1.3.1 Cell counts

Viable cell number (VCN) and total cell number (TCN) were measured in the Vi-Cell™ XR (Beckamn Coulter, High Wycombe, UK) for all cell cultures. Dilution (1 in 5) was applied after day 5 (at approximately more than 10^6 cells/mL). The Vi-cell is an image-based automated cell counter that uses the trypan blue exclusion method to measure viability, where only non-viable cells are permeable to the dye. The cell counter provides information about the amount of live (non-stained) and dead (stained) cells and their particle size distribution.

2.1.3.2 Off-line pH measurements

The off-line pH measurements for pH sensor calibration and offset adjustment were performed using the ABL90 FLEX Analyzer (Radiometer, UK) or Nova FLEX (Nova Biomedical, USA). For accurate measurements the sample containers were capped to avoid CO₂ escape. The ABL90 FLEX Analyzer was used with the ambr system while the Nova FLEX was mostly used with the bench scale systems due to the larger volume required for the sample for the latter instrument.

2.1.3.3 Cell culture nutrients and metabolites

The glucose concentration measurement was used to determine the glucose feed additions. All samples were spun at 3000g for 5 min before being measured on an automated analyzer YSI 2900 (YSI Incorporated, OH, US). The instrument’s operation is based on an enzyme coupled reaction. When the sample reacts with the enzyme it is oxidised, which leads to the formation of hydrogen peroxide (H₂O₂). The
hydrogen peroxide is in turn oxidised by a platinum anode and the generated electron flow is proportional to the glucose concentration. As an alternative instrument - Nova FLEX (Nova Biomedical, MA, USA) was also used. Similarly to the YSI 2900, this analyzer uses a substrate and an enzyme to generate a product that can be measured.

2.1.3.4  **Solids concentration determination**

The solids concentration was determined using packed cell volume (PCV) tubes (TPP®, Techno Plastic Products AG, Switzerland). The bottom of the tubes has a capillary, which is graduated to accurately measure the volume of solids in the sample. The tube was filled with 40µL of cell culture material (in triplicates) and the samples were then spun at 2500g for one minute in a swing-out bucket centrifuge – Thermo Scientific Sorvall Legend ®T Plus (ThermoFisher Scientific, MA, US) – so that the solids settle in the capillary. The amount of solids in the capillary is used to calculate the [solids] % v/v. This protocol has been widely adopted within AstraZeneca to measure PCV for the centrifugation operation. However, it is important to note that different speeds, duration and volumes may impact the sedimentation of the solids and consequently the PCV of the sample. A larger volume of 100µL sample was also tested to investigate the impact on the measurement but no impact was seen. To ensure consistency the same methodology described above (40µL volume, centrifuged at 2500g for 1 minute) was applied across all samples. More details about the PCV protocol can be found in Stettler *et al.* (2006).
2.1.3.5 **Lactate dehydrogenase (LDH) release evaluation**

The LDH Cytotoxicity Assay Kit II (ab65393, Abcam, Cambridge, United Kingdom) was used to quantify the amount of LDH release. It measures LDH via an enzymatic coupling reaction, in which LDH oxidises lactate to generate NADH and then NADH reacts with the reaction buffer WST to form a yellow colour. The sample for the assay have to be diluted down to 0.5x10⁶ cells/mL, which is a achieved via a two-step dilution; first to 5x10⁶ cells/mL followed by a 10 times dilution. A low and a high control are prepared for each sample. In order to prepare the low/negative control, the sample is spun down and the supernatant is collected. The high control is prepared separately using 100µL of the sample containing the cells and 10µL of lysing buffer, which is incubated for 30min. The sheared sample is prepared in the same way as the negative control; it is spun down, 100µL of the supernatant is aliquoted into an Eppendorf tube, and the volume is adjusted to 110µL with PBS. 10µL samples plus 100µL of the reaction buffer are plated in 96-well plate in triplicates and two blank samples with media are also included to measure the background of the sample. The absorbance is then measured every 10 min at two wavelengths 420nm and 650nm using the Optima plate reader (BMG Labtech Ltd, Aylesbury, UK). The background at 650 nm is subtracted for each sample and the percentage LDH release for each samples is calculated as follows:

\[
R_{\text{LDH}} = \frac{(ABS_{450\text{sample}} - ABS_{650\text{sample}}) - (ABS_{450\text{blank}} - ABS_{650\text{blank}})}{(ABS_{450\text{lysed}} - ABS_{650\text{lysed}}) - (ABS_{450\text{blank}} - ABS_{650\text{blank}})}
\]

where \(R_{\text{LDH}}\) is the percentage of LDH release, \(ABS_{450\text{sample}}\) is the sample’s absorbance at 450nm, \(ABS_{450\text{lysed}}\) is the absorbance at 450nm of the lysed sample and \(ABS_{450\text{blank}}\)
is the absorbance of the blank sample (media) at 450nm. The background is measured at 650nm: $ABS_{650}^{sample}$ for the sample, $AB_{650}^{lysed}$ for the lysed sample and $ABS_{650}^{blank}$ for the blank.

2.1.3.6 **Cholesterol concentration**

The cholesterol concentration of various samples was measured using the EnzyChrom™ AF Cholesterol Assay Kit E2CH-100 from Bioassay Systems (Hayward, CA, US). The measurement can be done using a colorimetric or fluorometric procedure. Based on previous work conducted by Senczuk et al., (2016), it was decided to use the fluorometric method. The assay uses a reagent that achieves cholesterol ester hydrolysis, oxidation and colour reaction in one step as described in the assay protocol. The intensity of the fluorescence is correlated to the cholesterol concentration. A standard curve was generated for 0 to 2mg/dL. The cholesterol concentration was calculated as follows:

$$[\text{cholesterol}] = \frac{F_{\text{Sample}} - F_{\text{Blank}}}{\text{Slope}_{\text{Std curve}}}$$

(2.3)

Where $F$ is the fluorescence at $\lambda_{ex} = 530\,nm$ and $\lambda_{em} = 585\,nm$ for the sample ($F_{\text{Sample}}$), the blank media ($F_{\text{Blank}}$) and $\text{Slope}_{\text{Std curve}}$ is the slope of the standard curve.

2.1.3.7 **Turbidity measurements**

Turbidity was measured in terms of nephelometric turbidity units (NTU) using Orion™ (ThermoFisher Scientific, MA, US) based on light scattering. For all measurements, the liquid was checked for bubbles and solids settling.

2.1.3.8 **Particle Size Distribution (PSD) analysis in the Mastersizer**
The Mastersizer2000™ (Malvern, Worcestershire, UK) was used to measure percentage volume based PSD. Between five and three measurements were taken for each sample and the results were averaged. An output used from this analysis is the $d_{10}$, which indicates the 10th percentile of a cumulative distribution or that 10% of all particles by volume are below this size.

The refractive index for the particles is assumed to be 1.59, which is a typical value for CHO cells and the refractive index of the dispersant (PBS or water) is 1.33 (Caputo et al., 2021; Zheng et al., 2023). For each measurement the weighted residual, which represents the lack of fit between the model and the PSD was no more than 1%. Higher values indicate poor fit due to problems with the measurement, for instance, bad adsorption values (adsorptive value = 1).

2.1.3.9  **Titre determination**

The titre was measured via a Protein A high pressure liquid chromatography (HPLC). Various sample volumes were loaded onto the column and then the product was eluted using low pH (pH = 2). The elution peak was determined at UV of 280nm. The obtained peak was integrated and the antibody concentration was measured using a reference curve (Antemie, 2016).

2.1.3.10 **HCP analysis**

The HCP determination was performed using the Gyrolab™ xP workstation (Gyros, Uppsala, Sweden). It is a high throughput automated analysis that uses CDs (Compact Discs) with microcapillary channels. The analysis is based on a proprietary
to the industrial partner (AstraZeneca) in-house process with lower limit of quantification of 20ng/mL and upper limit of 80,000ng/mL.

2.1.3.11 Antibody reduction analysis

2.1.3.11.1 LabChip GXII

Protein A purified samples (protocol described in Section 2.1.2.5) were diluted to 1 mg/mL in 1X PBS and capped with N-Ethylmaleimide (NEM) to prevent further disulfide bond reduction during denaturation. The samples were then heated in a thermocycler at 100°C for 5 min while the protein ladder was heated on a heating block at 100°C for 5 min. Following that, the samples, and the ladder were diluted with ultra-pure water and loaded on a 96-well plate. The LabChip GXII (Perkin Elmer, Waltham, MA, US) was loaded with the relevant gel dye, destain solution, low protein expression marker. The chip, ladder and buffer were then loaded onto the LabChip GXII analyzer (Perkin Elmer, Waltham, MA, US). The instrument uses laser-induced fluorescence to detect and quantify the intact antibody monomers and fragments. The LabChip GXII software generates detailed electropherogram and gel-like images. In addition a comma separated (CSV) file is generated containing the information used to generate the electropherogram. The data from the CSV files was extracted using a Matlab (MathWorks®) program that was built here for plotting and antibody size quantification.

2.1.3.11.2 Bioanalyzer

The 2100 Bioanalyzer (Agilent, Santa Clara, CA, US) uses the same principle as the LabChip GXII instrument for measuring the amount of intact monomer and antibody fragments of different sizes, however, it provides lower throughput. The samples (at
max 4g/L concentration) were capped with NEM as described before. Reduced samples were generated using dithiothreitol (DTT). The reduced and non-reduced samples were mixed with protein sample buffer (Agilent Technologies, 2006) (5µm of samples + 5µm of buffer) and heated at 80°C on a heating block. Following that, the samples were centrifuged for 30s at 13,000 rpm to stop the reaction and cool the samples. The samples, the ladder, the gel dye and the destain buffer were added to the chip for analysis by the BioAnalyser. Similarly to the LabChip GXII a gel-like image is generated and a CSV file with the raw data.

2.1.3.12 Calculations

2.1.3.12.1 Integral viable cell count

The viable cell count was used to calculate the integral viable cell count (IVC):

\[
IVC = \sum_{i=2}^{n} \frac{(VCN_i + VCN_{i-1})}{2}(t_i - t_{i-1}), \tag{2.4}
\]

where \( VCN_i \) is the viable cell number at time \( t_i \) and \( VCN_{i-1} \) is the viable cell number at time \( t_{i-1} \).

2.1.3.12.2 Cell culture productivity \( q_p \)

The cell specific productivity (\( q_p \), pg/cell/day) is calculated as follows:

\[
q_p = \frac{titre_{harvest}}{IVC_{harvest}}, \tag{2.5}
\]

where the \( titre_{harvest} \) is the titre at harvest and \( IVC_{harvest} \) is the internal viable cell count.

2.2 Theoretical considerations
2.2.1 Disc stack centrifugation

Understanding the principles of the disc-stack centrifugation is key for identifying the cell culture properties that may impact on the process performance. The solids-liquid separation in the disc-stack centrifuge is driven by centrifugal forces. Each particle moves at a laminar flow in the gap between the discs. Once it hits the upper disc the liquid flow no longer impacts on it and it slides down to the solids holding space. **Figure 2.1** shows the forces exerted on the particle. On one hand there is the settling centrifugal velocity based on the Stoke’s law equation for particles suspended in fluid:

\[
v_g = \frac{d_p^2 (\rho_p - \rho_i) g}{18 \mu},
\]

(2.6)

where \( v_g \) is particle centrifugal velocity (m/s), \( d_p \) represents particle diameter (m), \( (\rho_p - \rho_i) \) is the density difference between the particles and liquid (kg/m³) and \( \mu \) is the viscosity (pa s). This equation is subject to a number of assumptions: laminar flow, spherical particles and non-hindered settling (Mannweiler and Hoare, 1992; Ambler, 1959). **Equation (2.6)** highlights the impact of the viscosity and particle size on the centrifugation separation. The rheological properties of the feed will be impacted by the apparent viscosity of the solids, which has been linked to [solids], solids particle settling velocity and angle of response of solids (Iordan et al., 2008; Quemada, 1998; Hägmark and Königsson, 2018).
The centrifugal field is another force exerted on the particle, given by:

\[
v_c(r) = \frac{v_g \omega^2}{g},
\]  

where \( v_c(r) \) is the particle terminal settling velocity (m/s) in a centrifugal field where \( \omega \) (s\(^{-1}\)) is the angular velocity and \( r \) is the settling radius (m) (Mannweiler and Hoare, 1992; Ambler, 1959).

Ambler (1959) combines these two equations – Equation (2.6) and Equation (2.7) - and adds a term for the residence time of the particles in the liquid to find the distance travelled by the particle in a bowl:

\[
x = v_s t = \frac{w^2 r}{g} \frac{d_p^2 (\rho_p - \rho_i) g}{18 \mu} * \frac{V}{Q'},
\]  

\( \text{(2.8)} \)
where the \( t \) is time (h), \( V \) is volume of the liquid in the bowel (L) and \( Q \) is the volumetric flowrate (L/h). The equation assumes that \( v_s \) (the velocity with which the particle approaches the bowl’s wall) is constant since the layer of thickness, \( s \), on the centrifuge wall is relatively small compared to the radius of rotation (Ambler, 1959). For an ideal system \( x = s/2 \), where half of the particles of diameter \( d \) will sediment. The equation can also be expressed in terms of flowrate as:

\[
Q = 2v_g\Sigma
\]

where \( v_g \) is described in Equation (2.6).

\( \Sigma \) represents the centrifuge size or the equivalent settling area for theoretical settling tank:

\[
\Sigma = \frac{V\omega^2r_e}{gs_e}
\]

where \( V \) is the volume of the bowl, \( \omega \) is the rotational speed and \( r_e \) and \( s_e \) are the effective radiation and settling distance for the centrifuge (Ambler, 1959).

The disc-stack’s centrifuge configuration with multiple discs increases their settling area and hence separation capacity. The equivalent clarification area (m\(^2\)) of a disc-stack centrifuge is calculated as follows (Doran, 2013):

\[
\Sigma = \frac{2\pi \omega^2(N - 1)}{3g \tan \Theta} (r_2^3 - r_1^3)
\]

Where \( \omega \) is the angular velocity (s\(^{-1}\)), \( N \) is the number of discs, \( \Theta \) is the angle of the slope of the discs, \( r_1 \) and \( r_2 \) are the inner and outer diameter respectively of the discs (m), \( g \) is the acceleration due to gravity.
Equation (2.8) implies that there is a critical particle diameter, above which all particles are removed (Chatel et al., 2014). It depends on the flowrate, settling area and the solids volume fraction. Clarkson et al. (1993) proposes two equations for defining the critical particle diameter ($d_c$). The first one describes the case when the amount of solids is relatively small and the fluid is not very viscous e.g. 4% yeast suspension Equation (2.11) and for high solids content (Equation (2.12)):

\[
d_c = \sqrt{\frac{18Q\mu}{\Delta \rho g}} \quad (2.11)
\]

\[
d_c = \sqrt{\left(\frac{18Q\mu}{\Delta \rho \Sigma (1-C_v)^\sigma g}\right)} \quad (2.12)
\]

where $\sigma$ accounts for the particles’ sphericity (4.6 for spherical particles), $C_v$ is the concentration of solids in the suspension (% v/v), $\Delta \rho$ is the density difference between the solids and the liquid phase (kg/m$^3$) and $g$ is the acceleration due to gravity (m/s$^2$).

The critical particle diameter is important since it can be used to predict clarification from particle size distribution data. A study by Chatel et al. (2014) uses the critical particle diameter to predict clarification performance as a function of particle size distribution data.

\[
\text{(\% Clarification prediction)} = \sum_{N=0}^{\infty} V(d_i) \times (1 - T(d_i)) \quad (2.13)
\]

$T(d_i) = \left(\frac{d}{d_c}\right)^2$ for $d < d_c$,

$T(d_i) = 1$ for $d > d_c$
where $V(d_i)$ is the percentage volume of particles of diameter $i$ (m). The grade efficiency curve ($T(d_i)$) accounts for the fact that the particles are evenly distributed over the surface of the disc which, means that some particles are closer to the outlet and will be separated despite being below the $d_c$ (Mannweiler and Hoare, 1992).

The scale-down of an industrial scale centrifuge is usually carried out on the basis of constant $Q/\Sigma$:

$$\frac{Q}{\Sigma} = \frac{V}{tc\Sigma}$$  \hspace{1cm} (2.14)

In Equation (2.14) $\Sigma$ is the settling area ($m^2$), $Q$ is the volumetric throughput ($m^3/h$) in a disc stack (or other continuous centrifuge), $V$ is the sample volume in the bench-top centrifuge, $c$ is a correction factor and $t$ is time (h). The correction factor $– c –$ accounts for the bulk liquid flow between the discs that disturbs the sedimentation process $–$ it is typically between 0.27-0.73 (Aucamp et al., 2014; Boychyn et al., 2004; Joseph et al., 2016). Equation ((2.14) represents the ratio of equivalent flow rate to equivalent settling area; the log probability of this this ratio is typically in linear correlation with the separation efficiency, which is measured as the percentage solids removed:

$$% \text{ Clarification} = \frac{\text{NTU}_{\text{feed}} - \text{NTU}_{\text{centrate}}}{\text{NTU}_{\text{feed}} - \text{NTU}_{\text{well clarified}}},$$  \hspace{1cm} (2.15)

where nephelometric units (NTU) is a measurement for turbidity. $\text{NTU}_{\text{feed}}$ is the turbidity of the feed, $\text{NTU}_{\text{centrate}}$ is the turbidity of the centrate and $\text{NTU}_{\text{well clarified}}$ is a well clarified sample. The clarification can also be calculated in terms of optical density (OD) instead of NTU.
Table 2.1 The sigma factor calculation for different small scale centrifuges

<table>
<thead>
<tr>
<th>Type of centrifuge</th>
<th>Sigma factor*</th>
<th>Equation #</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchtop centrifuge</td>
<td>( \Sigma_{lab} = \frac{V_{lab} \omega}{2g \ln \left( \frac{2r_2}{r_2 + r_1} \right)} )</td>
<td>(2.16)</td>
<td>(Ambler, 1959)</td>
</tr>
<tr>
<td>Swinging bucket batch centrifuge</td>
<td>( \Sigma_{lab} = \frac{\omega^3 (3 - 2x - 2y)V}{\ln \left( \frac{2r_2}{r_2 + r_1} \right) 6g} )</td>
<td>(2.17)</td>
<td>(Maybury et al., 2000)</td>
</tr>
<tr>
<td>Multiwell plate centrifuge</td>
<td>Same as Equation (2.17) above but ( r_1 = \sqrt{(p + (q - L) \cos \theta + \alpha \sin \theta)^2 + b^2} )</td>
<td>(2.18)</td>
<td>(Tait et al., 2009)</td>
</tr>
</tbody>
</table>

*V is the volume of centrifuge vessel e.g. Eppendorf tube (m³), x and y are the fractional times of acceleration and deceleration (%), \( r_1 \) is the distance from the centre of rotation to the top of the liquid and \( r_2 \) is to the bottom of the liquid respectively, \( g \) is acceleration due to gravity (m/s²), \( \omega \) is angular velocity (s⁻¹), \( p \) is the length of the horizontal arm of the rotor (m), \( q \) is the length from the swing out arm to the base of the centre of the plate (m), and \( \theta \) is the angular deviation of the plate from 90° during centrifugation and \( L \) is the average height of the suspension in the well.

Since the feed zone centrifugation shear can lead to increase in turbidity, non-shear sensitive material (polyvinyl acetate) can be used in order to accurately estimate the correction factor in Equation (2.14) (Tait et al., 2009). The \( \Sigma \) has been calculated for various benchtop centrifuges (summarised in Table 2.1) enabling the generation of mimic centrates for the large scale disc-stack centrifuge operation using benchtop systems.

The equations in Table 2.1 show some specific parameters to consider for the bench top centrifugation. For instance, Equation (2.17) shows that the acceleration and deceleration time of the swing bucket centrifuge impact on the equivalent settling area \( \Sigma \) (Maybury et al., 2000). Equation (2.18) shows that the position of the well on the microplate impacts on the \( \Sigma \) value for that well (Tait et al., 2009).
2.2.2 Filtration fouling models

There are two main mechanisms of filtration fouling – pore blockage (deposition of particles on the filter surface) or pore constriction (deposition of particles in the pores of the filter) (Affandy et al. 2013; Bolton et al. 2006; Sampath et al. 2014; Roush and Lu, 2008; Van Den Berg & Smolders 1990). Based on these mechanism, there are four models that are applied predominantly: Standard blocking, Intermediate blocking, Cake filtration, Complete blocking and combinations between different models, which Bolton et al. (2006) found to describe the observed filter fouling (Table 2.2).
Table 2.2 Equations describing the four main blocking mechanisms adapted from (Bolton et al., 2006)

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation*</th>
<th>Model constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard blocking</td>
<td>[ V = J_0 t \left( 1 + \frac{k_s V_0}{A_o} t \right)^{-1} ]</td>
<td>( k_s \text{ (m}^{-1} \text{)} )</td>
</tr>
<tr>
<td>Intermediate blocking</td>
<td>[ V = \frac{1}{k_i} (\ln(1 + k_i J_0 t)) ]</td>
<td>( k_i \text{ (m}^{-3} \text{)} )</td>
</tr>
<tr>
<td>Complete blocking</td>
<td>[ V = \frac{J_0}{k_b} [1 - \exp(-k_b t)] ]</td>
<td>( k_b \text{ (s}^{-1} \text{)} )</td>
</tr>
<tr>
<td>Cake filtration</td>
<td>[ V = \frac{1}{J_0 k_c} (\sqrt{1 + (2k_c V_0^2 t)} - 1) ]</td>
<td>( k_c \text{ (s.m.}^{-2} \text{)} )</td>
</tr>
</tbody>
</table>

*\( J_0 \) is the initial flux (LMH), \( V \) is filtered volume (L), \( A \) is the filter area (m\(^2\)) and \( t \) is time (h)

The filtration models described in Table 2.2 are based on Darcy’s law (Equation (1.1)) and therefore the fouling mechanism will depend on properties of the fluid e.g. viscosity and the foulant e.g. particle size. During cake filtration the particles accumulate on the surface creating a permeable cake, which gradually increases in thickness. For the standard blocking mechanism it is assumed that particles accumulate on the pore’s wall gradually constricting its size, therefore this model is also known as the pore constriction model. One of the main assumptions for the model is that the pores have a cylindrical shape (Bolton et al., 2006; Sampath et al., 2014). It is often used when this is the expected mechanism of fouling e.g. secondary depth filtration. Furthermore, in its linearised form it allows easy evaluation of the membrane capacity \( V_{\text{max}} \):
where $V$ is the total volume of collected filtrate (L), $Q_0$ is the initial flux (LMH) and $V_{max}$ is the maximum volume of filtrate collected before the flux is prohibitively slow.

The complete blocking model describes a process where the particles seal completely the pores and prevent any flow. Finally, for the intermediate blocking model, portion of the particles block the pores while some accumulate on the surface (Bolton et al., 2006; Sampath et al., 2014).

2.3 Statistical methods

2.3.1 DoE considerations

The methodology of building predictive models was briefly mentioned in the context of the QbD paradigm. However, here the analysis will be further extended to highlight the different DoE approaches and considerations for selecting a type of DoE.

In the early stages of process development when little is known about the process the experimental approach is usually limited to small experimental sets or univariate experiments – OFAT. In late development full statistical designs are used for process characterisation (Sarah M Mercier et al., 2013). The use of statistically designed experiments reduces the number of experiments while at the same time it can reveal important information about the natural variability (error) and the impact of different factors.

When choosing the type of DoE it is important to consider, the goal of the study, the factor effects and interactions expected, the desired precision, efficiency of the
design and the expected curvature. The set levels for the factors (the range) will define the experimental region. If the range is too narrow, the observed response may not be enough to build a model i.e. it may not differ significantly from the fluctuation in the response attributed to the intrinsic variability of the bioprocesses. There is an observed trade-off between the efficiency of the design and its precision. The first characteristic refers to the number of experiments required to build a model and precision refers to the standard deviation of the response under identical conditions.

Another factor to consider is the resolution of the design since it will impact the level of confounding. The latter is related to the ability of the model to attribute effects unambiguously to a factor or factor interaction, where the effect is the level of change in the average response. Interactions are also important because often the level of impact of one factor is dependent on the level of another (Mason et al., 2003). For instance, as it was pointed out in Section 1.3 high pCO₂ and osmolality have a more detrimental impact on cells when elevated together rather than individually.

Finally, the choice of statistical design will primarily depend on the knowledge about the process, and the number of parameters to investigate and resources' availability. When the number of parameters is too large but only a few are expected to have an impact on the process super saturated designs may be applied (SAS Institute Inc., 2009; Li and Lin, 2003). Similarly if there are no constraints in terms of resources and time or only a small number of parameters is to be investigated e.g three, and curvature or factor interactions are expected a three-level full factorial may be applied. As mentioned earlier, one of the problems with reducing the number of runs
is confounding. This is due to the fact that the same computation is used to estimate more than one effects in which cases the confounded effects are called aliases.

Information about the confounding in a design is given by its resolution. For instance, for a fractional factorial design of resolution 3, often termed as R III, main effects are confounded with two factor interactions but they are not confounded with any other main effects. This makes this design ideal for screening for main effects or when interactions are not expected. To evaluate the confounding from the resolution of the design the number of factors or factor interactions is subtracted from the resolution.

When a curvature is observed in the model a response surface design may be appropriate. One design to identify curvature is the Central Composite design (CCD), which usually consists of a two-level full factorial design with centre and axial points. Another alternative to the full factorial design that makes good use of experimental runs is the Box-Behnken design which reduces the number of points but it does not look at the extremes.

2.3.2 Definitions

This section describe the key statistics that have been used throughout the thesis.

2.3.2.1 R-squared adjusted, predicted and k-fold

R-squared indicates how well a model fits the data by determining the percentage variability in the data that can be explained by the model. The value is based on the mean of the dependent variable \( y \) (\( \bar{y} \)) and the predictor variable \( x \) (\( \bar{x} \)).
\[ R^2 = \frac{\left[ \sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y}) \right]^2}{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2} \]  

(2.20)

R-squared adjusted is the \( R^2 \) that has been adjusted for the number of terms in the model. The \( R^2 \)-adjusted for a model increases only if the new term improves the model more than it could have been simply improved by chance. It takes into account the number of observations (N) and the number of predictor variables (P).

\[ R^2_{\text{adjusted}} = 1 - \frac{(1-R^2)(N-1)}{N-P-1} \]  

(2.21)

The R-squared predicted is a measure of the predictive capabilities of the model. Its calculation is based on the total sum of squares for all terms in the model corrected for the mean and predictive residual sum of squares (PRESS) ([Eriksson et al., 2006]):

\[ R^2_{\text{predicted}} = 1 - \frac{\text{PRESS}}{\text{totalSS}} \]  

(2.22)

The predictive residual sum of squares is calculated by fitting the data while omitting one observation so that:

\[ \text{PRESS} = \sum_{k=1}^{n} \sum_{i=1}^{n-1} (Y_{obs,i} - Y_{pred,i,k})^2 \]  

(2.23)

where \( Y_{obs,i} \) is the observed value for the \( i^{th} \) observation and \( Y_{pred,i,k} \) is the predicted value for the \( i^{th} \) observation and the \( k^{th} \) model generated omitting one of the observations and \( n \) is the total number of observations.

TotalSS is the total sum of squares including the model and the residuals:
\textbf{TotalSS} = \text{SSE} + \text{SSR} \quad (2.24)

where SSE is the error sum of squares for the model and SSR is the regression sum of square error, which are calculated as follows:

\[
\text{SSE} = \sum_{i=1}^{n} (Y_{obs_i} - Y_{model_i})^2 \quad (2.25)
\]

\[
\text{SSR} = \sum_{i=1}^{n} (Y_{model_i} - \bar{Y}_{obs})^2 \quad (2.26)
\]

where \( Y_{model_i} \) is the predicted value by the model for the \( i \)th observation and \( \bar{Y}_{obs} \) is the mean for the observed values.

The \( R^2 \) k-fold is calculated as follows:

\[
R^2 \text{ k-fold} = 1 - \frac{\frac{1}{k} \sum_{i=1}^{k} \text{SSE}_i}{\frac{1}{k} \sum_{i=1}^{k} \text{SSR}_i} \quad (2.27)
\]

where \( \text{SSE}_i \) is the error sum of squares in each of the \( k \) folds and \( \text{SSR} \) (also called the treatment vector) represents a vector of the treatment sum of squares in each of the \( k \) folds.

\subsection{2.3.2.2 Root mean squared of error}

Root mean square is a metric that is often used to evaluate linear regression models. It looks at how good is the model at predictions when you compared the actual observed values to the predicted values.

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (Y_{obs,i} - Y_{model,i})^2}{n}} \quad (2.28)
\]
2.3.2.3 **Akaike information criterion (AIC) and Bayesian information criterion (BIC),**

Akaike information criterion (AIC) and Bayesian information criterion (BIC), can be used to show if the model is overfitting the data. In both cases the value on its own has little meaning and it is usually considered relative to the rest of the models that have been generated – for instance via stepwise regression. The goal is to minimize AIC and BIC, which are calculated as follows:

\[
\text{AIC} = -2 \text{Loglikelihood} + 2k + 2k(k+1)/(n-k-1) \quad (2.29)
\]

\[
\text{BIC} = -2 \log\text{Likelihood} + k\ln(n), \quad (2.30)
\]

where

\[
\log\text{Likelihood} = \frac{1}{2n} \left( \frac{\ln(SSE/n)}{1} + \ln(2\pi) + 1 \right)
\]

where \(n\) is the number of parameters and \(k\) is the number of observations.

2.3.3 **Standard least square models**

The standard least squares method is a type of regression analysis, which finds the best fit for the data – slope coefficient and intercept – that minimizes the sum of the square errors or residuals (SSE). This statistical technique is used to predict a dependent variable using a set of independent variables:

\[
y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_n X_n + \epsilon \quad (2.31)
\]

where \(y\) is the predicted value, \(\beta_0\) is the intercept, \(\beta_1\) to \(\beta_n\) are the regression coefficients for variable \(X_1\) to \(X_n\) and \(\epsilon\) is the error for the model.
2.3.3.1 Model assumptions

In order to fit a least square regression model a number of assumptions have to be satisfied:

- Normality of residuals: a histogram of the residuals is plotted to check for any deviations from normality due to skewness or kurtosis. In addition a Shapiro-Wilk test is performed in Jmp® to check for normality of residuals.

- Autocorrelation of residuals: any correlations between adjacent observations may lead to overestimation of the predictor coefficients. Durbin-Watson statistic (calculated in Jmp®) can be used to measure autocorrelation with values near 2 indicating lack of autocorrelation.

- Linearity of the model: If the model is not linear that can easily be identified from trends in the plot of residuals vs predicted.

2.3.3.2 Model selection via stepwise regression

A stepwise regression approach were chosen to select the terms in the model. The stepwise approach uses forward addition and backward elimination to generate the optimum model (Goldrick, Joseph, et al., 2017). A k-fold cross validation was performed for the models with different number of terms. The optimum model was selected based on maximising the $R^2$ k-fold and minimizing the AIC and BIC statistics.

2.3.4 PLS model development

PLS is an advanced MVDA technique that is particularly suited for modelling data with large number of correlated predictor variables. The dimensionality of the data is
reduced through the projection of the data on small number of vectors (latent variables) which are orthogonal by nature and hence non-correlated. For the PLS analysis the X (the predictor matrix) and Y (the response matrix) are cantered so that the mean is 0 and scaled to unit variance. PLS does a linear decomposition of X into a matrix of scores (T), loadings (P) and residuals (E) and response matrix Y is decomposed in a similar manner so that:

\[ X = TP' + E \]

\[ Y = UQ' + F \]

where U is the extracted factors or scores Y; Q is loadings for Y and F is the residuals for Y (Goldrick et al., 2018). The goal for the PLS analysis is to maximise the covariance between the scores. Further details about the model can be found here (Goldrick et al., 2020; Tsanaktsidou et al., 2020; Wold et al., 2002)

The NIPALS algorithm (Wold et al., 1987) was applied to build models with different number of latent variables (scores). K-fold cross validation was performed where the data was split into subsets (k-folds). Through iterative process, each subset was taken out of the analysis to be used as an internal validation data set, while the rest of the data was used as a calibration data set – this was performed for all subsets. The PLS model with the optimum number of factors (latent variables) was selected based on minimum PRESS and prob van der Voet \( T^2 > 0.1 \) (der Voet \( T^2 \) tests shows if a model with different numbers of latent variables is significantly different from the optimum model). Where necessary the model was “pruned” removing variables with variable importance on projection (VIP) less than 0.8 – the VIP score
indicates the importance of each variable and detailed information about its calculation can be found in Wold, Sjöström and Eriksson (2002).

2.4 Key software and programming languages

2.4.1 Statistical analysis

JMP® Pro (SAS Institute Inc., Version 12.0.1 to 15.0.0, NC, US) was used in this thesis to build the DoE applied in Chapter 4 as well as the statistical analysis in Chapter 3, Chapter 4 and Chapter 6. The software offers very detailed reports for various multivariate data analysis techniques used in this thesis. For instance, in Chapter 3 and Chapter 4, JMP was used to perform stepwise regression and build predictive models, and in Chapter 6 it was applied to build PLS models using the NIPALS algorithms and cross-validation.

JMP® was also applied for process robustness analysis. 5000 thousand simulations were performed using triangular distributions for the input parameters: target pH and seeding density in Chapter 3.

The cause-and-effect correlations models built in JMP were also replicated in Design Expert® (Stat-Ease Inc., Version 9 to 11, MN, US). The outputs include a predictive model equation in terms of coded factors, which allows evaluating the contribution of individual terms to the mean of the response and the $R^2$-predicted for the model.

2.4.2 Data pre-treatment and bioprocess modelling

2.4.2.1 Python

Python is an object oriented programming language that offers a number of advantages over other programming languages such as being an open source,
offering a rich library of available functions and packages. It is a very efficient language requiring less code than other languages. Python was the programming language used to build the economics model for the recovery operation (an extension of an already existing economics model built in this environment).

2.4.2.2 Matlab

Matlab® (The MathWorks, Inc., Version 2015 to 2018b, Natick, MA) was used for the overall organisation and pre-treatment of the data throughout the thesis and in particular for the PLS analysis in Chapter 6. For the organization of the data, “structures” were implemented. Each structure represents an experiment with “fields” to store the conditions and the results for the experiment. Programs were also written to pre-treat and analyse the data in the “fields”, where necessary – for instance, calculating % LDH release, [Cholesterol] from a reference curve, antibody reduction from an electropherogram, normalizing and binning the particle size distribution (PSD) data etc.
Chapter 3

3 Linking cell culture parameters to upstream and recovery metrics

3.1 Introduction

The industry’s pursuit for increasing cell culture titres (g/L), has resulted in very high cell density cultures, which for CHO fed-batch processes often exceed 40x10^6 cells/mL at harvest. This poses significant challenges for the harvest operation that needs to separate the elevated amount of solids from the harvested fluid. The goal of this chapter is to apply a holistic approach to the optimisation of cell culture conditions considering the need to maximise upstream productivity, while minimising the burden for the subsequent recovery step by reducing the turbidity and solids concentration ([solids]).

The [solids] is an important recovery metric due to its impact on the centrifugation performance: the higher the [solids], the more frequent the discharge intervals for a continuous disc-stack centrifuge, which leads to product loss as product is ejected with each discharge. The separation in the disc-stack centrifuge is driven by centrifugal force and hence the bigger the size of the particle, the easier it is to separate. There is a critical diameter (d_c) for the particle, above which there is a higher probability that the particle will be recovered during the centrifugation
operation (as described by Equations (2.11) and (2.12)). Hence, the smaller the particles in the harvest, the higher the probability that they would not be recovered during the centrifugation operation.

The turbidity of the cell culture harvest is another important parameter for the recovery operation, since high turbidity levels are associated with more difficult to clarify harvests. The turbidity levels increase due to the rise in biomass (amount of solids) during cell growth and also due to the increase in cellular debris (smaller particles) towards the end of the process when cell culture viability declines.

Currently, the optimisation of the upstream process in early process development usually disregards the recovery operation. For instance, temperature and pH are only optimised with respect to titre and product CQAs (Brunner et al., 2017; Gronemeyer et al., 2014; Hennicke et al., 2019; Ivarsson et al., 2014; Ivarsson et al., 2015; Kishishita et al., 2015; Sou et al., 2015; Trummer et al., 2006), not considering the impact of these parameters on the recovery operation in terms of [solids] or turbidity. Furthermore, due to their impact on productivity and product CQAs, these parameters are often locked in during the early development stage.

It is important to note that the pH and temperature will also impact on cell metabolism e.g. glucose consumption and osmolality levels, which has the potential to alter product quality. There are a number of studies that have investigated this impact (Chung et al., 2018; deZengotita et al., 2002; Gilbert et al., 2014; Kamachi and Omasa, 2018; Sissolak et al., 2019; Tae Kyung Kim et al., 2000; Trummer et al., 2006; Qin et al., 2019; Yoon et al., 2005; Yuk et al., 2011 and Zhu et al., 2005).
None of the studies mentioned so far considered the impact of pH and temperature in the context of varying seeding densities and harvest day conditions and the impact of these conditions on the recovery operation. To address the lack of understanding about the interactions between upstream and recovery performance, this chapter proposes mapping the design space for the upstream and recovery operation through the application of a DoE approach in the ambr platform. The cell culture pH and temperature, the initial seeding density and the day of harvest were used to predict key upstream metrics and inputs for the recovery operation. The upstream metrics included cell culture productivity, osmolality and glucose consumption and the recovery metrics were [solids], particle size (d10) and turbidity.

The analysis of the ambr runs was first focused on the cell culture growth kinetics and the conditions that resulted in increased maximum viable cell count (MVC) (Section 3.3.1). Section 3.3.2 focuses on the derivation of cause-and-effect correlations that link the upstream conditions to upstream and recovery performance metrics. In Section 3.3.3 and 3.3.4 these correlations were used to build windows of operation for two separate DoE studies. In the first DoE study (ambr1 in Section 3.3.3), a window of operation was presented constrained by [solids] and titre. The robustness of the window was tested through the application of stochasticity to the seeding density as this is a parameter that is hard to control during large scale operation. In the second DoE study (ambr2 in Section 3.3.4), the window of operation was constrained by titre, [solids] and turbidity.

The overall goal of this chapter was to derive-cause-and-effect correlations to better understand the trade-offs between upstream and recovery metrics. This approach
will enable a more informed decision-making process when defining the upstream parameters for the process. Developing these correlations was essential to be able to build a more predictive process economics model in Chapter 5. This model will provide insights into the impact of upstream and recovery operations on facility fit and economics.

3.2 Experimental approach

3.2.1 Ambr experiments

The results presented in this chapter are from two separate DoE studies in the ambr - ambr1 with 24 bioreactors and ambr2 with 36 bioreactors (3 out of 4 culture stations). Due to operational limitation the two ambrs used two clones of the same cell line. For ambr1, a full factorial design was employed with target harvest day varied at three levels (harvest day 13, 15 and 17) and target seeding density varied at three levels (0.5, 0.7 and 0.9 x10⁶ cells/mL). Since temperature can only be changed per culture station (consisting of 12 bioreactor vessel), it was only possible to vary the temperature at two levels (temperature shift to 33°C on day 4 and a constant temperature of 35.5°C). Therefore, for the DoE design and subsequent analysis the temperature parameter for ambr1 was considered a categorical factor and there were two centre points for the low and high temperature. Based on the statistical analysis of ambr1, it was decided to focus on the same parameters as they showed to have a significant relationship with the models generated in the parameters’ tested ranges. Furthermore, for ambr2 it was possible to perform more runs and set three temperature levels. Based on the analysis from ambr1 and the possibility to do more runs in ambr2 it was decided to move to a higher resolution
design, and therefore a central composite design was employed. For ambr2 the seeding density range was widened from ambr1 to see if this would result in a bigger impact on the process – from 0.5, 0.7, 0.9 x10⁶ cells/mL for ambr1 to 0.6, 0.9, 1.2 x10⁶ cells/mL for ambr2. For ambr1 and ambr2 0.5mL samples for titre were collected on the harvest day for each bioreactor. The harvest titre was critical for the process economics model in Chapter 5 to size recovery operations and assess facility fit.

Table 3.1 Experimental setup for DoE studies in ambr1 and ambr2

<table>
<thead>
<tr>
<th>Project</th>
<th>ambr1</th>
<th>ambr2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cell culture A (clone 1)</td>
<td>Cell culture A (clone 2)</td>
</tr>
<tr>
<td></td>
<td>CS1</td>
<td>CS2</td>
</tr>
<tr>
<td>Temperature shift on day 4</td>
<td>33</td>
<td>35.5</td>
</tr>
<tr>
<td>Seeding density (x10⁶ cells/mL) expected*</td>
<td>0.40</td>
<td>(0.5)*</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td>(0.7)*</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
<td>(0.9)*</td>
</tr>
<tr>
<td>pH</td>
<td>6.8</td>
<td>7.0</td>
</tr>
<tr>
<td>H. day expected*</td>
<td>12.9</td>
<td>(13)*</td>
</tr>
<tr>
<td></td>
<td>13.8</td>
<td>(15)*</td>
</tr>
<tr>
<td></td>
<td>15.8</td>
<td>(17)*</td>
</tr>
</tbody>
</table>

* Target set points for the DoE

3.2.2 Stepwise regression and model selection

The results from the DoE studies described in the previous section were analysed using the JMP® software (SAS Institute Inc., Version 12.0.1 to 15.0.0, NC, US) and Design-Expert® software (Stat-Ease Inc., Version 9 to 11, MN, US). First stepwise regression technique (as described in Section 2.3.3.2) was applied to the results from the DoE to build 24 models with up to eight predictors as per the example given
in Appendix (Table 3.1-A). Each of the 24 models was also generated using Design-Expert®; this software also computed $R^2$ predicted for the model. The JMP algorithm was set to maximize for $R^2$ k-fold and the optimum model was selected based on minimum BIC and AIC and maximum difference between the $R^2$ pred. and $R^2$ adj. of 0.2. When the models had very similar statistics, the model with the least number of terms was chosen. Finally, process knowledge was also used to inform the choice of a model if the statistics for the models were similar.

3.2.3 Robustness analysis
Monte Carlo simulations for the seeding density were carried out using Jmp. The stochastic inputs were set as triangular distributions and 5000 runs were performed for each simulation. The outputs from the simulations were presented as distributions.

3.3 Results and discussion

3.3.1 Growth Culture Kinetics
Increasing maximum viable cell number (MVC) and prolonging cell culture viability can lead to higher cell culture productivities. Therefore, in this section the goal was to investigate the impact of the upstream conditions of temperature and pH, the initial bioreactor seeding density and day of harvest on the cell growth profile, the MVC and cell culture viability.

Ambr1 and ambr2 were analysed separately as there were significant differences in growth rate and productivity between the two runs, which can be due to differences in the clones or the generation number of the cells (data not available). Furthermore,
3 to 4 cell count measurements for ambr2 were missing due to a fault in the instrument. Initially, blocking was used to build models for ambr1 and 2 together, however, the analysis did not yield meaningful results (data not shown). Therefore, ambr1 and ambr2 were analysed separately in this section.

**Figure 3.1** reveals that temperature and pH have a significant impact on cell growth, while the increase in seeding density could to an extent reduce the impact of suboptimal pH (pH 6.8 and pH 7.2) and temperature (lower temperature) on maximum viable cell count (MVC). For ambr1 for the conditions with a temperature shift (**Figure 3.1a, b and c**), the cell culture achieved lower MVC compared to the cell culture without a temperature shift (**Figure 3.1d, e and f**). **Figure 3.1** shows that the low pH had a detrimental impact on cell growth, leading to a large drop in MVC compared to the optimum achieved at mid pH conditions, irrespective of temperature. For example, the maximum MVC achieved for the low pH was 25x10^6 cells/mL compared to the optimum MVC of 39x10^6 cells/mL at mid pH and the low temperature conditions. The above findings were also seen for ambr2, where the lower pH and temperature led to lower cell growth for the first 7 days of cell culture.

These temperature and pH findings are in line with previous studies that have showed suppressed cell growth for temperature shift conditions from 37°C to 30°C or 33°C (Fox et al., 2005; Kaufmann et al., 1999; Moore et al., 1997 and Bollati-Fogolín et al., 2005) as well for a combination of temperature shift and low pH conditions (Hwang et al., 2011; Oguchi et al., 2006). However, some of these studies reported prolonged cell culture viability for the temperature shift and low pH
conditions, which was not observed here. This could be due to the fact that the temperature shift and low pH conditions were suboptimal for this cell line.
Figure 3.1 Fed-batch cell culture kinetics for ambr1 (box with light grey border - - - ) and ambr2 (box with blue border - - - ). A),D),G),J) and M) conditions at low pH target of 6.8; B), E), H), K) and N) describes conditions at mid pH of 7 and C), F), I), L) and O) is for high pH conditions of 7.2. For ambr1 temperature shift was applied on day 4 from 35.5°C to 33.0°C for A), B) and C) and constant temperature of 35.5°C for D), E), F). For ambr2 constant temperature of 35.5°C was applied M), N),O) and temperature shift on day 4 from 35.5°C to 34.5°C - J),K),L) and temperature shift to 33.5°C - G), H) and I). The symbols represent different seeds: ● low seed below 0.6 x 10^6 cells/mL; ▼ mid seed between 0.6 and 0.9 x 10^6 cells/mL and ◆ high seed above 0.9 x 10^6 cells/mL

*Due to a faulty instrument there were missing cell counts between day 8 and day 12 for ambr2
3.3.2 **Predictive models for the upstream and recovery metrics**

As shown in the previous section, the seeding density, pH and temperature impact the overall growth profile and the MVC achieved for the process. This is important since reaching higher titres may be achieved through conditions that increase the cell culture turbidity and [solids], shifting the burden to the subsequent clarification operation.

In this section, temperature, pH, seeding density and harvest day were used to build predictive models (as described in Section 2.3.3.2) for titre, [solids], turbidity (data available for ambr2 only), d10 (data available for ambr2 only), osmolality (data available for ambr2 only) and glucose consumption. The equations in terms of coded factors are summarized in **Figure 3.2**.

**Figure 3.2** reveals that seeding density, temperature, pH and harvest day impact on all upstream and recovery metrics. In some instances seeding density interacts with temperature or pH (**Figure 3.2 a and b**) meaning that the impact of pH or temperature will depend on the seeding density. In the following section the models are to be investigated using contour plots describing the different combinations.
Figure 3.2 Predictive equations in terms of coded factors for ambr1 (■) and ambr2 (■) for: A) Titre (g/L) with adj. $R^2 = 0.79$ (ambr1), pred. $R^2 = 0.74$ (ambr1), k-fold $R^2 = 0.70$ (ambr1) and adj. $R^2 = 0.83$ (ambr2), pred. $R^2 = 0.74$ (ambr2), k-fold $R^2 = 0.76$ (ambr2); B) [Solids] (% v/v) with adj. $R^2 = 0.74$ (ambr1), pred. $R^2 = 0.64$ (ambr1), k-fold $R^2 = 0.68$ (ambr1) and adj. $R^2 = 0.67$ (ambr2), pred. $R^2 = 0.63$ (ambr2), k-fold $R^2 = 0.65$ (ambr2); C) Harvest turbidity (NTUs) with adj. $R^2 = 0.88$, pred. $R^2 = 0.86$, k-fold $R^2 = 0.86$ for ambr2; D) Cell specific glucose consumption (ng/cell/day) with adj. $R^2 = 0.84$ (ambr1), pred. $R^2 = 0.79$ (ambr1), k-fold $R^2$ k-fold = 0.90 (ambr1) and adj. $R^2 = 0.89$ (ambr2), pred. $R^2 = 0.86$ (ambr2); E) Osmolality (mOsm/kg) with adj. $R^2 = 0.89$, pred. $R^2 = 0.85$ (ambr2); F) d10 (μm) ) with adj. $R^2 = 0.88$, pred. $R^2 = 0.86$ for ambr2. (ambr2). S.density = Seeding density; Harv.day = Harvest day
3.3.3 **Building a window of operation for ambr1 constrained by titre and [solids]**

Following the QbD approach to process development the predictive models derived earlier were used to build feasible operating windows for the ambr1 and ambr2. The goal was to identify trade-offs between upstream and recovery metrics and test the susceptibility of the process to the inherent variability in the seeding density.

3.3.3.1 **Effects of pH, temperature and seeding density on titre and [solids] for different harvest days**

Contour plots for [solids] and titre were built using the correlations derived in the previous section and plotted using OriginPro (OriginLab®) for ambr1 (Figure 3.3). The contours exhibit a curvature profile with maximum [solids] achieved at ~ pH 7.1 and high seeding density condition. There is one interaction term for seeding density with temperature, which explains the different shape of the contour plots (Figure 3.3 a and b). For the conditions without a temperature shift, the increase in seeding density led to higher titre than for the conditions with a temperature shift. The highest solids concentration is predicted for the high seeding density conditions at ~ pH 7.1 and no temperature shift.

The contour plot for the titre model has a similar profile, with the highest titre achieved at pH 7 – 7.1. There is again an interaction term observed – temperature*seeding density – so that for the conditions without a temperature shift, seeding density has higher impact on titre than conditions without a temperature shift. The late harvest day led to overall increase in titre, with maximum titre predicted for day 16 at pH between 7 and 7.1 and high seeding density conditions.
Figure 3.3 Contour plots showing the impact of seeding density and pH on A) [solids] for conditions with a temperature shift; B) [solids] for conditions without a temperature shift; C) titre for harvest day 14 for conditions with a temperature shift; D) titre for harvest day 14 for conditions without a temperature shift; E) titre on day 16 for conditions with a temperature shift; E) titre on day 16 for conditions without a temperature shift. The temperature shift was carried out on day 4 from 35.5°C to 33.0°C
3.3.3.2 **Window of operation**

Biomanufacturing processes can be constrained by the [solids] due to limitations in the centrifugation solids handling capacity and by minimum titre required to meet yearly demand. However, it may be harder to control these outputs due to variability in the process inputs such as the seeding density. At large scale the seeding density in the bioreactor is not tightly controlled; since the inoculum volume and seed train are fixed, therefore the final seeding density will be highly susceptible to the natural process variability.

![Diagram showing window of operation](image)

**Figure 3.4** Window of operation (greyed out area) for ambr1 constrained by maximum [solids] of 9%v/v and minimum titre of 6g/L. The arrows point in the direction of desirability – increasing titre or decreasing [solids]. The red dot indicates the set operating parameters for the process so that it is within the window of operation.
To demonstrate the impact [solids] and titre constraints can have on the design space, a window of operation was built for a hypothetical process with a [solids] constraint of < 9 % v/v and a minimum titre of 6 g/L (Figure 3.4). In order to operate within the process constraints the process parameters were set at pH 7, seeding density of 0.75x10^6 cells/cm² and harvest day 14 (shown as a red dot in Figure 3.4). For the seeding density, there is narrow range, for which the process is operating within the window. For a process, where the seeding density can be tightly controlled, a higher seeding density can be chosen to increase the titre.

3.3.3.3 Risk-based approach for selecting target seeding density

To investigate the impact of seed train variability on the process, namely the risk of exceeding [solids] and maximizing titre, probability distributions were applied to the seeding density parameter. In Figure 3.5 target seeding densities between 0.65x10^6 cells/mL and 0.85x10^6 cells/mL were investigated with a variability of +/- 0.15x10^6 cells/mL represented by a triangular distribution. The probabilities of failing to meet the target [solids] or titre are indicated.
Figure 3.5 Probability distributions for ambr1, harvest day 14 for A) [solids] and B) titre at target seeding density of 0.65x10^6 cells/mL; C) [solids] and D) titre at target seeding density of 0.75x10^6 cells/mL; E) [solids] and F) titre for target seeding density of 0.85x10^6 cells/mL. The results were generated using 5000 simulation runs with seeding density inputted as triangular distribution (+/-0.15 x10^6 cells/ mL from target seeding density).
Figure 3.5 reveals that lowering the seeding density can be chosen to reduce the risk of exceeding [solids] limitations, while increasing the seeding density reduces the risk of not reaching the target titre. Hence it is not possible to achieve both objectives whilst manipulating the seeding density. For example, at the lower seeding density the likelihood of failing to meet the [solids] criterion is 0 whilst there is a high chance of failing to meet the titre criterion of 63%. In contrast, at the higher seeding density this is reversed with a zero chance of failing to meet titre but a high chance of failing to meet [solids] (76%).

3.3.4 Investigating the impact of seeding density on the window of operation for ambr2

3.3.4.1 Impact of seeding density on titre, [solids] and turbidity for different pH and temperature combinations

As it was shown earlier (Figure 3.2) the predictive correlations for ambr2 were different than the ones for ambr1. This could be due to the different clones used, unintended variations in the seed train, and variations in the conditions (e.g. different seeding density ranges and temperatures). In addition, more metrics were evaluated for ambr2 compared to ambr1 such as turbidity.

Similarly to ambr1, a desirable area was set for the process, which can be seen in green (Figure 3.6) – high titre, low turbidity and [solids] – and in red are the least desirable areas – low titre and high turbidity. The analysis shows that the optimum for titre and the least desirable value for turbidity are achieved for the same conditions - pH of ~ 7 and no temperature shift. For the [solids] the least optimum conditions (high [solids]) are at mid pH and mid temperature conditions (Figure
3.6.d, e and f. Titre and turbidity have similar contour profiles where for every increase above pH of 7 or drop below pH of 7, high temperature is needed to achieve the same level of titre or turbidity. For instance, at pH 7 and temperature shift to 33.5°C the titre levels are comparable to the lower pH ~ 6.85 and high temperature of 35.5°C. Figure 3.6 also shows that seeding density impacts on the titre or turbidity that could be reached for the process. This can represent a risk for the process where seeding density is poorly controlled resulting in elevated turbidity or lower titre, or can be used as a risk mitigation strategy against low titre.
Figure 3.6 Heatmaps for ambr2 showing the impact of varying temperature and pH at low seeding density conditions on A) titre (g/L), D) [solids] (%v/v) and G) turbidity (NTUs); at mid seeding density on B) titre (g/L), E) [solids] (% v/v) and H) turbidity (NTUs) and high seeding density for C) titre(g/L), F) [solids] (% v/v) and I) turbidity (NTUs). The seeding densities for the experiment are provided in Table 3.1.
3.3.4.2 Impact of seeding density on the process window of operation

The contour plots from Figure 3.6 were overlaid to create feasible windows of operation for three different seeding density levels; the windows were based on a hypothetical process constrained by maximum turbidity of 3000NTUs, maximum [solids] of 9%v/v and minimum titre of 4g/L (Figure 3.7). As it was discussed earlier changes in the upstream conditions can indirectly impact on product quality and process performance by inadvertently altering cell culture conditions, for which there may be no strict targets - such as osmolality, cell metabolism and PSD. For instance, changes in pH and increase in lactate due to decreased cell culture viability are linked to changes in osmolality, drop in cell culture viability can also be linked to shift to smaller particle size and changes in pH. Therefore, a second window of operation was built which reflects some of these additional parameters that may impact on the process but where the link to process performance is less clear. The limits for these additional metrics were set to less than 8.5µm for d10 (as described in Section 2.1.3.8), less than 400 mOsm/kg for osmolality and between 0.2 and 0.32 for glucose consumption. These limits were chosen so that they were close to what was observed for the standard process at pH of 7 and no temperature shift.
Figure 3.7 Windows of operation constrained by a-turbidity < 3000 NTU, b- [solids] < 9 % v/v, c- titre > 4g/L for A); C) and E), and by d- d10 > 8.5µm, e- osmolality < 400 mOsm/kg and f- qgluc. > 0.2 & <0.32 gluc.(ng)/cell/day for B); D) and F). The windows were built for ambr2 at harvest day 14 and different seeding density conditions - A) and B) low seeding density (0.6x10^6 cells/mL); C) and D) mid seeding density (0.9x10^6 to 1.2x10^6 cells/mL) and E) and F) high seeding density (more than 1.2x10^6 cells/mL).
**Figure 3.7** shows that the seeding density has a significant impact on the two sets of windows of operation – the main and the additional window. For the low seeding density conditions, the main window of operation was mainly constrained by titre and [solids] rather than turbidity (**Figure 3.7a**). However, as the seeding density increased, the turbidity played a greater role in restricting the window of operation. Yet higher seeding densities also led to the window of operation widening at the low temperature conditions (temperature shift to 33.5°C, **Figure 3.7c** and e) and enabling a wider pH range (6.9 to 7.1, **Figure 3.7c**).

Although there was a feasible window of operation across all seeding densities, the window of operation for the additional parameters was reduced as the seeding density increased. For the low seeding density, the window of operation is only constrained by the increase in osmolality (**Figure 3.7b**). For mid-seeding density conditions, the window is further constrained by the decrease in d10 and the lower glucose consumption (**Figure 3.7d**). For the high seeding density conditions the window is constrained by glucose consumption and the osmolality levels. These additional considerations can provide a basis for further investigation.

### 3.4 Conclusions

Disconnect between upstream and recovery process optimisation in early process development can generate difficult to clarify harvests. This chapter bridged this gap through the application of a QbD approach to the upstream development, where both upstream and recovery metrics were considered.
The analysis of the ambr1 and ambr2 growth culture kinetics showed how the seeding density could alter the impact of pH and temperature on MVC. The higher seeding density led to overall higher MVC, moreover, the higher seed could negate the negative impact of suboptimal pH or temperature conditions on MVC.

Predictive models were built for upstream and recovery, which revealed that seeding density, harvest day, temperature and pH also impacted on titre, [solids] and turbidity. The derived causes-and-effect correlations enabled windows of operation to be generated accounting for the linkage between upstream and recovery metrics, showing trade-offs between optimising for upstream (titre) and recovery ([solids] and turbidity). The work presented in this chapter lays the foundations of the development of the upstream recovery framework and allow linking the process to bioprocess economics.
Chapter 4

4 Derivation of predictive correlations for the upstream-centrifugation-depth filtration sequence

4.1 Introduction

The previous chapter revealed important trade-offs between upstream and recovery metrics when optimizing the conditions in the upstream. This chapter extends the investigation to the impact of both the upstream parameters and the centrifugation operation on the process. The impact of centrifugation shear is explored on the centrate’s filterability as well as on the product- and process-related impurities, in terms of levels of antibody reduction and host cell proteins. Furthermore, this chapter developed tools that enable a holistic view of the upstream and recovery operation through linking the small scale upstream experimentation in the ambr to the centrifugation mimic.

The impact of the centrifugation step on process performance is often disregarded for early process development - for instance, for bench scale studies the centrifugation step is typically replaced by depth filtration. As a consequence the impact of the centrifugation shear is often not well understood at the early stages of
process development. To overcome this limitation a number of studies have proposed scaling down the centrifugation step through decoupling the centrifugation shearing and clarification (Maybury et al., 2000; Boychyn et al., 2004; Lau et al., 2013; Tait et al., 2009; Westoby et al., 2011). This way the feed material is first sheared to mimic the impact of centrifugation shear on the particle size distribution, and then clarified in a benchtop or swing-bucket centrifuge to mimic the levels of clarification - usually based on centrate’s turbidity (NTUs) or optical density (OD\textsubscript{550nm}).

The level of shear between the different scales is compared indirectly through measuring the release of intracellular components such as LDH due to cell membrane disintegration. However, this approach can be challenging for low viability cell cultures, where cell membranes have lysed, and there may be little to no difference in LDH concentration between the intracellular and extracellular space. To address this challenge, the current study proposed an improved approach to the characterisation of the pilot scale centrifuge based on [cholesterol] to characterize the shear for low viability harvests. Furthermore, this chapter demonstrated that the [cholesterol] can also be used as a correlate for centrate filterability so that filter requirements can be determined with the small centrifugation mimic without the need for scaling down the depth filtration operation.

The centrifugation step may also impact on the levels of product and process related impurities. Common product related impurities result from antibody reduction at the disulfide bond in the antibody hinge region leading to the formation of half antibodies and antibody fragments. Typical process related impurities are host cell proteins.
(HCPs); often the whole process needs to reduce to <100ppm HCP (Chon and Zarbis-Papastoitsis, 2011). The centrifugation shear can increase the level of HCPs due to cell disruption and the concomitant release of intracellular components. Some of the released components have been shown to lead to antibody reduction as they are involved in reduction pathways (Handlogten et al., 2017; Kao et al., 2010). Mimicking antibody reduction using scale-down centrifugation models is challenging due to different environmental conditions between the small and the large scale-processes – e.g. more aeration in the small scale due to lower volume to surface ratios in storage vessels post centrifugation shear. The centrifugation mimic presented here was adapted to enable reduction at small scale.

The overall goal of the chapter was to develop tools that can be integrated in the scale-down framework for mimicking the upstream and recovery steps holistically. Section 4.3.1 described the methodology applied for characterizing the shear level in the existing pilot scale centrifuge, through achieving comparable levels of LDH, [cholesterol] and filterability. In Section 4.3.2 the filterability of various pilot-scale and mimic centrates (generated using the centrifugation mimic and pilot scale centrifuge) was correlated to the levels of [cholesterol] so that the latter could be used as a correlate for filter capacity (L/m²). Section 4.3.3 investigated the impact of centrifugation shear on the levels of antibody reduction and HCPs. In Section 4.3.4 the combined impact of centrifugation shear and the depth filtration operation on the levels of antibody reduction (inverse to intact monomer/antibody) was investigated. Section 4.3.5 implemented a framework based on an ambr linked to a centrifugation mimic. This platform was used to map the design space for upstream-
recovery metrics. Establishing this framework was essential for the decisional tool development and implementation in Chapter 5, which links the upstream conditions to process economics and facility fit.

4.2 Methodology

4.2.1 Summary of cell culture conditions for the pilot scale characterisation studies

Three cell culture runs were used in the characterisation studies (Table 4.1). Cell culture A and B were used to characterize the shear and clarification performance of the two different pilot scale centrifuges – Pilot scale 1 (LAPX404, AlfaLaval UK) and Pilot scale 2 (MBPX404, AlfaLaval UK). Cell culture C at low viability – 28% (as outputted from Vi-Cell XR) was used with a novel approach for characterising the centrifugation shear using [cholesterol] to overcome the limitations with LDH. The replacement of the pilot scale centrifuge in the facility led to the need to switch from one centrifuge to another (Pilot scale 1 to Pilot scale 2).

Table 4.1 Description of the cell culture material used for the centrifuge characterisation studies

<table>
<thead>
<tr>
<th>Material</th>
<th>Scale</th>
<th>Study</th>
<th>Total density (x10^6 cells/mL)</th>
<th>Cell viability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell culture A</td>
<td>CSD/Pilot scale 1</td>
<td>Centrifugation characterisation using LDH</td>
<td>17</td>
<td>89</td>
</tr>
<tr>
<td>Cell culture B</td>
<td>CSD/Pilot scale 2</td>
<td>Centrifugation characterisation using LDH</td>
<td>28</td>
<td>94</td>
</tr>
<tr>
<td>Cell culture C</td>
<td>CSD/Pilot scale 2</td>
<td>Centrifugation characterisation using LDH and [cholesterol]</td>
<td>30</td>
<td>28</td>
</tr>
</tbody>
</table>
4.2.2 **Experimental setup for spiking studies using a Null cell line**

A summary of the experimental setup for the spiking studies is presented in **Figure 4.1**. Two bench-scale bioreactors were run for up to 14 days with non-producing GS-CHO Null cell line. Cell culture material was collected on day 10, 12 and 14. The harvested cell culture material was spiked with purified mAbs - either mAb A (IgG1\(\lambda\)) or mAb B (IgG1\(\kappa\)) - targeting a concentration of 5g/L in 180mL. The spiked harvested cell culture was sheared using the CSD and the samples were collected in a conical bottom reservoir with three inlets (article # ACBT-050- C1N, Repligen, MA, US). This reservoir was sparged with nitrogen (N\(_2\)) prior to sample collection in order to mimic the low oxygen conditions at large scale and then clarified in a bench-top centrifuge. The clarified material was sterile filtered, subjected to hold of up to 30 days at room temperature, protein A purified and analysed for antibody reduction via capillary electrophoresis (method described in **Section 2.1.3.11**) or immediately purified for HCP levels determination (**Section 2.1.3.10**).

**Figure 4.1** Experimental setup used for GS-CHO Null spiking studies, investigating the impact of upstream conditions (cell cultures harvested at different time points) and centrifugation shear (using a CSD centrifugation mimic) on the levels of HCP and mAb reduction.
4.2.3 Experimental setup for studying the impact of centrifugation and depth filtration on antibody reduction

The samples from a process development 500L and 5L bioreactor runs were subjected to different levels of shear. The sheared material was clarified in order to generate centrate mimic, approximately 200mL per condition (Section 2.1.2.2). The samples were filtered at constant flux of 150LMH and held for up to 2.5 hours, then sterile-filtered and protein A purified (the method is described in Section 2.1.2.5). The purified samples were analysed for levels of antibody reduction using the Agilent 2100 Bioanalyzer system (Agilent Technologies, Inc, USA) – as described in Section 2.1.3.11.2. A description of the experimental setup can be found in Figure 4.2.

**Figure 4.2** Experimental setup for studying the impact of centrifugation shear (using a CSD centrifugation mimic), secondary depth filtration (using a bench-scale setup at constant flow) and filtrate hold on antibody reduction measured via capillary electrophoresis (CE analysis) using a BioAnalyzer.
4.2.4 Ambr3 and ambr4 DoE studies

Two separate DoE studies were investigated in this chapter performed in the ambr15 system – the studies were designated as ambr3 and ambr4. The ambr3 experiment was based on a small Central Composite Design (set up using Design-Expert®) performed in replicates. Each replicate was a CCD consisting of six axial points, four factorial points and two centre points. One replicate was used for reduction studies (using the nitrogen-sparged vessel described in Section 4.2.2) and the other replicates were used for generating the mimic centrate and cholesterol analysis. Ambr4 was also based on CCD (using Design-Expert®) with 12 factorial points, six centre points and six axial points, however, the harvest day in the experiment deviated from the setup due to drop in the cell culture viability. For ambr4, all samples were collected in a syringe, which was void of air, part of the sample was spun and sterile filtered as per method described in Section 4.2.3 and 10mL of the sample were used to generated mimic centrates as per Section 2.1.2.2.
Table 4.2 Summary of experimental conditions in ambr 3 and 4

<table>
<thead>
<tr>
<th>Goal of the study</th>
<th>Ambr3</th>
<th>Ambr4</th>
<th>Target set points</th>
<th>Target set points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultivation station (CS)</td>
<td>CS1</td>
<td>CS2</td>
<td>(0.4)</td>
<td>(0.4)</td>
</tr>
<tr>
<td>Seeding density (10^6 cells/mL) +/- (std. dev)</td>
<td>0.5</td>
<td>0.8</td>
<td>(0.8)</td>
<td>(0.8)</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.8</td>
<td>(1.2)</td>
<td>(1.2)</td>
</tr>
<tr>
<td></td>
<td>+/- (0.04)*</td>
<td>+/- (0.04)</td>
<td>+/- (0.04)</td>
<td>+/- (0.04)</td>
</tr>
<tr>
<td></td>
<td>n=3</td>
<td>n=6</td>
<td>n=3</td>
<td>n=6</td>
</tr>
<tr>
<td></td>
<td>+/- (0.04)</td>
<td>+/- (0.04)</td>
<td>+/- (0.04)</td>
<td>+/- (0.04)</td>
</tr>
<tr>
<td></td>
<td>n=6</td>
<td>n=6</td>
<td>n=6</td>
<td>n=6</td>
</tr>
<tr>
<td>Shear level (mL/min)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>41</td>
<td>41</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>21</td>
<td>9.9</td>
<td>9.9</td>
</tr>
<tr>
<td>Harvest day</td>
<td>10.7</td>
<td>(12)</td>
<td>11.9</td>
<td>(14)</td>
</tr>
<tr>
<td></td>
<td>12.8</td>
<td>(14)</td>
<td>13.8</td>
<td>(16)</td>
</tr>
<tr>
<td></td>
<td>13.8</td>
<td>(16)</td>
<td>n=3</td>
<td>n=3</td>
</tr>
<tr>
<td></td>
<td>n=3</td>
<td>n=3</td>
<td>n=7</td>
<td>n=7</td>
</tr>
</tbody>
</table>

*indicates standard deviation
4.2.5 Antibody size analysis

The LabChip GXII analyzer (Perkin Elmer, Waltham, MA, USA) generates a CSV file for each analysis. A program was built in Matlab® (The MathWorks, Inc., Version 2015 to 2018b, Natick, MA), which compiles the data into a table format as described below.

**Figure 4.3** Workflow for analysis of the size data from the LabChip GXII. The data is first visualised for quick analysis. The CSV files from the LabChilGXII are imported in Matlab. The data is analysed for the different size antibodies and fragments generated from reduction at the disulfide bridge and is combined with all additional information available for the samples (e.g. harvest day, shear levels etc.).
4.3 Results and discussion

As discussed in Section 4.1 the standard approach for characterising the centrifugation operation is through the decoupling of the shear and clarification effect. This approach was applied to successfully characterise two pilot scale centrifuges (pilot scale 1 = LAPX404 and pilot scale 2 = MBPX404) and the results from the characterisation can be found in the Annex for Chapter 4. The initial study revealed that the cell lysis due to shear in the pilot scale 1 centrifuge setup (at flowrate = 120Lh⁻¹ and bowl speed = 7000 RPM) corresponded to 21mL/min in the CSD and for pilot scale centrifuge 2 (flowrate = 120L/h and bowl speed of 7000RPM and 8000RPM) to 31mL/min and 41mL/min in the CSD. The bowl speed applied in the pilot scale centrifuge was often defined by the process development team as the material was generated as part of their routine operations.

Measuring cell disruption due to shear using LDH relies on the increase in LDH post shear or due to chemical lysis (method described in Section 2.1.3.5). However, for low viability cell cultures, the harvested cells may have lost membrane integrity and hence shear may not lead to additional release of LDH. To overcome this challenge the current section presents a novel approach using [cholesterol] to characterise the centrifugation shear in Section 4.3.1. Furthermore, it links the [cholesterol] to the filterability for various centrates in Section 4.3.2.

The levels of shear that were identified typical for the pilot scale centrifuge were investigated for their impact on the levels of antibody reduction and HCPs and the results are presented in Sections 4.3.3 and 4.3.4.
4.3.1 Centrifuge characterisation for low viability cell cultures using [cholesterol]

The current study proposes the use of [cholesterol] measurements instead of LDH for characterising shear for low viability cell cultures. Cholesterol is an integral part of the cell membrane and hence even for low viability cell culture, it was hypothesized that applying shear may lead to additional release of cholesterol in the cell culture medium. To test this hypothesis a low viability (28%) cell culture material (cell culture C in Table 4.1) was used in the shearing studies. Figure 4.4a shows that there is an increase in the [cholesterol] for the mimic centrates generated at different levels of shear - 20 to 55 mL/min flowrate in the CSD and 9000RPM in the pilot scale centrifuge. The shear did not lead to an increase in LDH levels between fresh, lysed and sheared samples (data not shown). Figure 4.4b shows that the mimic (generated at 52.5 mL/min) and the pilot scale centrate have comparable flux declines, which indicates comparable filterability and PSD between the centrates. These results demonstrated the ability of this novel approach to characterise the shear of a pilot scale centrifuge without the need for LDH analysis.
Figure 4.4 Pilot scale centrifuge characterisation studies using A) comparison in the cholesterol levels between the mimic centrate generated using different CSD flowrates (■) and the pilot scale centrifuge MBPX404 ran at 9000RPM and 120L/h (▌) and B) comparison in the depth filtration (X0HC 23cm²) flux declines between the mimic centrate generate at 52.5 mL/min flowrate in the CSD and the pilot scale centrate (generated at 9000RPM and 120L/h).
4.3.2 Using [cholesterol] to predict filter capacity (L/m²)

Predicting the depth filtration requirements for a process is challenging due to the limited suitable scale-down models. The goal in this section is to address this issue through the development of [cholesterol]-based method for predicting filter capacity. It was important to demonstrate the suitability of the [cholesterol] – filter capacity correlation for a wide variety of feed material. Table 4.3 describes the properties of the centrates used in the studies – the cell culture material was from separate bioreactor runs, of different viabilities (28 to 98%), days of harvest (10 to 13) and it was subjected to different levels of shear in the CSD to generate centrate mimic and from the pilot scale centrifuge).

Figure 4.5 reveals a good correlation between the centrate’s [cholesterol] and the filter capacity (L/m²) described by a power regression equation (R²adj. = 0.93). These results are in line with previous studies performed by Senczuk et al. (2016), where similar correlations were derived linking the filter capacity (L/m²) to [cholesterol].

Predicting filter capacity using [cholesterol] measurements will enable a more thorough investigation into what plays a key role in the secondary depth filtration. For instance, it will enable investigating the impact of upstream and centrifugation conditions on the depth filtration requirements earlier in the development cycle. It will also facilitate the evaluation of how different methods for conditioning the cell culture material – e.g. flocculation and precipitation – may impact on the filterability. Moreover, having a method to easily anticipate filter capacity will enable comparing different filter media to identify the optimum configurations for the process.
Table 4.3 Summary of results from bench-scale filter sizing experiments using X0HC secondary depth filter (23cm²) at constant pressure. The filter capacity was calculated using $V_{\text{max}}$.

<table>
<thead>
<tr>
<th>Cell culture</th>
<th>Viability (%)</th>
<th>VCD ($10^6$ cells/mL)</th>
<th>CSD flowrate mL/min</th>
<th>Centrifuge bowl speed RPM</th>
<th>Harvest day</th>
<th>Cholesterol concentration (mg/L)</th>
<th>Filter capacity (L/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>98</td>
<td>31.2</td>
<td>41</td>
<td>12</td>
<td>28.1</td>
<td>115</td>
<td></td>
</tr>
<tr>
<td></td>
<td>97</td>
<td>31.1</td>
<td>0</td>
<td>13</td>
<td>4.4</td>
<td>895</td>
<td></td>
</tr>
<tr>
<td></td>
<td>97</td>
<td>31.1</td>
<td>21</td>
<td>13</td>
<td>16.8</td>
<td>323</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>28</td>
<td>8.5</td>
<td></td>
<td>9000</td>
<td>13</td>
<td>14.4</td>
<td>325</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>37.4</td>
<td>21</td>
<td>10</td>
<td>5.9</td>
<td>936</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>88</td>
<td>31.1</td>
<td>21</td>
<td>12</td>
<td>7.7</td>
<td>499</td>
<td></td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>37.4</td>
<td>41</td>
<td>10</td>
<td>18.7</td>
<td>152</td>
<td></td>
</tr>
<tr>
<td></td>
<td>88</td>
<td>31.1</td>
<td>41</td>
<td>12</td>
<td>27.3</td>
<td>150</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.5 Cholesterol concentration (mg/L) versus filter capacity (L/m²) for the cell culture and harvest conditions described in Table 4.3

$y = 1560x^{-0.83}$

$R^2 = 0.93$
4.3.3 The impact of the recovery operation on monomer content and HCPs

Cell culture material was spiked with purified monoclonal antibodies as described in 
Section 4.2.2. The goal was to decouple the impact of the overall cell culture process 
from the cell culture properties at harvest (e.g. cell culture viability) on the levels of 
intact (non-reduced) antibody and HCPs. The following harvest parameters were 
investigated – harvest day (reflecting differences in cell culture viability at harvest) 
and different levels of shear.

The intact antibody was considered at around the 150kDa peak (containing two 
heavy and two light chains). The size of the light chain is typically 25kDa, the heavy 
chain is 50kDa and there can be combinations of the light and the heavy chain (e.g. 
75kDa, 100kDa, etc.) that can lead to different sizes. It is also important to note that 
glycosylation of the heavy or the light chain can generate species that fall out of the 
discrete increments of 25kDa (de Haan et al., 2020; Higel et al., 2016; Huang et al., 
2016; Valliere-Douglass et al., 2009; Zauner et al., 2013).
Figure 4.6 Antibody size distribution for IgG1 \( \lambda \) and IgG1 \( \kappa \) after the fully purified mAb was spiked into a non-producer cell line (GS-CHO Null) and subjected to different levels of shear: NS – no shear, LS – low shear (21mL/min in the CSD) and HS - high shear (41mL/min in the CSD). Electropherogram (as outputted from LabChip GXII) for A) IgG 1 \( \kappa \) and B) IgG1 \( \lambda \) showing the different antibody fragments and C) a summary of the total intact antibody calculated as a percentage of the area of intact antibody from the overall area.
Figure 4.6 revealed a decrease in the intact antibody concentration for the early harvest day and high shear conditions. The highest levels of intact antibody were observed for the last harvest day 14 – 83%, regardless of the level of shear compared to 33% for the early harvest day 10. It is important to note that the viability of the cells on day 10 was higher at 87% compared to 38% on day 14. The low viability on day 14 indicates that the cells have lost membrane integrity, hence it can be inferred that cell contents were already released in the cell culture medium. Consequently, for cells that are already lysed, applying shear to the sample may not lead to additional release of intracellular components. Since the antibody reduction is often attributed to the release of intracellular reducing enzymes and proteins, this could explain why shear did not increase reduction for the low viability conditions.

The opposite was observed for the high viability conditions (day 10) where shear led to loss of Intact antibody content. The decrease in the levels of intact antibody content for early cell harvest can be attributed to the potential presence of more active reducing enzymes (vs the late harvest day). It is interesting to note that to force the reduction event the samples were held in the cell culture material for 30 days. The samples without a hold step were also analysed but no antibody reduction was observed.

The HCP analysis for the spiking studies in Figure 4.7 revealed that for one of the mAbs - IgG1λ – the average levels of HCPs were much higher than for the other mAb - IgG1κ – 1,323 ng/mAb g vs 325 ng/mAb g. This may be due to the association of the mAbs with the HCPs (Liu et al., 2019; Nogal et al., 2012; Tarrant et al., 2012). Moreover, for IgG1 λ, the level of shear led to an increase in the HCPs content.
post purification, while for the IgG1κ, there was little increase in the overall HCP levels between the no shear and shear conditions. These findings highlight the importance of understanding how the product-specific characteristics may interact with the centrifugation performance. For instance, high shear may have less of an impact on HCPs content for an antibody that does not tend to co-purify with HCPs, however, for molecules that interact and co-purify with HCPs, shear may lead to increase in the HCP levels. These findings are corroborated by Tait et al. (2012), who also demonstrated that the HCPs levels will depend on the cell viability, the mAbs and the cells’ sensitivity to shear. The same study also highlighted that the composition of HCPs changed between different harvest days, which may explain why there was not a clear trend in the overall HCP content between different days of harvest. Wilson et al. (2022) used mass spectroscopy to analyse the population of HCPs post protein A purification from a CHO cell culture between days 8 and 17 and demonstrated that different HCPs were present on days 8, 10, 13 and 17 with an overall increase in the levels of HCPs. Hamaker et al. (2022) also observed changes in the HCP composition when profiling more than 1500 types of HCPs over a 60 day seed train. Similarly, changes in HCP profiles over the cell culture duration were also observed by Park et al. (2017). HCPs that were present on the different days of harvest may have different tendencies for associating with the mAb, therefore, further analysis would be required to understand what leads to increase or decrease in HCP levels post protein A.
Figure 4.7 HCP concentration (ng HCP/g mAb) for IgG1λ and IgG1κ, which were spiked into CS-CHO Null cell culture harvests collected on day 10, 12 or 14 of cell culture. The samples were subjected to different levels of shear (no shear (NS) = 0 mL/min in the CSD (□), low shear (LS) = 21 mL/min in the CSD (■), high shear (HS) = 41 mL/min (■)).

4.3.4 The impact of depth filtration, centrifugation shear and hold on antibody reduction

The analysis so far focused on the impact of centrifugation shear on antibody reduction. In this section it was extended to explore the combined impact of both centrifugation shear and the following secondary depth filtration on reduction. For this study, a different antibody was used that was known to have a higher propensity for reduction and so did not require a 30-day hold. The harvest used for the study
was from 500L process development run on day 14 at viable cell density of 16.14 (x10^6 cells/mL) and 91% viability.

**Figure 4.8** revealed that reduction was only observed for the conditions at high shear (lane 4 and 9, CSD flowrate of 41mL/min). Furthermore, higher levels of reduction were observed for the process where the centrate was also subjected to depth filtration – 48% intact antibody (high shear and depth filtration) vs 79% intact antibody when only high shear was applied (without depth filtration). Although the depth filtration reinforced the levels of antibody reduction for higher shear conditions, the depth filtration operation did not lead to antibody reduction when coupled with low or no shear conditions. The observed reduction post depth filtration for the high shear conditions may be explained with the low oxygen conditions in the depth filter, which may favour the reduction process (Trexler-Schmidt et al., 2010). Furthermore, this sample had a longer hold time, which further reinforces the notion that it may be the drop in oxygen that led to increase in antibody reduction. However further studies would be needed to confirm this.
Figure 4.8 Gel electrophoresis image showing the levels of intact antibody – band at > 150 kDa – A) for different shear levels (flowrates mL/min) in the capillary shear device, hold (hold time in the cell culture material) and the use of DepF (Depth filtration); B) showing the electropherogram for lane 4 and 9 where antibody reduction was observed.
4.3.5 Linking the ambr to the centrifugation mimic

The work presented so far in this chapter aimed at establishing tools that will enable linking upstream conditions and centrifugation shear to key performance metrics such as product and process related impurities and depth filter requirements post centrifugation. In this section the ambr was linked to the centrifugation mimic and this integrated scale-down platform was used to investigate how conditions in upstream (harvest day and seeding density) and centrifugation (level of shear) impact on the levels of antibody reduction and [cholesterol] that acted as a correlate for centrate filterability. The goal also was to derive correlations to map the upstream and recovery design space and identify potential process trade-offs.

4.3.5.1 Amb3 and ambr4 growth culture kinetics

Two ambr runs were performed with varying seeding densities and harvest days (conditions described in Table 4.2) with the goal of investigating the impact of these upstream conditions on the upstream-recovery sequence performance. In this section, the impact of seeding density and harvest on cell culture viability is going to be considered. The cell culture viability can influence the recovery sequence as it has been shown to be linked to the levels of antibody reduction (Section 4.2.2) and [solids] (Chapter 4). Therefore, it is important to understand how seeding density and harvest day influence the final cell culture viability.
Figure 4.9 Growth culture kinetics for ambr3 and ambr4 showing viable cell density (cells/mL) for A) ambr3 and B) ambr4 and cell culture viability (%) for C) ambr3 and D) ambr4. A description of the low, mid and high seeding density levels can be found in Table 4.2.
Figure 4.9 reveals an inverse trend between the seeding density and resulting cell culture viability. More specifically, the average cell culture viability at the end of the process was lower for the high seeding density conditions; for example 48% (harvest day 14, ambr3) compared to 71% (harvest day 14, ambr3). The lower seeding density conditions led to lower maximum viable cell count but the viability was maintained for longer. The ambr4 experienced a drop of viability on day 12, which was a lot lower than usually observed for the process, and the run was discontinued. The reason for the lower viability was not identified; it was hypothesized that it may be due to variations in the seed train, the cell bank or other variations in the media composition. The exponential population doubling times between the ambr3 and 4 were comparable at approximately 31 hours. However, the ambr3 showed higher cell specific productivity (average of 16.4 pg/cell/day) than ambr4 (average of 15.7 pg/cell/day). The average IVC for ambr3 was also higher at 6.8x10^{12} cell hr/L compared to 5.3x10^{12} cell hr/L for ambr4.

4.3.5.2 Impact of ambr cell culture conditions and recovery operation on monomer content (intact antibody)

As demonstrated earlier, the cell culture viability may impact on the levels of intact antibody leading to lower levels of intact monomer when viable cells (early harvest day) are subjected to shear (Section 4.3.3). For high viability cells, cell membrane is relatively intact and hence there is the potential for shear to more drastically increase the release of intracellular products into the media than it is the case for cell cultures that have already lost membrane integrity. To better understand the increase in cell lysis and the concomitant release of intracellular material, the cell
culture LDH release was measured pre-and post-shear and these levels were linked to the levels of intact antibody.

**Figure 4.10** shows that for ambr4 the intact antibody content is highest for the low viability cultures (high LDH), both pre-shear and post-shear. Examining box A in **Figure 4.10** for 10% to 30% LDH release pre-shear i.e. high viability cultures - it can be seen that those not exposed to shear tend to have 80 to 84% intact antibody and for those exposed to shear it is slightly lower at 77% to 80%. In contrast, at 100% LDH release pre-shear (box B **Figure 4.10**) i.e. low viability cultures, the levels of % intact antibody were close to the controls at no shear (90 to 95%).

The higher levels of intact antibody for the low viability cell culture may be attributed to the potentially less reducing environment in terms of DO and the absence of active reducing enzymes e.g. (reductase) compared to higher viability cell culture. It is possible that the viable cells depleted the oxygen quicker during the harvest step leading to lower DO and that they contain more active reducing enzymes – the negative impact of DO and the intracellular reducing species on intact antibody content has been described elsewhere (Chung et al., 2017; Handlogten et al., 2017; Handlogten et al., 2020; Kao et al., 2010; Mun et al., 2015; Trexler-Schmidt et al., 2010).

The antibody size analysis for ambr3 showed no significant loss in monomer content in any of the samples. This may be due to the differences in harvesting approach between the two ambr (described in **Section 4.2.4**).
In this section the impact of upstream conditions and centrifugation shear on upstream (titre) and recovery metrics ([solids], [cholesterol] and OD\textsubscript{550} was investigated and cause-and-effect correlations were generated for the key metrics.
that are to be used as input for the bioprocess economics model in the next chapter.

The titre was chosen as an important metric that will dictate facility sizing and the ability to meet target throughput. Higher harvest’s [solids] leads to more frequent centrifuge’s discharges, which decreases the step’s yield and may exceed the equipment solids handling capacity. The harvest’s turbidity (OD$_{550}$) is an indication of the harvest’s solids content as well as the PSD – the increase in smaller particles tends to increase the turbidity. Therefore, the increase in turbidity is an indicator that the harvest may be getting harder to clarify.

Table 4.4 summarises the OD$_{550}$, titre and [solids] for the different harvest days and seeding density conditions. The analysis revealed that the increase in cell culture duration led to an increase in OD$_{550}$ and titre and a decrease in [solids] across almost all seeding density conditions. For ambr3 the increase in seeding density led to increase in titre for the earlier days of cell culture (8 and 11) but not for days 12, 13 and 14, which may be explained by the drop in viability for the later days of cell culture for the high seeding density conditions. The increase in seeding density led to increase in OD$_{550}$ across almost all scenarios, which can be attributed to the increase in [solids] with time and also to the drop in viability and appearance of cell debris for the late days of cell culture. For the [solids], day 13 and 14 of harvest and high seeding density led to decrease in [solids], this may be due to the lower viability for these conditions, which may result in smaller particles (cell debris) that would be harder settle and form a pellet during the centrifugation for PCV analysis (Section 2.1.3.4) or are better compacted and lead to lower solids volumes. Later in the thesis in Section 6.3.4 the cell culture PSD was used to predict the [solids] concentration
and LDH release. Using PSD instead of PCV to evaluate the [solids] would facilitate more measurements over the cell culture duration and could provide a more accurate estimation of the [solids]. Furthermore, using PSD can reveal further correlations between the upstream and the recovery performance; for instance the upstream conditions could be directly linked to changes in the PSD.
Table 4.4 Summary of key results for titre, [solids] and OD550 for various harvest days and seeding densities for A) ambr3 and B) ambr4

### A)

<table>
<thead>
<tr>
<th>Harvest day</th>
<th>8</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>11</th>
<th>13</th>
<th>14</th>
<th>11</th>
<th>13</th>
<th>14</th>
<th>11</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titre (g/L)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Solids] (% v/v)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OD550 (abs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeding density (x10^6 cells/mL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5 +/- (0.039) n=6</td>
<td>1.4 +/- (0.25)* n=6</td>
<td>2.9 +/- (0.23) n=6</td>
<td>5.1 +/- (0.35) n=5</td>
<td>5.7 +/- (0.29) n=5</td>
<td>6.1 +/- (0.22) n=3</td>
<td>8.8 n/a n=2</td>
<td>8.2 n/a n=2</td>
<td>7.1 n/a n=2</td>
<td>4.5 n/a n=2</td>
<td>6.9 n/a n=2</td>
<td>13.9 n/a n=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8 +/- (0.04) n=12</td>
<td>1.9 +/- (0.22) n=12</td>
<td>3.6 +/- (0.13) n=12</td>
<td>5.3 +/- (0.12) n=10</td>
<td>5.5 +/- (0.14) n=10</td>
<td>5.5 n/a n=2</td>
<td>9.3 n/a n=2</td>
<td>7.9 +/- (0.74) n=8</td>
<td>7.1 n/a n=2</td>
<td>4.9 n/a n=2</td>
<td>7.1 +/- (0.72) n=8</td>
<td>12.7 +/- (1.08) n=2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2 +/- (0.053) n=6</td>
<td>2.2 +/- (0.09) n=6</td>
<td>3.8 +/- (0.13) n=6</td>
<td>4.9 +/- (0.14) n=3</td>
<td>5.0 n/a n=2</td>
<td>5.5 n/a n=2</td>
<td>8.7 n/a n=2</td>
<td>6.8 n/a n=2</td>
<td>6.2 n/a n=2</td>
<td>5.5 n/a n=2</td>
<td>8.1 +/- (0.48) n=10</td>
<td>14.9 +/- (0.37) n=2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### B)

<table>
<thead>
<tr>
<th>Harvest day</th>
<th>7</th>
<th>8</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>10</th>
<th>12</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titre (g/L)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Solids] (% v/v)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OD550 (abs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeding density (x10^6 cells/mL)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.46 +/- (0.06) n=7</td>
<td>0.90 +/- (0.24) n=7</td>
<td>1.35 +/- (0.2) n=7</td>
<td>3.07 +/- (0.1) n=7</td>
<td>3.68 +/- (0.07) n=7</td>
<td>4.09 +/- (0.48) n=7</td>
<td>7.4 +/- (0.54) n=3</td>
<td>6.6 +/- (1.08) n=4</td>
<td>5.37 +/- (0.37) n=4</td>
</tr>
<tr>
<td>0.71 +/- (0.07) n=10</td>
<td>1.38 +/- (0.12) n=10</td>
<td>2.15 +/- (0.14) n=10</td>
<td>3.71 +/- (0.46) n=10</td>
<td>4.24 +/- (0.72) n=10</td>
<td>4.32 +/- (0.84) n=10</td>
<td>6.2% +/- (1.22) n=10</td>
<td>5.74 +/- (0.5) n=10</td>
<td></td>
</tr>
<tr>
<td>0.92 +/- (0.08) n=7</td>
<td>1.54 +/- (0.14) n=7</td>
<td>2.12 +/- (0.21) n=7</td>
<td>3.56 +/- (0.62) n=7</td>
<td>4.08 +/- (0.92) n=7</td>
<td>4.05 +/- (1.12) n=7</td>
<td>7.8 +/- (1.11) n=4</td>
<td>6.2 +/- (1.04) n=3</td>
<td>6.02 +/- (0.27) n=3</td>
</tr>
</tbody>
</table>

*Standard deviation
Figure 4.11 The predictive equations in terms of coded factors for A) titre (g/L); B) [solids] (% v/v) and C) [cholesterol] (mg/mL) and actual coefficients for all three models summarised in D). The statistics for the model are as follows adj. $R^2 = 0.82$ (titre model), pred. $R^2 = 0.76$ (titre model), k-fold $R^2 = 0.75$ (titre model); adj. $R^2 = 0.77$ ([solids] model), pred. $R^2 = 0.71$ [solids] model, k-fold $R^2 = 0.66$ [solids] model, adj. $R^2 = 0.82$ ([cholesterol] model), pred. $R^2 = 0.75$ ([cholesterol] model, k-fold $R^2 = 0.76$ ([cholesterol] model. The predictors for the equations are H.day – harvest day, S.density – seeding density and shear level (mL/min in CSD).

As mentioned earlier titre, [solids] and [cholesterol] can be used to size the bioreactor, centrifugation and subsequent depth filtration operation. Therefore, deriving cause-and-effect correlations for these metrics would be key for building a bioprocess model. Similarly to Chapter 3 cause-and-effect correlations were derived.
for ambr3 to predict the titre, [solids] and [cholesterol]. A summary of the equations in terms of coded and actual factors can be found in Figure 4.11. The analysis revealed that the seeding density and harvest day impacted on all three metrics. Furthermore, it showed that there are trade-offs between the outputs. For instance, increasing the seeding density led, on one hand, to the undesirable increase in [cholesterol] but, on the other hand, it also led to an increase in [titre].

4.4 Conclusions

The work presented in this chapter described a novel framework for mapping the design space for the upstream and recovery operation taking into consideration product purity (HCPs and intact monomer content), titre, [solids] and filterability of the centrate. The shear in a pilot plant centrifuge was successfully characterised using a capillary shear device and two shear levels were applied based on this characterisation – low shear (21mL/min in the CSD) and high shear (41mL/min and 52.5mL.min in the CSD). The results from a bench-scale and an ambr DoE study revealed that applying high shear (41mL/min) to high viability cell cultures leads to the highest loss of monomer content. To model the depth filtration operation a [cholesterol] – based correlation was established to predict the centrate filterability. When the [cholesterol] correlation was implemented in a DoE study using the upstream-recovery mimic (ambr + CSD) it revealed important trade-offs for the process where seeding density increased titre but also [cholesterol]. The results from the DoE laid the foundation for the work in the next chapter, which will incorporate the cause-and-effect correlations in an overall bioprocess model.
Chapter 5

Building a decisional tool for the recovery operation of mammalian cell processes

5.1 Introduction

In the previous chapters the goal was to build cause-and-effect correlations that link the upstream conditions to the recovery performance. **Chapter 3** was focused on the impact of the upstream conditions (pH, temperature, seeding density and day of harvest) on the input to the recovery operations, while **Chapter 4** linked the seeding density in the bioreactor, the cell culture duration and the level of shear in the centrifugation operation to the upstream and primary and secondary recovery performance. This chapter incorporates these predictive correlations into a bioprocess economics model for an overall evaluation of the process and facility fit.

As discussed in **Section 1.1.2** biopharmaceutical companies have widely adopted platform processes for the manufacture of mAbs, where the unit operations used are largely conserved between different products and scales (Shukla and Thömmes, 2010). However, for primary cell culture clarification the techniques used for separation can vary between scales (Felo et al., 2013). For instance, for the small scale process manufacturers may use a low shear primary depth filtration setup, while the pilot or commercial-scale process may employ a high shear centrifugation...
operation. Even when the same clarification approach is used across scales, it is possible that there is a change in the shear levels between systems and it is important to understand how this may impact on the process.

In terms of economics assessment of the recovery operation, Dryden et al. (2021) and Felo et al. (2013) present an economic evaluation of the primary recovery operation comparing the COG of a process using primary depth filtration or a centrifugation operation. The conclusion from both studies was that as the process scale increases it was more cost efficient to use centrifugation instead of depth filtration for primary clarification. Both of these studies assume that the increase in titre is independent from the [solids] in the harvest or the filterability of the centrate. However, the increase in titre is often achieved through reaching higher cell densities or extending the cell culture duration, which may result in lower viabilities on the day of harvest (as seen in Chapter 3 and Chapter 4). The increase in cell density and the lower viability will change the [solids] and the particle size distribution, parameters that we have demonstrated to impact the primary and secondary clarification (Chapter 3 and Chapter 4).

However, no study to date links upstream conditions and centrifugation shear to the economics of the recovery operation. In this chapter we address this gap through the creation of a bioprocess modelling tool, which links bioprocess economics to experimentally derived cause-and-effect correlations. This way the titre, filterability and [solids] are not independent user-defined inputs but defined by the bioprocess conditions.
The economics model developed in this chapter is based on the platform for commercial-scale manufacture in mammalian cell processes – centrifugation followed by depth filtration. The economics model uses common existing technologies to facilitate an accurate representation of the COG of recovery (COG$_{REC}$/g) for the operation. **Section 5.2** describes the methodology applied to build the model. It starts with the creation of a centrifugation and depth filtration databases for equipment and consumables as well as the equations applied for each step. Then it continues with the overall assumptions for the process, costs and COG equations. In **Section 5.3** four different case studies were investigated. In the first case study (**Section 5.3.1**) a deterministic analysis was performed to identify the main cost drivers for the recovery platform. Then in the second case study (**Section 5.3.2**) the COG for the secondary depth filtration operation were compared for a process with stainless steel and single-use housings across different yearly demands and titres scenarios. In the third case study (**Section 5.3.3**) the correlations from **Chapter 3** were applied to investigate how cell culture conditions such as pH, temperature shift and seeding density impact on facility design and COG. Then in **Section 5.3.4** the predictive models from **Chapter 4** were used to investigate the impact of shear, harvest day and seeding density on the process. First, the analysis was focused on the impact of these parameters on facility design. Then these correlations were applied for a fixed facility scenario: on one hand to demonstrate the impact of process variability on risk to facility fit and on the other hand to develop strategies to mitigate against that risk. The overall goal of this chapter was to provide tools to perform an economics evaluation of the recovery step and enable a decision-
making process that accounts for inherent process variability, changes in shear (e.g. upon tech transfer) and risk-reward metrics.

5.2 Methodology

5.2.1 Model description
An existing decisional tool developed at the Biochemical Engineering Department at UCL was extended to enable the work performed in this chapter; this tool is described in more details elsewhere (Farid et al., 2007; Mahal et al., 2021; Stamatis and Farid, 2021) and a summary of the different equations can be found in Section 5.2.4. This decisional tool is operated through Jupyter Notebook and linked to an Excel spreadsheet that contains the main inputs – process assumptions, equipment databases and costs. The model was extended to incorporate the following new features: 1) two additional blocks in the model – one for centrifugation and one for depth filtration with equations to link the equipment design and size to the use of reagents, floor space and labour, 2) a detailed database (in Excel) of common equipment and consumables used in the recovery operation, 3) incorporating predictive cause-and-effect correlations for the bioreactor, centrifugation and depth filtration step, 4) default parameters for the centrifugation and depth filtration process and 5) application of stochasticity to key inputs for the process. All these features will be discussed in more details later in this section. Here, the goal is to present a high level overview of the recovery model and how it is linked to the overall decisional tool.

Figure 5.1 gives an overview of the recovery decisional tool – its key inputs, outputs and models. The economics model was operated in two facility sizing modes: rating
and design mode. In the rating mode, the design of the upstream and recovery steps was fixed, while in the design mode the equipment was sized to meet a target throughput at minimum cost. One of the key features of the recovery model are the predictive correlations for [solids], filter capacity and titre. Three process steps can be impacted by their outputs: centrifugation yield and sizing is impacted by the [solids], the titre impacts on the bioreactor size (in sizing mode) or the throughput (in rating mode) and filter capacity will define the required filter area (in sizing mode) or the loss in the filtration operation (in rating mode). Stochasticity can be applied to the bioprocess parameters such as seeding density to investigate the impact of inherent biological variability on the process economics. One of the main outputs are the COG of the recovery operation (COGREC) calculated for the centrifugation and depth filtration steps.
Figure 5.1 Structure of the decisional tool used for the recovery operation assessment
5.2.2 Upstream and recovery unit operations sizing

5.2.2.1 Bioreactor

In sizing mode the bioreactor size \( V_{\text{bioreactor}} \) depends on the upstream productivity \( T \), annual demand (Throughput) and the overall downstream yield \( Y_{\text{DSP}} \) so that:

\[
V_{\text{bioreactor}} = \frac{\text{Throughput}}{N_{\text{bioreactor}} \cdot T \cdot Y_{\text{DSP}}} \tag{5.1}
\]

The min required bioreactor volume will be calculated as follows:

\[
V_{\text{size}} = \frac{V_{\text{bioreactor}}}{\varepsilon_{\text{space}}} \tag{5.2}
\]

Where \( \varepsilon_{\text{space}} \) is the space efficiency (%). In design mode the model selects the smallest bioreactor from the available bioreactors' list that is bigger or equal to \( V_{\text{size}} \).

5.2.2.2 Centrifugation

A database was built consisting of centrifuges commonly used for the harvest of shear sensitive mammalian cell cultures. The key design characteristics that were needed for the equipment sizing in the economics model were the maximum flowrate, the solids holding space, the bowl volume and the sigma value. The centrifugation flowrate determines the time the centrifugation needs to be run for to clarify a given volume of feed. The operation duration is key since the product is still in the cell culture medium, where HCPs with detrimental impact on product quality may be present. The solids holding space will determine the frequency of solids discharge. Most centrifuges have a maximum solids handling capacity, which can be defined by the maximum frequency of discharge (Richardson and Walker,
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2018a). The bowl volume will determine the amount of cleaning reagents needed to clean the centrifuge.

The list of centrifuges in Table 5.1 shows examples of common centrifuges used in industry. However this list is not exhaustive, and moreover, centrifuges are often custom designed for the manufacturers (Felo et al., 2013). Therefore, it was important to be able to size the centrifugation step without the need to specify the exact model of the centrifuge. For this purpose the database of centrifuges was used to derive correlations to describe the relationship between the centrifuge maximum flowrate and the solids holding space, footprint and reagent usage. These ratios were discussed with Alpha Laval representatives and industry experts and examples are given in Appendix (Figure 5.1-A).

In Table 5.2 is a summary of the key equations used in the centrifugation model. As it can be seen the bowl volume was correlated to the centrifuge flowrate Equation (5.3) and solids holding space was correlated to the bowl volume Equation (5.4). The centrifugation flowrate was also correlated the centrifuge footprint – the higher the centrifuge flowrate the bigger the centrifuge footprint Equation (5.5). The centrifugation operation requires time to accelerate to target bowl speed and decelerate to stop. The bigger the centrifuge, the longer the time required for that.
Table 5.1 Summary of the database of common centrifuges and their key characteristics used in the decisional tool

<table>
<thead>
<tr>
<th>Centrifuge model</th>
<th>Max flowrate $Q_{max \text{Cent}}$ (l/h)</th>
<th>Solids holding space $V_{Sol}$ (L)</th>
<th>Bowl volume $V_{Bowl}$ (L)</th>
<th>Reference sigma $\sigma$ (m²)</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clara 20/LAPX404</td>
<td>120</td>
<td>1.1</td>
<td>2.2</td>
<td>5,000</td>
<td>[2]</td>
</tr>
<tr>
<td>Alfa Laval MBPX404</td>
<td>180</td>
<td>1.1</td>
<td>2.2</td>
<td>5,000</td>
<td></td>
</tr>
<tr>
<td>BTPX205</td>
<td>250</td>
<td>1.2</td>
<td>3.1</td>
<td>11,000</td>
<td></td>
</tr>
<tr>
<td>BTPX305</td>
<td>251</td>
<td>1.1</td>
<td>3.1</td>
<td>12,000</td>
<td>[3]</td>
</tr>
<tr>
<td>Culturefuge 100</td>
<td>450</td>
<td>1.1</td>
<td>3.1</td>
<td>12,000</td>
<td>[4][5]</td>
</tr>
<tr>
<td>MBPX 810SGV-34CL</td>
<td>1,600</td>
<td>6.7</td>
<td>15</td>
<td>76,000</td>
<td>[6]</td>
</tr>
<tr>
<td>Culturefuge 200</td>
<td>2,700</td>
<td>6.7</td>
<td>15</td>
<td>70,000</td>
<td>[7]</td>
</tr>
<tr>
<td>MBPX 810HGV-34C</td>
<td>3,200</td>
<td>4.8</td>
<td>15</td>
<td>83,000</td>
<td>[8][9]</td>
</tr>
<tr>
<td>BTAX215</td>
<td>4,500</td>
<td>14</td>
<td>52</td>
<td>202,000</td>
<td>[10][11]</td>
</tr>
<tr>
<td>Culturefuge 300</td>
<td>6,000</td>
<td>20</td>
<td>30</td>
<td>127,000</td>
<td>[12]</td>
</tr>
<tr>
<td>Culturefuge 400 (v 1)</td>
<td>8,000</td>
<td>10</td>
<td>30</td>
<td>180,000</td>
<td>[13][14]</td>
</tr>
<tr>
<td>Culturefuge 400 (v 2)</td>
<td>8,000</td>
<td>14.8</td>
<td>30</td>
<td>130,000</td>
<td>[13][14]</td>
</tr>
</tbody>
</table>

[1] Personal communication with AlfaLaval
[2] AlfaLaval, Clara 20, separator [leaflet], PCHS0001EN 0701
[3] AlfaLaval, BTPX 30, separator [leaflet], PPM0007EN 0410
[4] AlfaLaval, Centrifuge 100, separator [leaflet], PPM00037EN 0303
[5] AlfaLaval, Centrifuge 100, separator [leaflet], PPM00036EN 0304
[6] AlfaLaval, MBPX 810, separator [leaflet], PCHS00021EN 0701
[8] AlfaLaval, MBPX 810 H, system [leaflet], PPI00007EN 1205
[9] AlfaLaval, MBPX 810 H, separator [leaflet], PPI00007EN 1205
[10] AlfaLaval, MBPX 215, separator [leaflet], LS00007EN 0409
[12] AlfaLaval, Culturefuge 300, separator [leaflet], PCHS00107EN 1306
[13] AlfaLaval, Culturefuge 400, separator [leaflet], PCHS00004EN 0803
[14] AlfaLaval, Culturefuge 400 system [leaflet], PLS00068EN 0803
Table 5.2 Key equations for the centrifugation design and operation

<table>
<thead>
<tr>
<th>Equations</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Bowl volume (L)</td>
<td>( V_{Bowl} = 2.1 + 0.0039 \times Q_{maxCent} ) (5.3)</td>
</tr>
<tr>
<td>Solids holding space (L)</td>
<td>( V_{Sol} = \frac{V_{Bowl}}{2.4} ) (5.4)</td>
</tr>
<tr>
<td>Centrifuge footprint (m²)</td>
<td>( F_{footprint} = 0.53 + 0.0005 \times Q_{maxCent} ) (5.5)</td>
</tr>
</tbody>
</table>

| **Centrifugation operation** | |
| Time to start the centrifuge | \( t_{CentStart} = 0.0036 \times Q_{Cent} \) (5.6) |
| Time to stop the centrifuge | \( t_{CentStop} = 0.0036 \times Q_{Cent} \) (5.7) |
| Maximum time for clarification | \( t_{cent\ process\ max} = t_{cent\ max} - (t_{Cent\ prep} + t_{Cent\ turn} + t_{Cent\ Stop}) \) (5.8) |
| Centrifuge operational flowrate | \( Q_{Cent} = \frac{V_{Bior\ In}}{t_{cent\ process\ max}} \) (5.9) |

| **Discharge interval** | |
| \( t_{Disch\ Int} = \frac{V_{Sol}}{c_{Bior\ Sol} \times (1 + F_{sol\ safety}) \times Q_{Cent}} \) (5.10) |

| **Number of discharges** | |
| \( N_{Disch} = \frac{V_{Bior\ In} \times Q_{Cent}}{t_{Disch\ Int}} \) (5.11) |

| **Centrifugation reagents use** | |
| WFI use discharge | \( V_{Dis\ Cent\ WFI} = N_{Disch} \times (0.59 + 0.021 \times V_{Bowl}) \) (5.12) |
| PW usage cleaning | \( V_{cl\ Cent\ PW} = \frac{V_{Bowl}}{t_{r\ Cent\ PW}} \times t_{cl\ Cent\ PW} \) (5.13) |
| WFI usage cleaning | \( V_{cl\ Cent\ WFI} = \frac{V_{Bowl}}{t_{r\ Cent\ WFI}} \times t_{cl\ Cent\ WFI} \) (5.14) |
| CIP reagents usage | \( V_{cl\ Cent\ CIP} = \frac{V_{Bowl}}{t_{r\ Cent\ CIP}} \times t_{cl\ Cent\ CIP} \) (5.15) |

| \( Q_{Cent} \) | Centrifugation flowrate (L/h) |
| \( t_{Cent\ prep} \) | Time for preparation of the centrifugation (h) |
| \( t_{Cent\ turn} \) | Turnaround time for the centrifugation (h) |
| \( C_{Bior\ Sol} \) | Solids concentration in the bioreactor (%v/v) |
| \( t_{cent\ max} \) | Maximum allowed time for centrifugation |
| \( F_{sol\ safety} \) | Safety factor for the solids holding space |
| \( V_{Bior\ In} \) | Feed volume from the bioreactor |
| \( t_{r\ Cent\ PW} \) | PW residence time in the centrifugation |
| \( t_{r\ Cent\ WFI} \) | WFI residence time in the centrifugation |
| \( t_{r\ Cent\ CIP} \) | CPI residence time in the centrifugation |
| \( t_{cl\ Cent\ PW} \) | Time for cleaning with PW |
| \( t_{cl\ Cent\ WFI} \) | Time for cleaning with WFI |
| \( t_{cl\ Cent\ CIP} \) | Time for cleaning with CPI |

*(Allen et al., 2008)*
5.2.2.3 Depth filtration

For the depth filtration operation two main approaches were considered: 1) stainless steel housing (usually a dome), which houses a filter cartridge and is in direct product contact and 2) single use filter housing in the form of a single use capsule, which encapsulates the filter media; the encapsulated filters are mounted onto a filter holder, which has no product contact. In both formats the filter media is used once in the process, however, the process with stainless steel housings requires cleaning and it is more labour-intensive due to the need for dismantling of the housing and cleaning of the hardware, including any stainless steel piping (assuming that the flowpath is not single use). The single use format uses single use capsules and flowpath, which eliminates the need for cleaning as there is no product contact with the equipment. In Table 5.3 can be found a summary of some of the most common equipment and consumables on the market and relevant information about their sizes and configuration. Here, only dual layer filtration media was considered similar to the one used to generate the experimental results in Chapter 4.

For the capsules, the holders can consist of multiple racks – the maximum number of racks depends on the filter holder design. Each rack has a maximum number of filter capsules that can be fitted. The maximum area for filtration in each rack was calculated as follows:

\[
\text{Maximum Filtration Area}_{\text{rack}} = \text{Max number of capsules}_{\text{rack}} \times \text{Max area}_{\text{capsule}}
\]  

(5.16)
However the filtration area per rack will change depending on the number of capsules and the size of the capsules.

\[
Filter \ area_{rack} = \sum_{i=1}^{n} filter \ area \ capsule_i + filter \ area \ capsule_2 + \cdots + filter \ area \ capsule_n
\]  \hspace{1cm} (5.17)

The final area for filtration in the filter holder will be a sum of the filter area in each rack:

\[
Filter \ area_{holder} = \sum_{i=1}^{n} Filter \ area_{Rack_i} + Filter \ area_{Rack_2} + Filter \ area_{Rack_n}
\]  \hspace{1cm} (5.18)
Table 5.3 Summary of depth filtration equipment and consumables used in the model.

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Capsules/Cartridges</th>
<th>Diameter of stainless steel domes</th>
<th>Racks per holder</th>
<th>Filtration area per capsule or cartridge (m²)</th>
<th>Max number of capsules or cartridges per filter holder or housing</th>
<th>Facility area (m²)</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>3M</td>
<td>Capsules</td>
<td>1.60</td>
<td></td>
<td></td>
<td>1</td>
<td>0.49</td>
<td>[1][2][3] [4][5]</td>
</tr>
<tr>
<td>MM*</td>
<td>Capsules</td>
<td>0.11</td>
<td></td>
<td></td>
<td>1</td>
<td>0.55</td>
<td>[18][19] [20][21]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.55</td>
<td></td>
<td></td>
<td>1</td>
<td>1.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td></td>
<td></td>
<td>1</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>3M</td>
<td>Cartridges</td>
<td>0.26</td>
<td></td>
<td></td>
<td>1</td>
<td>1.50</td>
<td>[6][8][9]</td>
</tr>
<tr>
<td>MM</td>
<td>Cartridges</td>
<td>1.80</td>
<td></td>
<td></td>
<td></td>
<td>3.20</td>
<td>[16][20]</td>
</tr>
<tr>
<td>3M</td>
<td>Capsules</td>
<td>1</td>
<td>1</td>
<td>0.49</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>Capsules</td>
<td>1</td>
<td>7</td>
<td>2.20</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>21</td>
<td>7.25</td>
<td></td>
<td>2.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>35</td>
<td>7.25</td>
<td></td>
<td>2.50</td>
<td></td>
</tr>
<tr>
<td>3M</td>
<td>Capsules</td>
<td>1</td>
<td>10</td>
<td>2.50</td>
<td></td>
<td>2.50</td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>Capsules</td>
<td>1</td>
<td>5</td>
<td>0.92</td>
<td></td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>10</td>
<td>0.92</td>
<td></td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Pall</td>
<td>Capsules</td>
<td>1</td>
<td>2</td>
<td>0.27</td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>5</td>
<td>0.92</td>
<td></td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>3M</td>
<td>Cartridges</td>
<td>8&quot;</td>
<td>4</td>
<td>0.09</td>
<td></td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cartridges</td>
<td>12&quot;</td>
<td>4</td>
<td>0.16</td>
<td></td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cartridges</td>
<td>16&quot;</td>
<td>4</td>
<td>0.30</td>
<td></td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>Cartridges</td>
<td>16&quot;</td>
<td>8</td>
<td>0.30</td>
<td></td>
<td>0.30</td>
<td></td>
</tr>
</tbody>
</table>

*MM- Merck Millipore

In **Figure 5.2** can be seen a schematic representation of the filter holder with one rack and with two racks. The model is designed to select the configuration with the minimum number of racks required to meet filter area requirements.

![Filter holder with one rack](image1)

![Filter holder with two racks](image2)

**Figure 5.2** A schematic representation of a filter holder that can fit different filters of size X, Y and Z and can accommodate multiple racks (right-hand side)

For the stainless steel configuration the housing are of pre-defined diameter and cartridges are designed to fit this diameter (**Figure 5.3**).

![Stainless steel domes](image3)

**Figure 5.3** A schematic representation of stainless steel domes of different diameters.
The key equations for the depth filtration process are summarized in Table 5.4. The required filter area is defined by two parameters: the volume fed into the step, which depends on the number and size of bioreactors and the filter capacity, which depends on the centrate quality. The total operators’ time is used to calculate the number of operators on an annual basis and based on that the annual labour COG.
Table 5.4 Key equations for the depth filtration operation

<table>
<thead>
<tr>
<th>Equation</th>
<th>Design characteristics</th>
<th>Depth filtration operation</th>
<th>Depth filtration reagents cleaning*</th>
<th>Other reagents use WFI flush and recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{filter}} = \frac{V_{\text{in}}}{FC}$</td>
<td></td>
<td>$t_{\text{DepF process}} = \frac{V_{\text{in}}}{A_{\text{filter}}} * \text{Flux}_{\text{DepF}}$</td>
<td>$V_{\text{cl DepF CIP}} = t_{\text{cl DepF CIP}} * Q_{\text{DFilt CIP Rinse}} * N_{\text{DFilt CIP Rinse}}$</td>
<td>$V_{\text{flush &amp; recovery DepF WFI}} = A_{\text{filter}} * V_{\text{flush}} + V_{\text{hold-up}} * F_{\text{recovery}}$</td>
</tr>
<tr>
<td>$F_{\text{footprint}} = Eq_{\text{f}} t_{\text{fil}} * F_{\text{ut footprint}} * F_{\text{p footprint}}$</td>
<td></td>
<td>$t_{\text{DepF recovery}} = \frac{V_{\text{DFilt holdup}}}{\text{Flux}<em>{\text{DepF}}} * F</em>{\text{recovery}}$</td>
<td>$V_{\text{cl DepF WFI}} = t_{\text{cl DepF WFI}} * Q_{\text{DFilt WFI Rinse}} * N_{\text{DFilt WFI Rinse}}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{DepF operation}} = t_{\text{DepF process}} + t_{\text{DepF recovery}}$</td>
<td></td>
<td></td>
<td>$V_{\text{cl DepF PW}} = t_{\text{cl DepF PW}} * Q_{\text{DFilt PW Rinse}} * N_{\text{DFilt PW Rinse}}$</td>
<td></td>
</tr>
<tr>
<td>$t_{\text{DepF prep &amp; turn}} = t_{\text{DFilt prep}} + t_{\text{DFilt Skid turn}} * t_{\text{DFilt turn}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_{\text{DepF operators}} = t_{\text{DepF operation}} + t_{\text{DepF prep &amp; turn}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Equations\#*

- 172
- 5.19
- 5.20
- 5.21
- 5.22
- 5.23
- 5.24
- 5.25
- 5.26
- 5.27
- 5.28
- 5.29

*MerckMillipore, 2007*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{in}}$</td>
<td>Volume in depth filtration (L)</td>
</tr>
<tr>
<td>FC</td>
<td>Filter capacity (L/m²)</td>
</tr>
<tr>
<td>$Eq_{\text{f}} t_{\text{fil}}$</td>
<td>Equipment footprint (m²)</td>
</tr>
<tr>
<td>$F_{\text{ut footprint}}$</td>
<td>Factor facility footprint utilities (m²)</td>
</tr>
<tr>
<td>$F_{\text{p footprint}}$</td>
<td>Factor facility footprint personnel (m²)</td>
</tr>
<tr>
<td>$F_{\text{recovery}}$</td>
<td>Recovery factor</td>
</tr>
<tr>
<td>$V_{\text{holdup Dep}}$</td>
<td>Filter holdup volume (L/m²)</td>
</tr>
<tr>
<td>$t_{\text{cl DepF CIP}}$</td>
<td>Time for cleaning with CIP (h)</td>
</tr>
<tr>
<td>$Q_{\text{DFilt CIP Rinse}}$</td>
<td>CIP flow rate (L/h)</td>
</tr>
<tr>
<td>$N_{\text{DFilt CIP Rinse}}$</td>
<td>Number of cleaning cycles with CIP (bursts)</td>
</tr>
<tr>
<td>$t_{\text{DFilt prep}}$</td>
<td>Preparation Time</td>
</tr>
<tr>
<td>$t_{\text{DFilt Skid turn}}$</td>
<td>Turnaround time per skid</td>
</tr>
<tr>
<td>$t_{\text{DFilt turn}}$</td>
<td>Preparation/turnaround time per filter cartridge/capsule</td>
</tr>
<tr>
<td>$Q_{\text{DFilt WFI Rinse}}$</td>
<td>WFI flow rate (L/h)</td>
</tr>
<tr>
<td>$N_{\text{DFilt WFI Rinse}}$</td>
<td>Number of cleaning cycles with WFI (bursts)</td>
</tr>
<tr>
<td>$Q_{\text{DFilt PW Rinse}}$</td>
<td>PW flow rate (L/h)</td>
</tr>
<tr>
<td>$N_{\text{DFilt PW Rinse}}$</td>
<td>Number of cleaning cycles with PW (bursts)</td>
</tr>
</tbody>
</table>
5.2.3 Recovery model assumptions

5.2.3.1 Process assumptions

The model used a number of process assumptions, which are summarized in Table 5.4. These were selected based on literature and discussions with experts. One of the main differences between the stainless steel and the single use depth filtration housing is the need for cleaning and the associated volumes of CIP, PW and WFI reagents. The second key differences is in the equipment footprint, the stainless steel equipment has a higher footprint utilities factor (F_utfootprint) to account for the space needed for the fixed piping and control skids. For the single use approach, the footprint of the skid is reduced since there is no requirement for CIP and the flowpath is single use rather than fixed-in-place stainless steel piping.
### Table 5.4 Model assumptions for the recovery operation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{Cent}_{\text{prep}}}$</td>
<td>Centrifuge prep time</td>
</tr>
<tr>
<td>$t_{\text{Cent}_{\text{turn}}}$</td>
<td>Centrifuge turnaround time</td>
</tr>
<tr>
<td>$Y_{\text{Cent}}$</td>
<td>Centrifuge step yield</td>
</tr>
<tr>
<td>$t_{\text{Cent}_{\text{max}}}$</td>
<td>Centrifugation duration limit</td>
</tr>
<tr>
<td>$O\text{p}_{\text{Cent}}$</td>
<td>No. of Operators per unit</td>
</tr>
<tr>
<td>$t_{\text{PW}_{\text{Cent}}}$</td>
<td>PW residence time in the centrifugation (cleaning)</td>
</tr>
<tr>
<td>$t_{\text{WFI}_{\text{Cent}}}$</td>
<td>WFI residence time in the centrifugation</td>
</tr>
<tr>
<td>$t_{\text{CPI}_{\text{Cent}}}$</td>
<td>CPI residence time in the centrifugation</td>
</tr>
<tr>
<td>$t_{\text{CIP}_{\text{PW}}}$</td>
<td>Time for cleaning with PW (min)</td>
</tr>
<tr>
<td>$t_{\text{WFI}_{\text{Cent}}}$</td>
<td>Time for cleaning with WFI (min)</td>
</tr>
<tr>
<td>$t_{\text{CPI}_{\text{WFI}}}$</td>
<td>Time for cleaning with CPI (min)</td>
</tr>
</tbody>
</table>

### Centrifugation

- Depth filtration duration limit: 5 hr
- Depth filtration flush volume: 100 L/m²
- Depth filtration filter flush duration: 1 hr
- Depth filtration flush recovery: 30 min
- Depth filtration hold-up volume: 10 L/m²
- Flux: 200 L/m²/h
- Depth filtration step yield: 95%
- Flush recovery factor: 0.5

### Depth filtration

<table>
<thead>
<tr>
<th>Footprint</th>
<th>Stainless steel</th>
<th>Single use</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{\text{pFootprint}}$</td>
<td>Factor facility footprint personnel (m²)</td>
<td>2</td>
</tr>
<tr>
<td>$F_{\text{uFootprint}}$</td>
<td>Factor facility footprint utilities (m²)</td>
<td>7</td>
</tr>
<tr>
<td>$t_{\text{DFilt}_{\text{prep}}}$</td>
<td>Preparation Time</td>
<td>20 min</td>
</tr>
<tr>
<td>$t_{\text{DFilt}<em>{\text{Skid}</em>{\text{turn}}}}$</td>
<td>Turnaround time per skid</td>
<td>45 min</td>
</tr>
<tr>
<td>$t_{\text{DFilt}<em>{\text{unit}</em>{\text{prep}}}}$</td>
<td>Preparation/turnaround time per filter cartridge/capsule</td>
<td>3 min</td>
</tr>
<tr>
<td>$t_{\text{DFilt}_{\text{turn}}}$</td>
<td>Turnaround Time</td>
<td>0.5 hr</td>
</tr>
<tr>
<td>$t_{\text{CIP}_{\text{DepPw}}}$</td>
<td>PW Rinse</td>
<td>5 min</td>
</tr>
<tr>
<td>$t_{\text{CIP}_{\text{DepWFI}}}$</td>
<td>WFI Rinse</td>
<td>2 min</td>
</tr>
<tr>
<td>$t_{\text{CIP}_{\text{DepCIP}}}$</td>
<td>CIP Rinse</td>
<td>1 min</td>
</tr>
<tr>
<td>$N_{\text{DFilt}_{\text{PW Rinse}}}$</td>
<td>PW bursts per housing</td>
<td>3</td>
</tr>
<tr>
<td>$N_{\text{DFilt}_{\text{WFI Rinse}}}$</td>
<td>WFI bursts per housing</td>
<td>3</td>
</tr>
<tr>
<td>$N_{\text{DFilt}_{\text{CIP Rinse}}}$</td>
<td>CIP bursts per housing</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{\text{DFilt}_{\text{PW Rinse}}}$</td>
<td>PW flowrate</td>
<td>83 L/min</td>
</tr>
<tr>
<td>$Q_{\text{DFilt}_{\text{WFI Rinse}}}$</td>
<td>WFI flowrate</td>
<td>83 L/min</td>
</tr>
<tr>
<td>$Q_{\text{DFilt}_{\text{CIP Rinse}}}$</td>
<td>CIP flowrate</td>
<td>83 L/min</td>
</tr>
</tbody>
</table>

| $O\text{p}_{\text{Cent}}$ | Min no. of Operators per unit | 2 | 2 |
5.2.3.2 Costs

In this section is a summary of some of the main cost inputs for the model. As it can be seen in Table 5.5 the cost of the single use capsules is higher than the cost of the cartridges (average price for filter capsules between with 1 and 2m² area for filtration is $642/m² for the capsules compared to $314/m² for the cartridges). This is expected since the capsules have a more complicated design - for instance, they need to withstand higher pressure than the cartridges.

Table 5.5 Filtration capsules and filtration cartridges costs

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Area for filtration (m²)</th>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3M</td>
<td>1.60</td>
<td>809</td>
</tr>
<tr>
<td>Merck Millipore</td>
<td>0.11</td>
<td>211</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
<td>359</td>
</tr>
<tr>
<td></td>
<td>1.10</td>
<td>556</td>
</tr>
<tr>
<td>Pall</td>
<td>0.25</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>350</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>560</td>
</tr>
<tr>
<td>3M</td>
<td>8&quot;</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>12&quot;</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>16&quot;</td>
<td>3.20</td>
</tr>
<tr>
<td>Merck Millipore</td>
<td>16&quot;</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Apart from the single use capsules, the fully single use process also uses manifolds, various tubings and connectors and single use pump heads (Table 5.6). In the model it is assumed that these costs increase with the number of housings or racks.

Table 5.6 Other consumables used with filter holders and capsules

<table>
<thead>
<tr>
<th>Other consumables</th>
<th>Price ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manifold (unit/housing)</td>
<td>400</td>
</tr>
<tr>
<td>Tubing &amp; connectors (unit/rack)</td>
<td>400</td>
</tr>
<tr>
<td>Pump (unit/housing or rack)</td>
<td>1,024</td>
</tr>
</tbody>
</table>
In Table 5.7 is presented a summary of the costs for the filter holders and domes that were used in the model. To operate the process, in addition to the filter holders and domes, the commercial-scale process would require a control skid. For the single-use configuration there are off-the-shelf control systems such as the Mobius® FlexReady Solution (Millipore Sigma, MA, US) or Allegro® MVP (Pall Corporation, NY, US), which allow for automated control and GMP operation (e.g. availability of audit trails). Additionally, there is also the need for pumps for the process. All these costs are lumped in skid costs for the single and stainless steel process (Table 5.8).

**Table 5.7 Summary of the costs for the filter holders and domes**

<table>
<thead>
<tr>
<th>Vendor</th>
<th># of racks</th>
<th>Price ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Filter holder (for capsules)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3M</td>
<td>1</td>
<td>15,868</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>51,000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>98,592</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>133,953</td>
</tr>
<tr>
<td>Merck Millipore</td>
<td>1</td>
<td>31,000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>56,000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>79,000</td>
</tr>
<tr>
<td>Pall</td>
<td>1*¹</td>
<td>8,000</td>
</tr>
<tr>
<td></td>
<td>1*²</td>
<td>15,000</td>
</tr>
<tr>
<td></td>
<td>1*³</td>
<td>25,000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Stainless steel domes (for cartridges)</strong></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3M</td>
<td>8</td>
<td>9,830</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>13,652</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>20,000</td>
</tr>
<tr>
<td>Merck Millipore</td>
<td>16</td>
<td>29,938</td>
</tr>
</tbody>
</table>

*¹ One holder with 2 capsules capacity; *² One holder with 5 capsules capacity; *³ One holder with 10 capsules capacity

**Table 5.8 Costs of depth filtration and centrifugation kids**

<table>
<thead>
<tr>
<th>Base size</th>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skid for filter holders</td>
<td>1 rack</td>
</tr>
<tr>
<td>Skid for stainless steel domes</td>
<td>50m² filter area</td>
</tr>
<tr>
<td>Centrifugation skid</td>
<td>20,000 L/h</td>
</tr>
</tbody>
</table>
Below is a summary of some of the additional costs for the model such as the costs of WFI, CIP and PW used for the cleaning and operation of the centrifuge and for the stainless steel domes in the depth filtration operation (Table 5.9).

### Table 5.9 Other key costs for the process (Reagents and Labour cost assumptions)

<table>
<thead>
<tr>
<th>Cost parameter</th>
<th>Value ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFI ($/L)</td>
<td>1.50</td>
</tr>
<tr>
<td>CIP ($/L)</td>
<td>2.50</td>
</tr>
<tr>
<td>PW ($/L)</td>
<td>0.07</td>
</tr>
<tr>
<td>Operator salary ($/year)*</td>
<td>100,000</td>
</tr>
</tbody>
</table>

* Including the overheads costs

5.2.4 **COG calculations**

The fixed capital investment costs for the process were calculated as follows:

\[
FCI = TEPC \times L_f
\]  

(5.30)

where the TEPC is the total equipment purchase cost and \( L_f \) is the Lang factor. In this case TEPC accounted for main equipment for the recovery operations, namely the disc-stack centrifuge skid and the depth filtration housing and skid:

\[
TEPC = \sum Cost_{\text{Equipment}}
\]  

(5.31)

The cost of the filtration skids and centrifugation equipment were calculated as follows:

\[
Eq Cost_2 = Eq Cost_1 \times \left( \frac{Eq \text{ size}_2}{Eq \text{ size}_1} \right)^{F_{\text{scale}}}
\]  

(5.32)

where \( F_{\text{scale}} \) is a scaling factor, \( Cost_1 \) is a known cost for equipment of size \( Eq \text{ size}_1 \).

The Lang factor \( L_f \) was estimated using the following equation:
\[ L_f = c \cdot \sum f_i \]  \hspace{1cm} (5.33)

where \( c \) is the contingency factor and \( f \) are the rest of the factors shown in Table 5.10.

Table 5.10 Parameters used for estimating the Lang factor for the recovery process (adapted from Novais et al. (2001) and Pollock, (2014))

<table>
<thead>
<tr>
<th>Factors</th>
<th>Domes</th>
<th>Filter Holders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pipework and installation</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>Process control</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>Instrumentation</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>Electrical power</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>Building works</td>
<td>1.66</td>
<td>1.33</td>
</tr>
<tr>
<td>Detail Engineering</td>
<td>0.77</td>
<td>0.39</td>
</tr>
<tr>
<td>Construction and site</td>
<td>0.4</td>
<td>0.30</td>
</tr>
<tr>
<td>management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commissioning</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>Validation</td>
<td>1.06</td>
<td>0.53</td>
</tr>
<tr>
<td>Contingency Factor</td>
<td>1.15</td>
<td>1.15</td>
</tr>
</tbody>
</table>

- **Lang factor**
  - Domes: **8.13**
  - Filter Holders: **4.73**

A summary of the remaining equations used to calculate the COG of the recovery operation (\( \text{COG}_{\text{REC}} \)) in the model can be found in Table 5.12. As it can be seen in the table the costs were split into direct and indirect costs. The direct costs include reagents and material costs, while the indirect costs refer to the facility overhead costs such as maintenance and insurance (Farid et al., 2020). The labour was calculated as indirect cost with fixed-annual wage based on the number of operators required (rather than using hourly rate).
### Table 5.11 Process economics main equations*

<table>
<thead>
<tr>
<th>COG calculations ($)</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depreciation per year</td>
<td>( \text{Cost}<em>{\text{Depr}} = \frac{FCI}{Y</em>{\text{Depreciation}}} ) (5.34)</td>
</tr>
<tr>
<td>Maintenance per year</td>
<td>( \text{Cost}<em>{\text{Maint}} = FCI \cdot F</em>{\text{Maint}} ) (5.35)</td>
</tr>
<tr>
<td>Insurance per year</td>
<td>( \text{Cost}<em>{\text{Ins}} = FCI \cdot F</em>{\text{Ins}} ) (5.36)</td>
</tr>
<tr>
<td>Local taxes per year</td>
<td>( \text{Cost}<em>{\text{Tax}} = FCI \cdot F</em>{\text{Tax}} ) (5.37)</td>
</tr>
<tr>
<td>Operating labour per year</td>
<td>( \text{Cost}<em>{\text{Lab, oper}} = N</em>{\text{operators}} \cdot \text{Wage}_{\text{annual}} ) (5.38)</td>
</tr>
<tr>
<td>Supervisor labour per year</td>
<td>( \text{Cost}<em>{\text{lab, sup}} = \text{Cost}</em>{\text{lab, oper}} \cdot F_{\text{lab, supervisor}} ) (5.39)</td>
</tr>
<tr>
<td>Management labour per year</td>
<td>( \text{Cost}<em>{\text{lab, manage}} = \text{Cost}</em>{\text{lab, oper}} \cdot F_{\text{lab, management}} ) (5.40)</td>
</tr>
<tr>
<td>QC labour per year</td>
<td>( \text{Cost}<em>{\text{lab, QC}} = \text{Cost}</em>{\text{lab, oper}} \cdot F_{\text{lab, QC}} ) (5.41)</td>
</tr>
<tr>
<td>Total labour costs</td>
<td>( \text{Cost}<em>{\text{lab}} = \text{Cost}</em>{\text{lab, oper}} + \text{Cost}<em>{\text{lab, sup}} + \text{Cost}</em>{\text{lab, manage}} + \text{Cost}_{\text{lab, QC}} ) (5.42)</td>
</tr>
<tr>
<td>Utilities per year</td>
<td>( \text{Cost}<em>{\text{Ut}} = \text{Unit Cost}</em>{\text{Ut}} \cdot F_{\text{footprint}} ) (5.43)</td>
</tr>
<tr>
<td>Chemicals per batch</td>
<td>( \text{Cost}<em>{\text{chem}} = \text{Vol}</em>{\text{chem}} \cdot \text{Unit Cost}_{\text{chem}} ) (5.44)</td>
</tr>
<tr>
<td>Consumables per batch</td>
<td>( \text{Cost}<em>{\text{cons}} = N</em>{\text{cons}} \cdot \text{Unit Cost}_{\text{cons}} ) (5.45)</td>
</tr>
<tr>
<td>QC materials per batch</td>
<td>( \text{Cost}_{\text{QC}} ) (5.46)</td>
</tr>
<tr>
<td>Miscellaneous per batch</td>
<td>( \text{Cost}<em>{\text{misc}} = M</em>{\text{misc}} \cdot (\text{Cost}<em>{\text{chem}} + \text{Cost}</em>{\text{cons}}) )</td>
</tr>
</tbody>
</table>

### Indirect COG

\[
\begin{align*}
\text{Cost}_{\text{Ind, batch}} & = \frac{(\text{Cost}_{\text{Depr}} + \text{Cost}_{\text{Maint}} + \text{Cost}_{\text{Ins}} + \text{Cost}_{\text{Tax}} + \text{Cost}_{\text{lab}} + \text{Cost}_{\text{Ut}})}{N_{\text{batch}}} \\
\text{Cost}_{\text{Ind, gram}} & = \frac{(\text{Cost}_{\text{Depr}} + \text{Cost}_{\text{Maint}} + \text{Cost}_{\text{Ins}} + \text{Cost}_{\text{Tax}} + \text{Cost}_{\text{lab}} + \text{Cost}_{\text{Ut}})}{D_{\text{Prod}}} 
\end{align*}
\]

### Direct COG

\[
\begin{align*}
\text{Cost}_{\text{Dir, batch}} & = \text{Cost}_{\text{chem}} + \text{Cost}_{\text{cons}} + \text{Cost}_{\text{misc}} + \text{Cost}_{\text{QC}} \\
\text{Cost}_{\text{Dir, gram}} & = \frac{N_{\text{batch}} \cdot (\text{Cost}_{\text{chem}} + \text{Cost}_{\text{cons}} + \text{Cost}_{\text{misc}} + \text{Cost}_{\text{QC}})}{D_{\text{Prod}}} 
\end{align*}
\]

*Some equations were adapted from Mahal et al. (2021)*

**Equations’ notation**

- \( \text{Cost}_{\text{Equipment}} \) : cost of equipment directly involved* in the recovery operation ($/unit)
- \( L_f \) : Lang factor
- \( Y_{\text{Depr}} \) : years of depreciation
- \( F_{\text{Maint}} \) : maintenance factor
- \( F_{\text{Ins}} \) : insurance factor
- \( F_{\text{Tax}} \) : local taxes factor
- \( N_{\text{operators}} \) : number of operators (op/y)
- \( \text{Wage}_{\text{annual}} \) : operators wage per year ($/y)
- \( F_{\text{Personnel}} \) : factor accounting for other personnel involved in the operation. It corresponds to the sum of the factors for management, supervisor QA/QC plus 1.
- \( \text{Unit Cost}_{\text{Ut}} \) : Annual cost of utilities per square meter of facility

* \( F_{\text{lab, supervisor}} = 0.2; \ F_{\text{lab, management}} = 1 \)
* \( F_{\text{lab, QC}} = 1 \)
* \( \text{Cost}_{\text{QC}} = 35,000$/batch
* \( M_{\text{misc}} = 0.1 \)
5.2.5 Case studies assumptions

The goal of the first case study (Section 5.3.1) was to identify key cost drivers for different manufacturing scenarios. For this purpose, a deterministic analysis was performed for a range of titres and demand scenarios. Table 5.12 shows the main process assumptions made for the economics appraisal. For the deterministic analysis titres in the range of 3 to 9 g/L were modelled, which is in line with the titres obtained through the experimental work as well as titres reported in literature. The demands investigated were in the range of 100 to 900 kg/year, which reflects current trends in the mAbs industry. Furthermore, this is the range, in which the highest variation in COG was observed in the preliminary analysis.

The model was run either using design or rating mode. In design mode, the annual demand was fixed and the equipment sizes required were determined. If multiple bioreactors were required they were assumed to run in parallel and be pooled prior to primary recovery operations. An alternative setup to minimise idle time for the recovery operations would have been to consider staggering the bioreactors. In rating mode, the equipment sizes were fixed and the annual output was determined based on fluctuations in the process parameters; this mode was used in the uncertainty analysis.
Table 5.12 Overall process assumptions used for assessing the COG of the recovery operation for different titre and demand scenarios in Section 5.3.1

<table>
<thead>
<tr>
<th>Process step</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenarios</strong></td>
<td>Titre</td>
<td>3, 6 and 9 g/L</td>
</tr>
<tr>
<td></td>
<td>Demand</td>
<td>100, 500 and 900 kg/year</td>
</tr>
<tr>
<td><strong>Overall process</strong></td>
<td>Number of batches/year</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>DSP yield</td>
<td>68 %</td>
</tr>
<tr>
<td></td>
<td>Facility sizing</td>
<td>Design mode</td>
</tr>
<tr>
<td><strong>Upstream</strong></td>
<td>Bioreactor space efficiency</td>
<td>75 %</td>
</tr>
<tr>
<td><strong>Disc-stack centrifuge</strong></td>
<td>Number of parallel units</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Duration limit</td>
<td>12 h/batch</td>
</tr>
<tr>
<td></td>
<td>Yield</td>
<td>95 %</td>
</tr>
<tr>
<td><strong>Depth filtration</strong></td>
<td>Filtration media</td>
<td>Dual layer X0HC (Merck Millipore)</td>
</tr>
<tr>
<td></td>
<td>Equipment type</td>
<td>Filter holder or Domes</td>
</tr>
<tr>
<td></td>
<td>Yield</td>
<td>95%</td>
</tr>
</tbody>
</table>

In the second case study in Section 5.3.2 the yearly demand was fixed at 500 kg/year. The experimental data from ambr3 was used to investigate the impact of the upstream conditions on the recovery operation and COG of the recovery (Table 5.13).

Table 5.13 Key assumptions used to investigate the impact of pH, seeding density and temperature shift on the recovery process economics in Section 5.3.2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenarios</strong></td>
<td></td>
</tr>
<tr>
<td>pH</td>
<td>6.8, 7.0, 7.2</td>
</tr>
<tr>
<td>Seeding density</td>
<td>0.5 to 0.9 x 10⁶ cells/mL</td>
</tr>
<tr>
<td>Temperature</td>
<td>35.5°C or shift to 33.5°C on day 4 from 35.5°C</td>
</tr>
<tr>
<td><strong>Overall process</strong></td>
<td></td>
</tr>
<tr>
<td>Demand</td>
<td>500 kg/year</td>
</tr>
<tr>
<td>Facility sizing</td>
<td>Design mode</td>
</tr>
<tr>
<td><strong>Upstream</strong></td>
<td></td>
</tr>
<tr>
<td>Titre [Solids]</td>
<td>f (SD*, T** and pH)</td>
</tr>
<tr>
<td><strong>Disc-stack centrifuge</strong></td>
<td>Yield</td>
</tr>
<tr>
<td>Equipment type</td>
<td>f ([Solids])</td>
</tr>
<tr>
<td><strong>Depth filtration</strong></td>
<td>Equipment type</td>
</tr>
<tr>
<td>Consumable</td>
<td>Filter holder (Merck Millipore)</td>
</tr>
<tr>
<td>Maximum filtration area</td>
<td>Dual layer capsule (X0HC)</td>
</tr>
<tr>
<td>*SD: seeding density, **T: temperature</td>
<td></td>
</tr>
</tbody>
</table>
The third case study (Section 5.3.2.2) investigated the impact of harvest days, bioreactor seeding density and shear on the process performance (Table 5.14).

**Table 5.14** Key assumptions used in Section 5.3.2.2 to investigate the impact of bioreactor seeding density, harvest day and centrifugation on recovery process economics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenarios</strong></td>
<td></td>
</tr>
<tr>
<td>Shear level</td>
<td>Low and high</td>
</tr>
<tr>
<td>Seeding density</td>
<td>0.5 to 1.3 x 10^6 cells/mL</td>
</tr>
<tr>
<td>Harvest day</td>
<td>10 to 14</td>
</tr>
<tr>
<td><strong>Overall process</strong></td>
<td></td>
</tr>
<tr>
<td>Demand kg/year</td>
<td>500</td>
</tr>
<tr>
<td>Facility sizing</td>
<td>Design mode</td>
</tr>
<tr>
<td><strong>Upstream</strong></td>
<td></td>
</tr>
<tr>
<td>Titre [Solids]</td>
<td>f (*SD and **HD)</td>
</tr>
<tr>
<td></td>
<td>f (SD and HD)</td>
</tr>
<tr>
<td><strong>Disc-stack centrifuge</strong></td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>f ([Solids])</td>
</tr>
<tr>
<td><strong>Depth filtration</strong></td>
<td></td>
</tr>
<tr>
<td>Maximum filtration area (Millipore)</td>
<td>33m² in one filter holder</td>
</tr>
<tr>
<td>Consumable</td>
<td>Dual layer capsule (X0HC)</td>
</tr>
<tr>
<td>Filter capacity</td>
<td>f (SD, Shear and pH)</td>
</tr>
</tbody>
</table>

*SD: seeding density, **: harvest day
Table 5.15 Case studies 4 and 5 on facility fit assessment. A) Overall setup for the cases studies; B) Scenarios used for building a window of operation in case study 4 (Section 5.3.3.1) C) Monte Carlos simulation in case study 5 (Section 5.3.3.2)

A)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td></td>
</tr>
<tr>
<td>process</td>
<td></td>
</tr>
<tr>
<td>Demand kg/year</td>
<td>500</td>
</tr>
<tr>
<td>Facility sizing</td>
<td>Rating mode</td>
</tr>
<tr>
<td><strong>Upstream</strong></td>
<td></td>
</tr>
<tr>
<td>Titre</td>
<td>f (SD and HD)</td>
</tr>
<tr>
<td>Bioreactor size</td>
<td>10,000L</td>
</tr>
<tr>
<td>[Solids]</td>
<td>f (SD and HD)</td>
</tr>
<tr>
<td><strong>Disc-stack</strong></td>
<td></td>
</tr>
<tr>
<td>centrifuge</td>
<td>Yield f ([Solids])</td>
</tr>
<tr>
<td>Centrifugation skid</td>
<td>Culturefuge 200 (Table 5.1)</td>
</tr>
<tr>
<td></td>
<td>Culturefuge 300 (Table 5.1)</td>
</tr>
<tr>
<td><strong>Depth</strong></td>
<td></td>
</tr>
<tr>
<td>filtration</td>
<td>Filter capacity f (SD*, Shear and HD**) or fixed at 300L/m²</td>
</tr>
<tr>
<td></td>
<td># of filter holders</td>
</tr>
<tr>
<td></td>
<td>Maximum filtration area</td>
</tr>
<tr>
<td></td>
<td>Consumable</td>
</tr>
</tbody>
</table>

B)

<table>
<thead>
<tr>
<th>Window of operation</th>
<th>Shear level</th>
<th>Low and high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenarios</td>
<td>Seeding density</td>
<td>0.5 to 1.3 x 10⁶ cells/mL</td>
</tr>
<tr>
<td>Harvest day</td>
<td>10 to 14</td>
<td></td>
</tr>
</tbody>
</table>

C)

<table>
<thead>
<tr>
<th>Monte Carlos simulations scenarios</th>
<th>Scenarios</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harvest day</td>
<td>Tr*** (11, 11.5, 12)</td>
<td>Tr (11.5, 12, 12.5)</td>
<td>Tr (12, 12.5, 13)</td>
<td>Tr (12.5, 13, 13.5)</td>
<td></td>
</tr>
<tr>
<td>Seeding density</td>
<td>Tr (0.5, 0.8, 1.1) x 10⁶ cells/mL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shear</td>
<td>Low or high</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of simulations</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*SD: seeding density, **HD: harvest day, ***Tr: triangular distribution

In the remaining case studies 4 and 5 (Section 5.3.3), a fixed-facility scenarios was investigated. In Table 5.15a is given the overall setup that applies to both cases studies. Table 5.15b describes case study 4 where a window of operation was built for varying seeding densities and harvest days, and Table 5.15c describes case
study 5 where stochasticity was applied to the process inputs (seeding density and harvest day) to assess the robustness of the process.

5.3 Results and Discussion

5.3.1 COGREC comparison for different scenarios

The economics model was initially used to evaluate how the COGREC and cost drivers for the recovery operation change across different titre and demand scenarios. Then it was applied to understand the cost-effectiveness of the single-use approach for the secondary depth filtration operation across the different demand and titres. This analysis is important to validate the economics model and to understand the key levers for reducing the COGREC/g.

5.3.1.1 COG comparison across different titres and demands

Figure 5.4 shows the COGREC/g for a recovery operation consisting of disc-stack centrifugation followed by a depth filtration step using stainless steel domes for varying titre (3 to 9g/L) and demand (100 to 900kg/yr) scenarios. The analysis reveals that the centrifugation has a greater cost contribution to the recovery operation irrespective of the demand or titre - an average ratio of approximately 60:40 (centrifugation: depth filtration) for the 100-900 kg/year scenarios. This is due to the higher direct costs for the centrifugation across all scenarios (average 67% higher than depth filtration) and higher indirect costs (average increase of 25% compared to depth filtration) in all scenarios apart from the low titre and high demand scenario. The overall COGREC/g is highest for the low titre and high demand scenario (22$/g) and decreases with increasing demand due to economies of scale, down to 3.5$/g for the high titre and high demand scenario.
Figure 5.4 Comparison of the contribution to the overall COGREC/g between centrifugation and the depth filtration operation for different manufacturing scenarios: yearly demand of 100kg, 500kg and 900kg and titre of A) 3 g/L, B) 6 g/L and C) 9 g/L. The black bars describe the overall costs of the recovery operation consisting of the primary recovery (centrifugation) and secondary recovery (depth filtration). The white colour describes the direct costs for the centrifugation (Cent) or depth filtration step (DepF) and the dark grey describes the indirect costs for the steps. The pie charts for each titre and demand scenario show the distribution in costs between the centrifugation and depth filtration step.

As can be seen in Figure 5.4, the indirect costs dominate over the direct costs in all scenarios apart from the low titre and high demand scenario. The change in yearly demand from 100kg/yr to 900kg/yr has a more dramatic impact on the COGREC/g than the change due to increase in titre. For the high titre scenario, there is a decrease of 81% in COGREC/g as the demand goes from low (100kg/yr) to high (900kg/yr), while for the low titre this decrease is 71%. The increase in titre from 3g/L to 9g/L leads to the highest decrease in COGREC/g of 45% for the high demand
scenario compared to 39% for the mid demand (500kg/yr) and 20% decrease for the low demand respectively. The increase in titre from 6 g/L to 9g/L has the most significant impact for the mid and high demand scenarios, leading to decrease in $\text{COG}_{\text{REC}}/\text{g}$ of 15%. From the analysis, it is clear that the impact of titre would be important for the annual demands above 500kg/yr.

**Figure 5.5** Overall breakdown for the $\text{COG}_{\text{REC}}/\text{g}$ for different scenarios for A) low titre of 3g/L and low demand of 100kg/year; B) high titre of 9g/L and low demand of 100 kg/year; C) low titre of 3 g/L and high demand of 900 kg/year and D) high titre 9g/L and high demand of 900 kg/year. For the pie charts the white colour describes the material costs (including consumables and reagents), the black represents the labour costs and grey colour corresponds to the indirect costs. The process economics model was run in design mode using, stainless steel bioreactors, disc-stack centrifuge (Cent) and stainless steel domes for filtration (Dep F).

A closer examination of the extreme points – high and low demand and high and low titre – reveals a change in the cost breakdown for the different scenarios **Figure 5.5**.
The indirect facility-related costs dominate (67% to 70%) for the scenarios that result in lower scales of production (e.g. 3000L at low titre, low demand (Figure 5.5a) or 9000L at high titre, high demand (Figure 5.5d)), whereas the direct costs dominate (e.g. >50%) for those translating into larger scales of production (e.g. 2x 13,500L at low titre, high demand (Figure 5.5c)). Hence this reinforces the impact of economies of scale where the relative proportion of indirect costs goes down as the production scale increases.

When looking at the breakdown of the direct recovery costs, the reagents costs always form the biggest proportion – from 56% for the high titre and low demand scenario to 75% for the low titre and high demand scenario. The reagents costs are mainly attributed to the centrifugation cleaning and operation as well as to the cleaning of the depth filtration stainless steel domes and the depth filters flush. The next cost contributor for the material costs is the QC and Miscellaneous costs. Since the QC costs are fixed per batch, their importance decreases with increasing scale. Labour costs represent the lowest COG contributor in this case. Since they are calculated as indirect costs, the costs also go down with increasing scale – from 7% for the 1,000L bioreactor (high titre and low demand) to 3% for the two 13,000 bioreactor (low titre and high demand).

5.3.1.2 COG comparison between single use and stainless steel filter housings

In the biopharmaceutical industry there has been a strong drive for moving towards using single use technologies. This reduces the costs of cleaning as well as the cleaning validation effort. Furthermore, it may reduce the time and effort for
changeover between products for multi-product facilities. The economics model presented here enables COG comparison for the secondary depth filtration operation using either single-use capsules with single-use flowpath vs single-use cartridges within a stainless steel housing, which requires cleaning. The costs of changeover and validation were not included in the model. **Figure 5.6** reveals that the process using depth filtration holders is 15 to 25% cheaper than the process using domes. This is largely driven by the lower indirect costs with average decrease of 37% for the filter holders compared to the stainless steel domes operation. **Figure 5.6** also reveals that the direct costs for the process also have a different distribution. For the process with domes the largest proportion of direct costs are for reagents (39% to 51% across the different scenarios), while for the filter holders process the consumables are the main proportion of the direct costs (40% to 67% across the different scenarios). When switching from stainless steel domes to filter holders with a single-use flowpath, it is also important to consider the environmental and sustainability impact. Since depth filters are not re-used, they would be discarded after each use in both cases. The solid waste is expected to be slightly higher for the filter holder option since it would include the filter capsules with their heavier casing and the single-use flowpath; in contrast for the stainless steel domes this would mainly be the filter cartridges. The key difference expected would be related to the liquid waste where the stainless steel domes and piping require extensive cleaning which consumes cleaning solutions, water for injection and electricity. Hence, future work could examine the process mass intensity and carbon footprint of the options to weigh up the trade-offs between liquid and solid waste. Studies have suggested
that single-use can have an overall lower environmental impact than stainless steel despite the extra solid waste as summarized by Ottinger et al. (2022).

Figure 5.6 Comparison of the COG $/g between a depth filtration operation using stainless steel domes vs. filter holders for different manufacturing scenarios (left to right): low titre of 3 g/L and low demand of 100kg/year; high titre of 9g/L and low demand of 100kg/year; low titre of 3g/L and high demand of 900kg/year and D) high titre of 9g/L and high demand of 900kg/year.

5.3.2 The impact of upstream conditions on COGREC

In the previous section, the economics model was applied to different demand and titre scenarios in order to understand how these impact on the COGREC. However, titre as well as other key recovery performance metrics – filter capacity and [solids] – were manually set. Therefore, it was not clear how the different performance
metrics correlate, for instance, how the process conditions that resulted in high titre may impact centrate filterability and harvest [solids]. In this section, the goal was to address this through the use of predictive correlations for the key upstream and recovery performance metrics derived in Chapters 3 and 4. Furthermore this allowed the impact of upstream variability to be captured on the recovery performance and economics.

### 5.3.2.1 The impact of temperature, pH and seeding density on COG$_{REC}$

The recovery platform investigated here is based on a disc-stack centrifuge followed by filter holders and the facility was sized using the correlations for titre and [solids] described in Chapter 3. Consequently, the COG$_{REC}$ was linked to the titre and [solids], which were a function of the upstream conditions, namely temperature, pH and seeding density. The target demand was set to 500kg/yr, which was the mid-scale investigated earlier; this was also one of the scenarios for which titre had a significant impact on the recovery process economics. Modelling the titre is important for understanding the recovery economics, since titre will determine the bioreactor size (Equation (5.3)), which will be the feed volume for the recovery process – the required centrifugation flowrate (Equation (5.8)) and depth filtration area (Equation (5.41)) for a facility design scenario, while the [solids] will impact the centrifugation yield and the discharge interval, which can in turn impact on the required bioreactor size.

To better understand how the [solids] impact on the COG$_{REC}$/g, two scenarios were investigated – sizing the centrifugation operation disregarding constraints due to [solids] (conventional approach) and sizing accounting for the [solids]. In the first case, the feed volume determines the required centrifugation flowrate to process the
harvest within a certain time (Equation (5.8)), while in the second case the centrifugation also needs to satisfy a minimum discharge interval, which depends on the [solids] (Equation (5.11)).

Figure 5.7 shows the first scenario when the [solids] is not considered for sizing. In this case, the lowest \(\text{COG}_{\text{REC}}/\text{g}\) was achieved for the conditions with highest titre (medium pH, high seeding density) and lower upstream and recovery scales, for both the conditions with and without a temperature shift (Figure 5.7a and d). This was expected since the increase in titre drives down the bioreactor volume – 5,000L at the highest titre (10.5g/L) versus 13,000L at the lowest titre (3.6 g/L) for the conditions without a temperature shift, while for the conditions with a temperature shift the bioreactor volume was 7,000L for the highest titre (6.9g/L) and 20,500 for the lowest titre (2.3g/L) (Figure 5.7b and e). The smaller feed volumes from upstream, would require centrifuges with lower flowrate -1,500L/h for the 5,000L bioreactor versus 5,000L/h for the 13,000L bioreactor (no temperature shift) and 2,000L/h for the 7,000L bioreactor versus 6,000L/h for the 20,500L bioreactor (temperature shift).

In contrast, the highest increase in \(\text{COG}_{\text{REC}}/\text{g}\) was seen for conditions with lowest titre (high pH, low seeding density). For the case with a temperature shift, this resulted not only in larger bioreactor and centrifuge scales but also multiple filter holders to process the higher volumes (Figure 5.7b and e) and COG differences of up to 113% compared to 65% without a temperature shift (Figure 5.7a and d).

Figure 5.7c and f show the impact of the upstream conditions on the predicted [solids] and the required frequency of solids discharge for the centrifugation operation. Centrifuges are often designed with a maximum discharge interval of >~
120s, which is violated for the cases highlighted in yellow (Figure 5.7d and f). This is due to the elevated [solids] for these conditions – up to 8% for the conditions without a temperature shift and 10% for the conditions with a temperature shift. This analysis demonstrates that when the [solids] is not considered for sizing, it can lead to a centrifugation process that violates the discharge interval limitation. Consequently, lowering the seeding density can be used as a strategy to decrease the [solids] and increase the discharge interval. However, the lower seeding density would also lead to lower titre and hence impact on the ability to meet demand for this process.

Figure 5.8 shows the improved approach to centrifugation sizing where the centrifugation’s holding capacity is taken into consideration indicating the need for bigger centrifuges as highlighted in yellow in Figure 5.8b and e.
Figure 5.7 Impact of pH and seeding density on A) and D) percentage change in COG from the optimum COGREC (g/$) = 4.89 marked with a star; B) and E) Bioreactor volume (L) in blue, titre in green and centrifuge size (L/h) in purple; C) and F) the [solids] (% v/v) in blue and discharge interval (s) in purple - the yellow box shows the conditions, where the solids discharge interval violates the 120s limit. The harvest day is set to 14, demand is set to 500 kg/yr, the centrifuge was sized based on flowrate, the filtration area is max 55m² per filter holder and the filter capacity is 300L/m².
Figure 5.8 Applying an improved approach to centrifugation sizing accounting for the impact of [solids] to investigate the impact of pH and seeding density on A) and D) percentage change in COG from the optimum COG\textsubscript{REC} (5.2 \$/g); B) and E) Bioreactor volume (L) in blue, titre (g/L) in green and centrifuge size (L/h) in purple; C) and F) the [solids] (% v/v) in blue and discharge interval (s) in purple - the yellow box shows the conditions, where the centrifuge has increased in size to meet the max discharge interval of 120s. A); B) and C) conditions without a temperature shift and D); E) and F) conditions with a temperature shift. The harvest day is set to 14, demand is set to 500 kg/yr, the centrifuged was sized based on flowrate, the filtration area is max 55m\textsuperscript{2} per filter holder and the filter capacity is 300L/m\textsuperscript{2}. 

Chapter 5
5.3.2.2 The impact of shear, seeding density and harvest day

In the previous section the focus was on the upstream conditions that are typically investigated during early process development, namely pH and temperature. In this section the focus is on parameters that are hard to control during scale-up (levels of shear and seeding density) or easier to change during late process development – e.g. time of harvest. For this purpose the correlations for ambr3 (Chapter 4) were implemented in the economics model to size the upstream and recovery operation across varying seeding densities, harvest days and levels of shear. The goal was to identify the optimum COGREC and understand what drives the change in COGREC for the different conditions leveraging the predictive correlations for the process performance metrics of titre, [solids] and filterability.

**Figure 5.9** reveals that the minimum COGREC was achieved at low seeding density and harvest day 13 or 14 for both low and high shear. The highest COGREC values were reached for harvest day 10, which was driven by the higher [solids] – 9% to 10% compared 5% to 7% for the late harvest day – and higher feed volumes due to lower titre (1.9g/L to 3g/L) resulting in higher filtration area (up to 36m² for low shear and 114m² for high shear) and higher centrifuge flowrates (UP TO45,000 L/h) (**Figure 5.9 b**). The increase in shear leads to higher COGREC due to the lower filterability and consequently the increase in filter area and filter holder requirements compared to the low shear process (**Figure 5.9c and f**). Since the volume also impacts on the filter area requirements, the highest COGREC values are for the early harvest day, despite the better centrate filterability at that stage (531L/m² for harvest day 10, low shear and low seeding density versus 161L/m² for harvest day 14 and high seeding density).
Figure 5.9 The impact of harvest day and seeding density on A) Bioreactor volume (in purple) and titre (in blue); B) [solids] (in blue) and centrifuge flowrate (in purple); the increase in COGREC(%) compared to an optimum (marked with an asterisk(*)) for C) low shear and D) high shear conditions; and filter area (m², in dark blue) and filter capacity (L/m² in blue) for E) low shear and F) high shear. The max filter holder capacity is 33m².
5.3.3 The impact of process variability on facility fit

5.3.3.1 Windows of operation for low and high shear

The use of a platform approach for mAb manufacture means that a new process often needs to fit into a pre-existing facility. Therefore, it is important to understand how different process parameters such as day of harvest, seeding density and level of shear may impact on facility fit, identify the key trade-offs for the process and find strategies to mitigate against risk to facility fit. For this purpose the facility design was fixed as described in Table 5.15. The hypothetical process needed to satisfy a number of performance metrics: 1) a minimum target throughput of 550kg/year in order to meet yearly demand; 2) a minimum upstream productivity of 5.5g/L; 3) a maximum percentage product loss in the secondary depth filtration step due to capacity limitations of 10%; 4) a maximum [solids] of 9% v/v and 5) a maximum COGREC of 7$/g.

To better understand the impact of the filterability correlations on the window of operation, two different scenarios were compared – one where the filter capacity was fixed at 300L/m² and a second one that uses the predictive correlations from Chapter 4 to determine filter capacity as a function of day of harvest day, seeding density and level of shear; in both cases the predictive correlations for titre were still applied.

Figure 5.10 reveals that the use of the predictive correlations reduces the size of the window of operation – without the predictive correlations for filter capacity and [solids] the window is only constrained by titre (Figure 5.10a), and implementing the predictive correlations shows that the high seeding density and late harvest day conditions lead to product loss and increased COGREC, which adds additional
constraints to the window (Figure 5.10g). For the scenario with fixed filterability, the throughput and COG$\text{REC}$ are determined by the titre and the contours follow the same shape as the titre (Figure 5.10b, c and d); furthermore, there is no product loss as the filter area requirement is ~22m$^2$ across all scenarios (max filter area available is 33m$^2$). The predictive correlation for filter capacity reveals a reduction in throughput for the high seeding density and late harvest day conditions (Figure 5.10k), which is due to highest filter area requirements (Figure 5.10l), which exceed the constraint of 33m$^2$ and consequently lead to product loss. The reduced filter capacity for the late day of harvest can be explained by the increase in cellular debris due to cell culture decline, while the higher seeding density leads to overall increase in solids. The correlation reveals that the increase in titre for the late harvest day and high seeding density conditions is not sufficient to counter the negative of product loss on the process and reduce the COG$\text{REC}$ to the target value (Figure 5.10j).
Fixed filter capacity $= 300 \text{ L/m}^2$

Filter capacity $= f(\text{HD, SD, shear})$

**Figure 5.10** Window of operation in grey for varying seeding densities and harvest days for a scenario A) without the use of predictive correlations for filter capacity, and [solids] using a fixed depth filtration filterability $= 300\text{ L/m}^2$ and [solids] $= 5\%$; G) with predictive correlations. The windows are constrained by B) and H) titre (g/L); C) and D) Throughput (kg/yr); D) and J) COG$_{REC}$ ($$/g$); E) and K) depth filtration area ($\text{m}^2$); F) and L) product loss due to depth filtration capacity. The window in A) is constrained by B); C); D); E) and F) and the window in G) is constrained by H); I); J); K) and L). The process is based on Merck Millipore filter holder with max holder capacity of 33$\text{m}^2$, Culturefuge 300 with max flowrate of 6,000$\text{L/h}$ and solids holding space of 20L and a bioreactor size of 10,000L. The yellow area indicates process constraints. HD is harvest day and SD is seeding density.
Often during tech transfer and scale up, the impact of shear on facility fit is overlooked. It could be that the shear level during the clarification operation is lower for the early process development due to the use of a different technology, such as primary depth filtration, the use of a pilot scale centrifuge with lower levels of shear or setups that generates different shear levels between scales (as described in Section 1.2.2). In all cases the impact of high shear on the overall process can be overlooked when scaling up. It is important to note that the levels of shear also depend on the centrifuge bowl speed required for clarification. This can be explained by the approach used for scaling up the centrifugation operation, based on constant clarification efficiency $Q/\Sigma$, where $Q$ is the centrifugation flowrate and $\Sigma$ is the equivalent settling area, which is a function of the bowl rotational speed. This means that to maintain the same $Q/\Sigma$ for a higher flowrate the centrifugation bowl speed needs to go up (Appendix, Figure 5.2-A), which in turn increases the level of shear.

Figure 5.11 reveals that no window of operation was formed for the high shear conditions investigated in Chapter 4. The lowest COGREC (Figure 5.11a) and highest throughput (Figure 5.11b) were achieved for harvest day 13-13.5 and low seeding density conditions, and hence these could be considered the optimum conditions. The largest filtration area and biggest product loss were reached for the high seeding density and late harvest day conditions (Figure 5.11c and d).
Figure 5.11 Contour plots for the recovery operation for a process with a high shear, showing the impact of seeding density and harvest day on  A) COG$_{REC}$ $$/g; B) Filter requirements (m$^2$); C) Product loss (%) and D) Throughput (kg/year). The process is based on Merck Millipore filter holder with max holder capacity of 33m$^2$, Culturefuge 300 with flowrate of 6,000L/h and solids holding space of 20L and a bioreactor size of 10,000L.
5.3.3.2 **Uncertainty analysis for the depth filtration operation**

The goal of this section is to develop a risk-based approach to bioprocess decision making under manufacturing uncertainty linked to the variability in the process inputs – target seeding density and time of harvest. For this purpose, the seeding density and the harvest timing were set as stochastic inputs and the outputs from the model were presented as probability distributions.

As seen in the previous section, variability in the [solids] and centrate filterability can impact on facility fit. To better understand the impact of each performance metric on the process, two scenarios were investigated - one with no facility fit limitations due to the centrifugation step (using larger centrifuge, e.g. Culturefuge 300, **Table 5.1**) and one where the centrifugation step was limiting (using smaller centrifuge, e.g. Culturefuge 200, **Table 5.1**).

Four metrics were investigated: 1) target throughput of min 550 kg/yr; 2) COG$\text{REC}$ of max 7 $$/g; 3) max product loss due to centrifugation of 10% and 2) max product loss due to depth filtration of 10%. **Figure 5.12** depicts the two scenarios – using the smaller centrifuge size (harvest day 13.5 as a base case) and using a larger one with a bigger solids holding capacity. The throughput and COG$\text{REC}/g$ were set as hard targets (solid line) and the rest of the metrics were set as soft metrics (dashed lines). The maximum allowable risk in both scenarios for all metrics was set at 10% (horizontal red dashed line in **Figure 5.12**).
As it can be seen in Figure 5.12a when harvested on day 13.5, the risk of not reaching the target throughput exceeds 10%. This is due to the increased loss in the depth filtration operation. One way to debottleneck the process would be to harvest earlier (day 13) where the throughput is maximized. Bringing the harvest earlier than day 13 leads to lower throughput due to lower titre and higher [solids]. Figure 5.12b shows that a larger centrifuge may enable a later harvest (day 13.5). However, this solution violates the risk of exceeding the target COGREC/g. Therefore, for this scenario harvesting a half a day earlier seems to better satisfy the two target metrics – min throughput and max COGREC/g.
Figure 5.12 Risk analysis showing the impact of seeding density and harvest day variation for different target harvest days on the probability of failing to meet target metrics - minimum throughput of 550 kg/year (black line —), maximum COG$_{REC}$ of 7 $/g$ (red line —), maximum loss due to the centrifugation step of more than 10% (blue dashed line - - ), maximum product loss due to the secondary depth filtration of 10% (green dashed line- - ) for a process using A) a small centrifuge with 6.7 L solids holding space and B) a large centrifuge with 20 L solids holding space. The orange dashed line (—) shows the maximum acceptable level of risk for the target throughput and COG$_{REC}$. 

### A) Scenario 1: Small centrifuge

### B) Scenario 2: Large centrifuge
5.4 Conclusions

The recovery economics model presented in this chapter allowed the identification of key cost drivers for the recovery operations across different manufacturing scenarios. As the scale increased from a 1000L bioreactor (100kg/year demand and 9g/L titre) to 2 x13,500L bioreactor (900kg/year demand and 3g/L titre) the main cost driver switched from the indirect costs (75% of the recovery COG/g) to the direct costs (52% of the recovery COG/g). The predictive correlations derived in Chapter 3 and incorporated in the bioprocess model shed light onto how the process conditions impacted on facility design. This understanding will aid the decision making in early process development work, when pH and temperature conditions are often set. The predictive correlations from Chapter 4 enabled better understanding about the impact of shear and variability of the seeding density on process design and facility fit. The predictive correlations were applied to define a window of operation for a fixed process that needed to meet min COG$_{REC}$ and facility fit constraints. The stochastic aspect of the model enabled the identification of optimum conditions for the process using a risk-based approach.
Chapter 6

6 Enhanced harvest performance predictability through advanced multivariate data analysis of mammalian cell culture particle size distribution

6.1 Introduction

Chapters 4 and 5 demonstrated the importance of [solids] and cell culture viability (levels of cell lysis) on process performance. Chapter 4 showed that high cell culture viability and lysis due to centrifugation shear for high viability cell cultures can increase the propensity for antibody reduction, while Chapter 5 revealed the impact of [solids] and shear on process economics and facility fit. The aim of this chapter is to leverage routinely used cell counting data to develop reliable and rapid tools for evaluating cell lysis and [solids]. The speed and reliability of the tools developed here enables their application for high throughput small scale experimentation platforms such as the ambr, which are typically deployed for early process development.

Cell culture viability can be defined as the ratio of dead-to-live cells, where dead cells are considered cells that have lost plasma membrane integrity or have broken into...
discrete fragments (Galluzzi et al., 2015). Typically, cell culture viability can be measured directly – through counting live and dead cells, for instance, using a live/dead dye – or indirectly through other correlates indicating membrane disintegration (cell lysis) such as the release of intracellular enzymes – for instance, the LDH (dead-to-live cells’ intracellular components release ratio).

The trypan blue staining method is a gold standard for routine viability measurements; it uses the permeability of the dead cells to the dye in order to differentiate between viable and non-viable cells. Nowadays cell counts using this method are often automated, performed with automated cell counters (Cedex, Innovatis, Bielefeld, Germany and Vi-Cell™ XR - described in Section 2.1.3.1), which provide cell counts, viability and particle size distribution data (Li et al., 2010). This method relies on the ability of the instrument to accurately count the number of dead and live cells based on the images. However, dead cells may have completely disintegrated or shrunk and not be accounted for.

As mentioned earlier cell culture viability can also be measured through the level of cell lysis and the concomitant release of LDH. LDH is an ubiquitous intracellular enzyme found in nearly all mammalian cells. Its release in the cell culture media indicates that the integrity of the cell membrane has been compromised (Riss et al., 2004). Although absolute LDH can be measured with high throughput methods, it suffers from being sensitive to media composition and culture operating conditions (Hiebl et al., 2017; Méry et al., 2017). Therefore, it is common to measure LDH release based on the ratio of the sample’s LDH relative to the total LDH released upon chemical lysis (Cummings and Schnellmann, 2004). The need for triplicates,
additional cell lysing step and time to read the samples increases the experimental workload for the measurement (Section 2.1.3.5).

There are other indirect indicators of cell culture viability that are not routinely used. For instance, information about cell culture viability can be deduced from the appearance of cell debris. Lebeau et al. (2019) proposed a method for measuring cell viability through staining the cell debris with trypan blue and measuring the turbidity of the sample. However, this method is laborious and hence not suitable for high throughput operations. It is important to note that while this method uses the overall amount of cell debris to measure cell viability, to date there are no studies that leverage the entire cell culture particle size distribution (PSD) for this purpose.

[Solids] measurements are usually performed using packed cell volume (PCV) tubes (TTP®, Trasadingen, Switzerland). As described in Section 2.1.3.4 the measurement is carried out in triplicates and each sample is 40 µL. Other sources suggest even higher volumes of 100 µL (Stettler et al., 2006). The sample volume, the manual nature of the measurement and the need for triplicates makes it cumbersome for high throughput experimentation such as the ambr platform.

The challenges with the current [solids] and LDH-based cell lysis measurement techniques can explain why these are often omitted during early process development. For instance, for the ambr platform, the analysis is usually limited to cell counts via automated cell counters and high throughput metabolites analytics, while other in process samples (for product quality) are frozen for later analysis.

The work presented in this chapter aims to address these challenges through developing a rapid and simplified method for measuring [solids] and LDH suitable
for the high number of experiments at the development stage. For this purpose, a novel approach was developed to predict the [solids] and LDH release in the cell culture harvest. The methodology used the routinely collected PSD data from the automated cell counter Vi-Cell XR and MVDA techniques to build the predictive models. Section 6.3.1 investigated the relationship between LDH release and viability and the impact of shear on the cell counts as outputted from the Vi-Cell XR. The PSD analysis in Section 6.3.1 revealed that there was a change in PSD as cell culture viability dropped towards the end of the run. In Section 6.3.3 a novel method was applied that successfully leveraged the PSD using PLS models to predict the LDH in the cell culture, while in Section 6.3.4 a similar approach was applied to predict the [solids]. The rapid and resource-efficient nature of the novel tools developed in this chapter makes them perfectly suited to be used with the scale-down upstream-recovery framework described earlier. These tools will facilitate process knowledge at early development stages whilst reducing the labour, sample and material requirements.
6.2 Methodology

6.2.1 Case study set up

The data used in the study was generated from five different ambr runs, four 5L bench scale bioreactor runs and two 500L pilot scale runs described in Table 6.1.
Table 6.1 Summary of experimental data used to build the PLS models for LDH release and [solids]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Experiment #</th>
<th>Project ID</th>
<th>Vessel ID</th>
<th>Shear</th>
<th>Harvest Day</th>
<th>Seeding density****</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDH release with PSD analysis</td>
<td>L1 to L12</td>
<td>Project Null</td>
<td>Bench BR 1</td>
<td>No, Low, High</td>
<td>8,9,10,12</td>
<td>Mid point</td>
<td>Chapter 4</td>
</tr>
<tr>
<td></td>
<td>L13 to L24</td>
<td>Project A</td>
<td>Bench BR 2</td>
<td>No, Low, High</td>
<td>8,9,10,12</td>
<td>Mid point</td>
<td>Chapter 4</td>
</tr>
<tr>
<td></td>
<td>L25 to L45</td>
<td></td>
<td>AMBR 3</td>
<td>No</td>
<td>11, 13, 14</td>
<td>Low, Mid, High</td>
<td>Chapter 4</td>
</tr>
<tr>
<td></td>
<td>L46 to L63</td>
<td></td>
<td>AMBR 4</td>
<td>No</td>
<td>10 and 12</td>
<td>Low, Mid, High</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Calibration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>L64</td>
<td>Project B</td>
<td>Bench BR 3</td>
<td>No</td>
<td>13</td>
<td>Mid point</td>
<td>PD*</td>
</tr>
<tr>
<td></td>
<td>L65 to L67</td>
<td></td>
<td>Pilot BR 1</td>
<td>No</td>
<td>12 and 13</td>
<td>Mid point</td>
<td>PD</td>
</tr>
<tr>
<td></td>
<td>L68 to L72</td>
<td>Project C</td>
<td>Bench BR 4</td>
<td>No, Low, High</td>
<td>12</td>
<td>Mid point</td>
<td>PD</td>
</tr>
<tr>
<td></td>
<td>L73 to L78</td>
<td></td>
<td>Pilot BR 2</td>
<td>No, Low, High</td>
<td>11 and 12</td>
<td>Mid point</td>
<td>PD</td>
</tr>
<tr>
<td>Solids concentration</td>
<td>S1 to S19</td>
<td>Project A</td>
<td>AMBR 3</td>
<td>N/A</td>
<td>11, 13, 14</td>
<td>Low, Mid, High</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Calibration</td>
<td>S20 to S68</td>
<td>Project D</td>
<td>AMBR 2</td>
<td>N/A</td>
<td>8, 13 and 15</td>
<td>Low, Mid, High</td>
<td>Chapter 3</td>
</tr>
<tr>
<td></td>
<td>S69 to S87</td>
<td></td>
<td>AMBR 5**</td>
<td>N/A</td>
<td>12, 13 and 14</td>
<td>Low, Mid, High</td>
<td>Historic</td>
</tr>
<tr>
<td></td>
<td>S88 to S107</td>
<td></td>
<td>AMBR 6***</td>
<td>N/A</td>
<td>13, 14 and 15</td>
<td>Low, Mid, High</td>
<td>Historic</td>
</tr>
<tr>
<td>Validation</td>
<td>S108 to S1114</td>
<td>Project A</td>
<td>Bench BR 2 &amp; 3</td>
<td>N/A</td>
<td>11, 12 and 13</td>
<td>Mid point</td>
<td>Chapter 4 &amp; PD</td>
</tr>
<tr>
<td></td>
<td>S115 to S128</td>
<td>Project D</td>
<td>AMBR 2</td>
<td>N/A</td>
<td>8, 13 and 15</td>
<td>Low, Mid, High</td>
<td>Chapter 3</td>
</tr>
</tbody>
</table>

*PD – process development run; ** DoE centre composite design (face centred): target T°C of 35.5°C, shift on day 6 from 35.5°C to 34.5 or to 33.5°C; target pH of 7.0, pH shift on day 5 from 7.0 to 6.8 or 7.2; harvest day 13, 14 and 15; target seeding density of 0.5, 0.75 and 1 x 10^6 cells/mL; *** screening DoE: target T°C of 35.5°C and shift on day 4 from 35.5°C to 33.5°C; target pH of pH 6.8, 7 and 7.2; harvest day 13, 14 and 15; target seeding density of 0.5, 0.75 and 1 x 10^6 cells/mL; **** Mid point refers to processes where there was no specific target seeding density.
6.2.2 Particle size analysis

Each cell count measurement on the Vi-Cell XR generates a CSV file, containing the number of particles sized $\sim 6\mu$m to $50\mu$m split into 140 discrete particle size bins. A program was built in Matlab® (The MathWorks, Inc., Natick, MA) to import and pre-treat the raw PSD data as described in Figure 6.1 - normalized and/or binned at different intervals. The PSD and metadata were used to build predictions for [solids] and LDH release using PLS models. The approach for building and selecting the optimum PLS was described in Section 2.3.4.

**Figure 6.1** Workflow for analysing the PSD data outputted from Vi-Cell XR. The raw data is extracted from the Vi-Cell XR in the form of CSV files and an algorithm in Matlab was used to pre-treat and structure the data for further analysis. PLS models were built for the pre-treated data using Jmp.

As part of the data pre-treatment the PSD data was normalised to a frequency distribution as follows:
\[ P_s^{\text{particle}} = \frac{N_s^{\text{particle}}}{\sum_{s=1}^{n} N_s^{\text{particle}}} \]  

(6.1)

where \( P_s^{\text{particle}} \) is percentage \( P \) of particles of channel \( s \) (a channel or bin is defined by upper and lower bound for a particle size range) and \( N_s^{\text{particle}} \) is the number of particles \( N \) in channel \( s \) and \( n \) is the total number of channels.

6.3 Results and discussion

As mentioned in Section 6.1 there are limitations with the current techniques for measuring cell death. This section first explores these limitations for measuring cell lysis occurring either as a result of natural decline in cell health towards the end of cell culture or due to centrifugation shear. Then the PSD for the cells as outputted from the Vi-Cell XR is investigated for different days of cell culture and linked to cell health. PLS models were built leveraging the PSD data to predict the levels of LDH release and the cell culture [solids].

6.3.1 Relationship between LDH release and cell culture viability

The relationship between LDH release and cell culture viability as outputted from the Vi-Cell XR was investigated for fresh cell culture harvests using historical data from different bioreactor runs (Table 6.1). This dataset featured a wide distribution of cell culture viabilities \(( \mu_{\text{viability}} = 79\% \) and \( \sigma_{\text{viability}} = 17\% \)) and LDH release measurements \(( \mu_{R,\text{LDH}} = 44\% \) and \( \sigma_{R,\text{LDH}} = 26\% \)). The LDH release was plotted against the Vi-Cell cell culture viability (Figure 6.2). Below 60% viability, the LDH release was close to 100%, which indicated that cells had lost membrane integrity. As a result, there was no significant difference in the intracellular and extracellular
LDH concentration. Therefore, linear regression analysis was performed only for the samples above 60% viability (as outputted from the Vi-Cell), and a weak correlation ($R^2_{adj.} = 0.66$) was observed between the LDH release and the Vi-Cell viability measurements. The weak correlation indicated that it may not be possible to use the Vi-Cell viability measurements to gauge the levels of LDH release. This may be due to the fact that the cell membrane was sufficiently compromised to release the intracellular contents despite cells not being stained by the trypan blue. It is also possible that an overestimation of cell culture viability using the trypan blue method (Vi-Cell) was observed attributed to the fact that some dead cells had fully disintegrated and were not counted (Weisenthal et al., 1983) or as a result of trypan blue dye toxicity leading to the formation of diffuse objects, which would not be detected and counted as cells (Chan et al., 2020). It is important to note that the LDH can be degraded over time and also lead to overestimation of the cell culture viability (Riss et al., 2004), however, here the viability using the LDH method was lower than for the Vi-cell measurements.
Figure 6.2 Percentage LDH release vs Vi-Cell XR viability measurements for the fresh harvest (no shear) described in Table 6.1 for four different projects: Project null (GS-CHO Null) in dark grey (■), Project A in light grey (□), Project B in dark blue (■) and Project C in light blue (■). The red line (—) indicates 100% LDH release. All samples above 95% have been adjusted to 100%. The points below 100% LDH and 60% viability (as outputted from the Vi-Cell) release were used to plot the grey line of best fit (—).

As mentioned earlier both LDH and trypan blue exclusion methods are used to measure cell lysis or viability and as such can be applied to evaluate the level of cell damage due to the centrifugation operation (Joseph et al., 2016; Tait et al., 2013; Westoby et al., 2011). However, to date there has been no detailed investigation of the impact of shear on the viability measurement as outputted from the Vi-Cell XR or a comparison between the LDH and trypan blue as methods for evaluating cell damage due to shear.
The CSD described in Chapter 4 was used to apply shear to various cell culture samples. In Figure 6.3 the cell culture viability (Vi-Cell) was measured for samples at no shear, low shear (21mL/min) and high shear (41mL/min). For all starting cell culture material the viability was relatively high (above 80%) and the total cell count was in the range of 25 to 40 million cells/mL (Figure 6.3a).

The analysis revealed that the shear impacted on the ability of the trypan blue method to accurately detect the total amount of cells (Figure 6.3a). When shear was applied, it led to apparent increase or decrease of the total number of cells. The apparent increase in total cell number is likely due to the increase in cellular debris while the decrease in particles can be attributed to the formation of cell clumps or aggregates (Figure 6.3b). The change in apparent total cell number questions the reliability of the viability measurements obtained for sheared samples using the trypan blue exclusion method since the viability is calculated as a ratio of viable to total number of cells.
Figure 6.3 Impact of shear on (A) apparent change in total cell number (TCN) as outputted from the Vi-Cell XR for various mammalian cell culture harvests for three projects and (B) the appearance of cell debris and dead cells clumps for high shear samples compared to no and low shear. Harvests from four different bench scale runs were collected on different days of cell culture: day 8, 10, 12 and 14 and subsequently subjected to low and high shear in the capillary shear device. The apparent total cell number change was calculated as a difference between the total cell number before and after shear.
It is important to note that the automated cell counter was optimised for routine use in the lab and the parameters were not adapted for each individual run, e.g. tuning the instrument’s settings for decluttering of live cells or altering the criteria for counting a particle as cell such as size and circularity. Adjusting these parameters would have introduced additional variability in the measurements and would have not suited the high throughput experimentation approach sought here...

6.3.2 Investigating the relationship between Vi-Cell XR PSD data and cells viability

As discussed in the previous section, LDH is suitable for measuring damage to cells’ membrane post shear. However, it is cumbersome to determine percentage LDH release on a daily basis for high throughput experimentation. For instance, for each measurement, a sample needs to be chemically lysed, which requires a 30 min incubation period. Therefore, it was important to find more efficient methods for estimating the level of LDH release such as the change in PSD.

For the cell culture experiments performed in the previous chapters a change in particle size distribution was observed as cell culture viability declined. To better understand how the PSD changes with the drop in viability, the PSD data from ambr4 Chapter 4 was analysed and compared between different harvest days.

In Figure 6.4 the averaged PSD across all bioreactor experiments can be found for different harvest days, described by the solid line with the upper and lower dotted lines indicating the standard deviation for the measurements. It was revealed that, the PSD remains narrow during the first few days of cell culture, with one single peak observed around 15 µm. However, during the later days of cell culture, and
especially during the stationary and death phases (day 12), a peak split was observed and there was significant increase in the standard deviation (Figure 6.4d). Further investigation into the last harvest day, with the biggest standard deviation, reveals that the particle size distribution changed with cell culture viability. To simplify the analysis, the samples from day 12 were grouped by cell culture viability (Figure 6.4e). For instance, for viability above 85%, the PSD was shifted to the right with a pronounced peak observed at about 20µm. For viability between 72% and 82%, there was one broad peak between 10 and 20µm. For the lower range between 62% and 67%, there was a peak to the left at around 10µm, which became even more pronounced as the viability dropped down to 24% to 36%. This analysis suggests that the PSD changes with viability. The following sections investigate whether this change in PSD can be further leveraged to gain insights into the harvest properties, and in particular the level of % LDH release and [solids].
Figure 6.4 Particle size data distribution for ambr4 experiments as outputted from the Vi-Cell for 24 bioreactor runs with different target seeding densities and harvest days. The solid line depicts the mean of the PSD, the dotted lines depict the standard deviation for A) Day 5 (n=24), B) Day 8 (n=24), C) Day 10 (n=24), D) Day 12 (n=17) and E) Day 12 for various viability ranges (>85% viability and n=3; 72% to 82% and n=6; 62% to 67% and n=4; 24% to 36% and n=3)
6.3.3 \textbf{Leveraging PSD data to predict LDH release using PLS techniques}

The previous section demonstrated that the particle size distribution changes with cell culture viability. The goal of this section was to build PLS models using the PSD data to predict the levels of LDH release for various cell cultures from different projects and conditions. For the analysis the data was smoothed and then different inputs for the model were tested – for instance, PSD of the total number of cells and of the viable cells. Based on this preliminary analysis, it was decided to bin the data at 1\textmu m and use the frequency PSD for the viable cells.

\textbf{Figure 6.5a} revealed that the PLS model could accurately predict the \% LDH release for an unknown test sample ($R^2_{\text{adj.}} = 0.90$ for a parity plot, which can be found in \textbf{Appendix, Figure 6.1-A}). The PLS model was built using the NIPALS algorithm and internal cross validation (k-fold = 7). The $R^2_Y$ for the model was 82\% showing the percentage variance of $Y$ (predicted variable) that could be explained by the model and the $R^2_X$ was 96\% showing the percentage of variance in $X$ (the predictor) that can be explained by the model.
Figure 6.5 PLS model predicting LDH release using PSD data for the viable cells as outputted from the Vi-Cell. In A) the actual LDH release is shown by the bars, the filled squares depict the predicted LDH release for the dataset used to calibrate the model, while the empty circles show the predicted percentage solids concentration for the external validation (test) dataset. The different colour bars refer to different projects - project null (■); project A (■); project B (■) and project C (■). $R^2_Y = 83\%$ and $R^2_X = 96\%$ and the $R^2$ for the test (external validation dataset) is 90%.
The VIP plot in Figure 6.5b shows the predictors that were used in the PLS model – mainly particle sizes below 21 µm. The remaining PSD data above 21 µm was removed to improve the model – the VIP score was used as a criteria for the model “pruning” (details can be found in Appendix, Table 6.1 and Table 6.2). The range of predictor variables (PSD size data) used in the PLS model is in line with the expected cell size - up to 21µm. The highest VIP is for the lower end of the PSD, which could be explained by increase in smaller particles for the lower viability cell cultures that was observed earlier.

6.3.4 Levering PSD data to predict [solids] using PLS techniques

As demonstrated in Chapter 4 and 5 the levels of [solids] in the cell culture harvest is a key parameter for the harvest operation as it impacts the centrifugation yield. The approach that was developed to leverage the PSD data to predict the levels of LDH release was also applied to predict the levels of [solids]. A total of 117 measurements for cell culture [solids] and Vi-Cell cell count data (including PSD, total and viable cell number and cell culture viability) were used for the study; the data was generated from ambr and bench scale bioreactor runs (as described in Table 6.1). The conditions varied largely between the different projects and that led to cell cultures with a wide range of viabilities ($\mu_{viability} = 85\%$ and $\sigma_{viability}= 14\%$) and densities ($\mu_{TCN} = 30$ million cells/mL and $\sigma_{TCN} = 10$ million cells/mL). The particle size distribution measurements were analysed using the same Matlab program as described for the LDH analysis. The viability, the total and viable cell number together with the frequency PSD data (binned at 1µm) for the viable number of cells were used to build a PLS model that predicts the [solids] in the harvest. The
calibration data set used to build the model consists of 4 independent ambr runs, while the validation dataset consists of a bench scale run and a separate culture station from one of the ambr runs. A total of 6 factors (latent variables) were used to build the model.

**Figure 6.6a** revealed that the model provided a good prediction for the [solids] with \( R^2_Y = 84% \) and \( R^2=0.86 \) for actual vs predicted (parity plot). The VIP plot in **Figure 6.6b** revealed that the most important predictors in the model are the total and viable cell counts and the particle size around 13 µm, which is very close the actual average CHO cells’ size.
Figure 6.6 PLS model for [solids] with A) actual versus predicted [solids] and B) VIP plot with the predictors used in the model. In A) the actual [solids] are shown by bars, the filled squares depict the predicted solids concentration for the dataset used to calibrate the model, while the empty circles show the predicted percentage solids concentration for the validation dataset. The different colour bars refer to different projects (A – light grey and C – dark grey), R²Y = 81% and R²X = 86%. TCN-total cell number (million cells/mL), VCN – Viable cell number (million cells/mL), viab. – Viability.
Figure 6.7 Comparison in time and volume daily requirement for ambr15 with 48 vessels for A) LDH release measurements using manual sampling and a colorimetric assay vs the novel PLS–based estimation and B) [Solids] measurements using manual sampling vs the novel PLS–based estimation. The assumptions for the calculations can be found in Appendix (Table 6.3 A)

6.3.5 Volume and time savings

Figure 6.7 summarises the savings for the daily analysis of the 48 vessels of ambr15 in terms of time applying the novel workflow vs traditional sampling and analytics techniques. The figure highlights that savings of over 6 hours for the LDH release measurement and over an hour for the [solids] analysis can be achieved when leveraging the PSD data instead of the traditional offline analytics. In addition, the volume savings per vessel per run were determined to be over 2 ml (1.4 ml for the [solids] and 0.7 ml for the LDH measurement), which is significant considering the working volume of each ambr vessel (15ml). Hence, the proposed approach using
the PSD data to predict these metrics can be particularly valuable during high throughput experiments.

6.4 Conclusions

The current chapter described a novel approach that leveraged routinely collected PSD data from an automated cell counter and PLS models to accurately predict cell culture solids concentration and cell lysis (% LDH release) for the harvest operation. This avoids the need for offline analytics for such measurements. Applying the novel approach it was possible to predict the % LDH release and [solids] for a test dataset with $R^2_{adj}$ of 0.90 and 0.86 respectively (based on actual vs predicted parity plots). This novel workflow used a Matlab program to import, pre-treat and restructure the data before importing it into Jmp to generate the predictions, thus reducing significantly the analytics burden for measuring the % LDH and [solids]. The chapter highlights the volume and time savings by leveraging the PSD data rather than using offline analytics, with the analytics time reducing from more than 6 hours using the conventional approach to a few minutes with the proposed workflow. The speed and resource-efficiency of this tool makes it best suited for early high throughput experimentation. This will enable gaining understanding about cell lysis and [solids] in the cell culture earlier in the development cycle. Adopting such an approach will facilitate earlier identification of challenging harvests that can exceed the centrifuge capacity and hence inform process modifications that lead to more robust processes and improved facility fit.
Chapter 7

7 Conclusions and future work

7.1 Introduction

The work presented in this thesis provided an integrated framework for mapping the upstream – recovery sequence. A number of novel tools were developed to support the framework creation: 1) an experimental platform linking the ambr15 to a CSD – based centrifugation mimic; 2) a [cholesterol]-based correlation for predicting a centrate’s filterability; 3) MVDA correlations for the upstream and recovery process; 4) a bioprocess economics model for the recovery operations using stochastic inputs and predictive correlations based on experimental data; 5) Matlab programs for big data import and pre-treatment to facilitate PLS models development; 6) a novel approach for leveraging underutilised PSD data for rapid prediction of [solids] and cell lysis. A summary of the key results from the thesis are presented below. The thesis chapters reflect core work established using the scale-down mimics for cell culture and recovery, initially separately and then integrating them to form the upstream-recovery framework.

7.2 Key conclusions

In Chapter 3, scale-down experiments using the ambr system were carried out to establish the link between upstream conditions and the input to recovery operations. DoE studies were performed in the ambr1 and ambr2 showing that seeding density, temperature, pH and harvest day impact on upstream productivity as well as on key
recovery inputs such as [solids] and turbidity. Moreover, the analysis revealed important trade-offs whereby parameters that maximised titre (target pH of 7 and high seeding density and no temperature shift) also led to undesirable high [solids] and turbidity. The results from the study showed that increasing the seeding density can be used to lower the negative impact of suboptimal pH (lower or higher than 7) or suboptimal temperature (lower than 35.5°C) on the upstream productivity.

In Chapter 4, the utility of the scale-down centrifugation mimic and centrate filterability mimic were initially established before integrating the operations to form the integrated framework. Regarding the utility of the scale-down centrifugation mimic, it was successfully applied to study the impact of centrifugation shear on monomer content and HCP levels for different cell culture viabilities and mAbs. The results revealed that applying high shear in the CSD for high viability cell cultures (harvest day 10 and 83% viability) led to the lowest levels of monomer content for both mAbs (29% for IgG1 k and 15% for IgG1 λ). For the HCP content, the mAb type had a higher impact on HCP levels than the shear and cell culture viability. To further extend the scope of the upstream-recovery framework, a correlate for filterability post centrifugation was developed based on [cholesterol]. This novel approach enabled linking the ambr and the centrifugation mimic to the depth filtration performance without the need for scaling down the depth filtration operation. A DoE study using the novel integrated experimental platform consisting of the ambr coupled with the centrifugation mimic was used to derive predictive correlations linking the seeding density, harvest day and levels of centrifugation shear to the levels of monomer content and [cholesterol] as a predictor of filterability. The predictive correlations laid
the foundation for the work in the next chapter, which integrated the cause-and-effect correlations within an overall bioprocess model.

In Chapter 5, a novel economics model for the recovery operation was successfully built identifying the main cost drivers for the varying titre and demand scenarios. The economics model incorporated the predictive correlations for titre, [solids] and [cholesterol] and determined the mass throughput and the cost of goods. The model was used to define a window of operation for the process to meet targets for titre, product loss, throughput, filtration area, [solids] and COGREC. These insights were then used to devise mitigation strategies against failing to meet target throughput and COGREC through the reduction in the cell culture duration.

Chapter 6 addressed the challenges of measuring [solids] and LDH release for high throughput small scale experiments, where the required volume and manual operation can make it impossible to perform the measurements using traditional offline analytics. The workflow developed for predicting the [solids] and LDH release applied MVDA techniques to routinely collected PSD data to derive these. This led to significant savings in time and resources for measuring these metrics – from more than 6 hours/day for ambr15 with 48 vessels to under an hour with the novel approach. This approach required devising programs to handle big data and transform and pre-treat it prior to using it for correlation generation. This can help to identify challenging harvests early on in development and improve facility fit as a result.
The holistic approach to upstream-recovery optimization described in this thesis has the potential to accelerate process development workflow and generate an optimized process at small scale.

### 7.3 Limitations of the work

The thesis presented a novel approach to mapping the upstream-recovery sequence and linking it to process economics. The work was limited by the equipment that was available to use, and therefore it did not explore some novel industry relevant approaches such as continuous discharge centrifuges, which can cope with higher solids concentration or centrifuges with hydrolhermetic design that would exert lower levels of shear (Richardson and Walker, 2018; Roush and Lu, 2008). The ambr4 cell culture experiment in Chapter 4 yielded unexpected lower cell growth, while there was limited information in Chapter 3 for ambr2 due to a faulty instrument. As a consequence there was a limited number of upstream experiments to develop the correlations. The correlations were needed to build the bioprocess economics model but further experiments are required to make them more widely applicable.

### 7.4 Future work

The work presented in this thesis can be extended in the future to explore a few different avenues. The upstream-recovery mimic can be linked to scale-down downstream platforms for a holistic view of the entire bioprocessing flowsheet. Such an end-to-end mimic can be applied to investigate the impact of upstream and recovery operations on the chromatography steps (e.g. protein A, CEX and AEX).
This would enable entire flowsheets to be future-proofed with high throughput small scale experimentation.

A mimic for the whole bioprocess flowsheet will enable developing cause-and-effect correlations that link the upstream and centrifugation to the DSP. The model can also be applied to investigate the impact of process uncertainty (e.g. seeding density) or centrifugation operation (e.g. level of shear) on the whole manufacturing flowsheet. For instance, it would be important to consider the impact of shear and the concomitant increase in cellular debris on the capture step –usually protein A chromatography – or how the change and HCP and DNA profiles due to upstream conditions or centrifugation shear impact on the overall downstream operation. This will help identify further competing metrics with respect to maximising for efficient downstream process – reducing the levels of impurities– and upstream and recovery process – aiming for high titre, centrifugation and filtration yield.

The bioprocess economics analysis can also be extended to consider the entire process flowsheet and incorporate the experimentally-derived correlations for the end-to-end process. Such an extended bioprocess economics model with predictive process models for each step will enable the selection of optimum conditions in the upstream, recovery and downstream depending on the manufacturer’s constraints and priorities.

The current and extended integrated platform can also be applied to the earlier stages of process development such as clones screening. In this way the lead candidate can be selected considering the whole bioprocess flowsheet rather than a limited number of quality metrics as it is done today.
In this thesis there were two quality metrics that were investigated - HCP levels and monomer content. However, there was no in-depth analysis of the type of HCPs that were present in the cell culture medium. It would be important to understand how the type of HCPs changes with varying upstream and recovery conditions (e.g. centrifugations shear) and how efficient the downstream process is in removing the different HCPs. Future work could focus on what upstream and recovery conditions lead to the increase in the levels of “problematic” HCPs and in particular those that co-purify with the product (Jones et al., 2021). Furthermore, the cell culture conditions and the mixture of HCPs present in the medium can impact on a number of quality attributes – glycosylation patterns, charge variants, fragmentation and aggregation.

The recent developments in process analytical technologies (PAT) may enable the investigation of additional metrics that are currently too expensive or cumbersome to perform for high throughput experimentation such as protein aggregation, titre, cell metabolism (Maruthamuthu et al., 2020), charge and product size variants (Camperi et al., 2020 and Liu et al., 2022). The application of PAT to the whole bioprocess flowsheet may shed light onto further process trade-offs and synergies between unit operation metrics (aggregation, titre, mAb charge and size variants). The program developed in this thesis for pre-treatment and structuring of big data sets can be extended to these additional metrics. The data generated from the whole bioprocess flowsheet is likely to contain high-dimensional data sets and machine learning algorithms can be applied to further analyze the data and derive meaningful conclusions (Walsh et al., 2022).
The PSD can be further correlated to other PAT for biomass estimation such as capacitance and dielectric spectroscopy (Bergin et al., 2022; Downey et al., 2014; Lemke et al., 2023; Opel et al., 2010). Both approaches enable on-line monitoring but the measurements are dependent on the cell size and viability (Metze et al., 2020 and Cannizzaro et al., 2003). Therefore, linking PSD to these PAT tools can further improve biomass and cell viability estimation.

The drive for innovation in the biopharmaceutical industry has led to the development of novel antibody designs e.g. bi-specific antibodies (Zhong and D’Antona, 2021) and antibody drug-conjugates (Leung et al., 2020). These novel molecular designs are posing new challenges for the existing purification platforms (Chen and Zhang, 2021; Matsuda, 2022) The integrated framework can be applied to these new modalities linking the upstream and centrifugation conditions to product-specific quality metrics in order to identify bottlenecks and trade-offs for the process.
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Chapter 3 Appendix

Table 3.1A Example of prediction models for titre (ambr1) generated using stepwise regression. The selection rule is based on maximising $R^2_k$-fold. The stepwise regression was performed in JMP. The models in terms of actual factors as well as the $R^2$ predicted for the models were generated in Design-Expert, all other statistics were computed in JMP.

<table>
<thead>
<tr>
<th>Equation in terms of actual factors</th>
<th>Eqn. #</th>
<th># of terms</th>
<th>RMSE</th>
<th>AIC</th>
<th>BIC</th>
<th>$R^2$ adj.</th>
<th>$R^2$ pred.</th>
<th>$R^2$ k-fold</th>
</tr>
</thead>
<tbody>
<tr>
<td>724+4246 * Seed</td>
<td>1</td>
<td>1</td>
<td>1743</td>
<td>431</td>
<td>434</td>
<td>0.17</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Titre = 2499</td>
<td>2</td>
<td>1</td>
<td>1762</td>
<td>432</td>
<td>434</td>
<td>0.15</td>
<td>0.03</td>
<td>-0.08</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Titre = 2499</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-26814+4302 * pH</td>
<td>3</td>
<td>1</td>
<td>1770</td>
<td>432</td>
<td>435</td>
<td>0.20</td>
<td>0.02</td>
<td>-0.02</td>
</tr>
<tr>
<td>-33348+4828 * pH+4706 * Seed</td>
<td>4</td>
<td>2</td>
<td>1518</td>
<td>427</td>
<td>429</td>
<td>0.37</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-267+4479 * Seed</td>
<td>5</td>
<td>2</td>
<td>1536</td>
<td>427</td>
<td>430</td>
<td>0.35</td>
<td>0.24</td>
<td>0.17</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1431.7+4478.8 * Seed</td>
<td>6</td>
<td>2</td>
<td>1596</td>
<td>429</td>
<td>432</td>
<td>0.30</td>
<td>0.17</td>
<td>0.08</td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-276153+4302*pH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-34531+4854 * pH + 4943 * Seed</td>
<td>7</td>
<td>3</td>
<td>1243</td>
<td>419</td>
<td>422</td>
<td>0.58</td>
<td>0.50</td>
<td>0.47</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-32823+4854 * pH + 4943 * Seed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2046265 + 4801 * Seed + 580311*pH - 41105 * pH^2</td>
<td>8</td>
<td>3</td>
<td>1403</td>
<td>425</td>
<td>427</td>
<td>0.46</td>
<td>0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>-39736 + 4900<em>pH + 25133</em>Seed -15989* Seed^2</td>
<td>9</td>
<td>3</td>
<td>1445</td>
<td>426</td>
<td>429</td>
<td>0.42</td>
<td>0.32</td>
<td>0.34</td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2052149 + 581681 * pH + 5039 * Seed -41201 * pH^2</td>
<td>10</td>
<td>4</td>
<td>1072</td>
<td>414</td>
<td>416</td>
<td>0.68</td>
<td>0.59</td>
<td>0.54</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2050438 + 581681 * pH + 5039 * Seed -41201 * pH^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-32123+4678 * pH + 3043 * Seed</td>
<td>11</td>
<td>4</td>
<td>1176</td>
<td>419</td>
<td>421</td>
<td>0.62</td>
<td>0.57</td>
<td>0.54</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-33153+4678*pH + 7568 * Seed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-39047.4+4903.9 * pH+19666 * Seed-11538 * Seed^2</td>
<td>12</td>
<td>4</td>
<td>1207</td>
<td>420</td>
<td>422</td>
<td>0.60</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-37474 + 4904 * pH + 19666 * Seed - 11538 * Seed^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At temperature = 33.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2327337+660994 * pH + 2685 * Seed -46882 * pH^2</td>
<td>13</td>
<td>5</td>
<td>908</td>
<td>409</td>
<td>410</td>
<td>0.77</td>
<td>0.70</td>
<td>0.69</td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2329037+660994 * pH + 8323 * Seed -46882 * pH^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

273
At temperature = 33.5°C
-2015483+201 * Harvest day + 570347 * pH + 5129 * Seed -40391 * pH^2
At temperature = 35.5°C
-2013706+201 * Harvest day + 570347 * pH + 5129 * Seed -40391 * pH^2

At temperature = 33.5°C
-1893241+535887 * pH+9337 * Seed -37929 * pH^2
At temperature = 35.5°C
-1891570+535887 * pH+9337 * Seed -37929 * pH^2

At temperature = 33.5°C
-2292768+134 * Harvest day+650520 * pH+2832 * Seed -46133 * pH^2
At temperature = 35.5°C
-2294298+134 * Harvest day+650520 * pH+8262 * Seed -46132 * pH^2

At temperature = 33.5°C
-2305720+656314 * pH -14442 * Seed+2444 * pH * Seed -46654 * pH^2
At temperature = 35.5°C
-2307463+656314 * pH -8760 * Seed +2444 * pH * Seed -46654 * pH^2

Temperature 33
-2884864-15471* Harvest day+851548 * pH+2237 * Seed+548 * Harvest day^2-60497 * pH^2
Temperature 35.5
-2885863-15471* Harvest day+851548 * pH+6786 * Seed+548 * Harvest day^2-60497 * pH^2

At temperature = 33.5°C
-2966935-15040 * Harvest day+874648 * pH+2019 * Seed+526 * Harvest day^2-62149 * pH^2
At temperature = 35.5°C
-2974177-14610 * Harvest day+874648 * pH+6803 * Seed+526 * Harvest day^2-62149 * pH^2

At temperature = 33.5°C
-3185465-16246 * Harvest day+939599 * pH+5024 * Seed+577 * Harvest day^2-66789* pH^2+5595 * Seed^2
At temperature = 35.5°C
-3186534-16246 * Harvest day+939599 * pH-226 * Seed^2
<table>
<thead>
<tr>
<th>Seed+577 * Harvest day^2-66789 * pH^2+5595 * Seed^2</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>At temperature = 33.5°C</td>
<td>24</td>
<td>8</td>
<td>815</td>
<td>416</td>
<td>410</td>
<td>0.82</td>
</tr>
<tr>
<td>-2843966-14963 * Harvest day+839127 * pH+978*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seed+233 * Harvest day * Seed+525 * Harvest</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>day^2-59610 * pH^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At temperature = 35.5°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2845003-14963 * Harvest day+839127 * pH+3605</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>* Seed+233 * Harvest day * Seed+525 * Harvest</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>day^2-59610* pH^2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Characterising the pilot-scale centrifuge using established approaches

Two pilot scale centrifugation characterisation studies were performed – the first set of results were focused on characterising a pilot-scale centrifuge (LAPX-404) using an established method based on LDH release, PSD and filter capacity and the second set of results is focused on characterising a pilot-scale centrifuge (MBPX404). Both studies were also used to inform the ranges of shear that were used in this work. The LDH release was used as a measurement of cell disruption due to shear forces. The material from cell culture A (Table 4.1) was processed in the pilot scale centrifuge (flowrate = 120L/h and bowl speed = 7040 RPM) and also exposed to different flowrates in the capillary share device. Figure 4.1 reveals the levels of LDH release for the different flowrates in the CSD and the pilot scale centrifuge. The results show that the shear in the pilot scale centrifuge corresponds to approximately 21 mL/min in the CSD. These results were largely in line with the studies performed by Joseph et al. (2016).

This experiment was also used to determine the impact of holding the harvested cell culture sample at room temperature for prolonged periods prior to LDH analysis on the results from the LDH assay. This was important as high throughput experimentation (with multiple runs in the ambr) may lead to prolonged sample hold time, which may introduce variation in the results. Figure 4.1 reveals that the samples that were processed 121 min after collection had lower standard deviation between the replicate measurements compared to the samples processed after 313 min.
min. However, there was no trend observed for over or underestimation of the LDH release.

**Figure 4.1-A** Pilot scale centrifuge shear characterisation through LDH measurements in the pilot scale centrifuge at 120L/H and 7000 rpm and the capillary shear device at various flowrates for cell culture A (Table 4.1). The squares (■) indicate that the measurement was for the CSD device and the circle (●) is the LDH measurement for the pilot scale centrifuge – flowrate for that measurement is calculated using linear regression for LDH vs flowrate for the CSD. The colour indicates different hold times before measurement – white (hold=121 min), red (hold = 260 min) and blue (hold = 313 min). The total cell number was 17.63x10^6 cells/mL and the viability was 88.7%.

**Comparison of the filterability of the mimic and pilot scale centrates**

In the previous section the extent of cell lysis during the pilot scale centrifuge was found to be comparable to ~ 21 mL/min in the CSD. Therefore, the same conditions in the CSD were used for these studies. The mimic centrates were generated using the Sigma theory to scale down from the pilot scale centrifuge (cQ/∑ = 4.31x10^{-8} m/s). The correction factor was assumed to be 0.27 (Joseph et al., 2016) and to
reach the target clarification efficiency the samples were spun using 20mL volume in a 50mL Flakon centrifuge tube (Corning™) at 4000RPM for 330s in a Soval™ Legend™ XTR. Multiple mimic centrate samples (20 mL each) were pooled together to generate enough feed material for the depth filtration studies (approx. 200 to 300mL per run). The cell culture material was sourced from two bioprocess development runs (culture X and Y). The CSD centrate had comparable turbidity to the pilot scale centrate – 537 NTUs for the pilot scale centrate compared to 512 NTUs for the CSD centrate (Cell culture X) and 494 NTUs for the PS centrate compared to 478 NTUS for the CSD centrate for Cell culture Y. Table 4.1-A shows the results from filter capacity studies for cell culture X and Y using constant pressure and constant flow at two different pressures – 10 and 15PSI. In Figure 4.2-A the CSD vs PS filter capacities are plotted on a parity plots showing good correlation between the two fluxes, while Figure 4.3-A shows good overlap between the filtration flux decline and pressure increase between the mimic and pilot scale centrates.
Table 4.1-A Filter capacity studies to support pilot scale centrifuge 1 characterisation

<table>
<thead>
<tr>
<th>Cell culture</th>
<th>Total cell number (x10^6)</th>
<th>Viability (%)</th>
<th>Filter sizing approach*</th>
<th>Pressure**</th>
<th>Centrifugation scale***</th>
<th>Filter capacity***</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>30</td>
<td>39</td>
<td>constant flow</td>
<td>PS</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant flow</td>
<td>CSD</td>
<td>240</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant flow</td>
<td>PS</td>
<td>315</td>
<td>285</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant flow</td>
<td>CSD</td>
<td>240</td>
<td>285</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant pressure</td>
<td>PS</td>
<td>190</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant pressure</td>
<td>CSD</td>
<td>196</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant pressure</td>
<td>PS</td>
<td>243</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant pressure</td>
<td>CSD</td>
<td>263</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>34</td>
<td>57</td>
<td>constant flow</td>
<td>PS</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant flow</td>
<td>CSD</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant flow</td>
<td>PS</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>constant flow</td>
<td>CSD</td>
<td>233</td>
<td></td>
</tr>
</tbody>
</table>

*Filter sizing approach constant flow is based on max \( P_{\text{max}} \) and sizing approach constant pressure is based at \( V_{\text{max}} \) (at constant pressure).

**Pressure is the maximum pressure for the \( P_{\text{max}} \) approach or the constant pressure for the \( V_{\text{max}} \) sizing approach.

*** Centrifugations scale: CSD – capillary shear device, PS – Pilot scale centrifuge.

**** Filter capacity at \( P_{\text{max}} \) or using the \( V_{\text{max}} \) calculation.
Figure 4.2-A Pilot scale versus mimic centrates’ filterability for the experiments described in Table 4.1-A
**Figure 4.3-A** Comparison of pressure increase in A) and B) and the flux decline in C) and D) between large scale ( ■ LS) and mimic generated using the capillary shear device ( ● CSD) at the mimic conditions described before. The constant flux is at 100LMH for cell culture A, B), the constant pressure is at 10PSI for C) and 15PSI for D).

**Mimic low (7000RPM) and high shear (8000 RPM)**

Cell culture B (Table 4.1) was used to generate the mimic centrates and pilot scale centrates investigated in this section. For the pilot scale centrifugation process each bowl speed in the centrifuge was run for at least 30 min and the turbidity was
measured for the bulk centrate. Preliminary investigation indicated that the shear for this process was higher than for the pilot scale centrifuge described in earlier in this section, therefore, a higher range of flowrates in the CSD was investigated – 30 to 45 mL/min. The new centrifuge had the same setting area but a different correction factor \((c=0.55\), derived experimentally but not shown here\). **Figure 4.4-A(a)** shows two levels of LDH release for different flowrates in the CSD and two conditions in the pilot scale centrifuge– bowl speed of 7,000 RPM and 8,000 RPM, both at the same flowrate of 120 L/h. The results reveal that the condition at 7,000 RPM correspond to approximately 31 mL/min and the condition at 8,000 RPM correspond to 41 mL/min. **Figure 4.4-A(b)** shows a comparison in the flux declines between the centrate generated using the pilot scale centrifuge (8,000 RPM and 120 L/h) and the mimic centrate at 41 mL/min. The two flux declines overlap, which demonstrates comparable filterability between the centrates and suggests comparable particle size distributions between the two centrates.
Figure 4.4-A Pilot scale centrifuge (MPBX404, Alfa Laval, Lund, Sweden) characterisation based on A) LDH release upon shear in the pilot scale centrifuge at 7000RPM (■) and 8000RPM (●) and for the CSD at flowrate between 30 and 45mL/min flowrate B) Comparison in the flux decline between the pilot scale at 8000RPM and mimic centrate at 41mL/min. The cell culture material was from a pilot scale run, harvested at day 15 (Table 4.1).
Figure 5.1-A Ratios between various disc-stack centrifuges design parameters A) bowl volume (L) vs flowrate (L/h); B) stopping time vs bowl volume (L) and C) WFI per discharge vs bowl volume (L)
Figure 5.2-A The impact of centrifugation flowrate and bowl rotation speed on the levels of shear, operation time and clarification efficiency. Centrifuge LAPX404 used for the calculation.
Table 5.1-A Examples of process duration (hours) for different filter capacities and fluxes

<table>
<thead>
<tr>
<th>Filter capacity (L/m²)</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
</tr>
<tr>
<td>150</td>
<td>0.7</td>
<td>1.3</td>
<td>2.0</td>
<td>2.7</td>
<td>3.3</td>
<td>4.0</td>
<td>4.7</td>
<td>5.3</td>
</tr>
<tr>
<td>200</td>
<td>0.5</td>
<td>1.0</td>
<td>1.5</td>
<td>2.0</td>
<td>2.5</td>
<td>3.0</td>
<td>3.5</td>
<td>4.0</td>
</tr>
<tr>
<td>250</td>
<td>0.4</td>
<td>0.8</td>
<td>1.2</td>
<td>1.6</td>
<td>2.0</td>
<td>2.4</td>
<td>2.8</td>
<td>3.2</td>
</tr>
<tr>
<td>300</td>
<td>0.3</td>
<td>0.7</td>
<td>1.0</td>
<td>1.3</td>
<td>1.7</td>
<td>2.0</td>
<td>2.3</td>
<td>2.7</td>
</tr>
<tr>
<td>350</td>
<td>0.3</td>
<td>0.6</td>
<td>0.9</td>
<td>1.1</td>
<td>1.4</td>
<td>1.7</td>
<td>2.0</td>
<td>2.3</td>
</tr>
<tr>
<td>400</td>
<td>0.3</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.3</td>
<td>1.5</td>
<td>1.8</td>
<td>2.0</td>
</tr>
</tbody>
</table>
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Table 6.1-A Jmp report on PLS models generation with different number of factors (latent variables) using the NIPALS algorithm and k-fold cross validation with k-fold = 7. The models are generated using all PSD data for the viable cells.

<table>
<thead>
<tr>
<th>Number of factors</th>
<th>Root Mean PRESS</th>
<th>van der Voet $T^2$</th>
<th>Prob &gt; van der Voet $T^2$</th>
<th>$Q^2$</th>
<th>Cumulative $Q^2$</th>
<th>$R^2_X$</th>
<th>Cumulative $R^2_X$</th>
<th>$R^2_Y$</th>
<th>Cumulative $R^2_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.084</td>
<td>18.35</td>
<td>&lt;.0001*</td>
<td>-0.10</td>
<td>-0.10</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>1</td>
<td>0.643</td>
<td>5.323</td>
<td>0.0160*</td>
<td>0.614</td>
<td>0.614</td>
<td>0.485</td>
<td>0.485</td>
<td>0.664</td>
<td>0.664</td>
</tr>
<tr>
<td>2</td>
<td>0.548</td>
<td>0.000</td>
<td>1.0000</td>
<td>0.719</td>
<td>0.892</td>
<td>0.208</td>
<td>0.692</td>
<td>0.104</td>
<td>0.768</td>
</tr>
<tr>
<td>3</td>
<td>0.551</td>
<td>0.040</td>
<td>0.8670</td>
<td>0.717</td>
<td>0.969</td>
<td>0.128</td>
<td>0.821</td>
<td>0.017</td>
<td>0.786</td>
</tr>
<tr>
<td>4</td>
<td>0.550</td>
<td>0.005</td>
<td>0.9480</td>
<td>0.718</td>
<td>0.991</td>
<td>0.154</td>
<td>0.975</td>
<td>0.012</td>
<td>0.798</td>
</tr>
<tr>
<td>5</td>
<td>0.565</td>
<td>0.289</td>
<td>0.6150</td>
<td>0.702</td>
<td>0.997</td>
<td>0.017</td>
<td>0.992</td>
<td>0.010</td>
<td>0.808</td>
</tr>
<tr>
<td>6</td>
<td>0.627</td>
<td>2.968</td>
<td>0.1000</td>
<td>0.633</td>
<td>0.999</td>
<td>0.003</td>
<td>0.995</td>
<td>0.045</td>
<td>0.852</td>
</tr>
<tr>
<td>7</td>
<td>0.611</td>
<td>2.153</td>
<td>0.1440</td>
<td>0.651</td>
<td>1.000</td>
<td>0.001</td>
<td>0.996</td>
<td>0.012</td>
<td>0.865</td>
</tr>
<tr>
<td>8</td>
<td>0.631</td>
<td>3.102</td>
<td>0.0700</td>
<td>0.628</td>
<td>1.000</td>
<td>0.001</td>
<td>0.996</td>
<td>0.010</td>
<td>0.874</td>
</tr>
<tr>
<td>9</td>
<td>0.673</td>
<td>5.065</td>
<td>0.0140*</td>
<td>0.577</td>
<td>1.000</td>
<td>0.001</td>
<td>0.997</td>
<td>0.006</td>
<td>0.881</td>
</tr>
<tr>
<td>10</td>
<td>0.722</td>
<td>8.033</td>
<td>0.0030*</td>
<td>0.513</td>
<td>1.000</td>
<td>0.001</td>
<td>0.998</td>
<td>0.007</td>
<td>0.888</td>
</tr>
<tr>
<td>11</td>
<td>0.756</td>
<td>9.150</td>
<td>0.0020*</td>
<td>0.466</td>
<td>1.000</td>
<td>0.001</td>
<td>0.998</td>
<td>0.007</td>
<td>0.895</td>
</tr>
<tr>
<td>12</td>
<td>0.757</td>
<td>8.471</td>
<td>0.0010*</td>
<td>0.464</td>
<td>1.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.005</td>
<td>0.900</td>
</tr>
<tr>
<td>13</td>
<td>0.753</td>
<td>8.582</td>
<td>0.0030*</td>
<td>0.470</td>
<td>1.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.004</td>
<td>0.903</td>
</tr>
<tr>
<td>14</td>
<td>0.738</td>
<td>8.130</td>
<td>0.0020*</td>
<td>0.491</td>
<td>1.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.003</td>
<td>0.906</td>
</tr>
<tr>
<td>15</td>
<td>0.757</td>
<td>8.621</td>
<td>0.0020*</td>
<td>0.466</td>
<td>1.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.003</td>
<td>0.909</td>
</tr>
</tbody>
</table>
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Table 6.2-A Jmp report on PLS models generation with different number of factors (latent variables) using the NIPALS algorithm and k-fold cross validation with k-fold = 7. This is a pruned model using only PSD data (predictors) with VIP score higher than 0.8. The box highlighted in purple shows the final PLS model that was chosen based on min Pres and max Prob>van der Voet $T^2$.

<table>
<thead>
<tr>
<th>Number of factors</th>
<th>Root Mean PRESS</th>
<th>van der Voet $T^2$</th>
<th>Prob &gt; van der Voet $T^2$</th>
<th>$Q^2$</th>
<th>Cumulative $Q^2$</th>
<th>$R^2X$</th>
<th>Cumulative $R^2X$</th>
<th>$R^2Y$</th>
<th>Cumulative $R^2Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.097</td>
<td>18.67</td>
<td>&lt;.0001*</td>
<td>-0.21</td>
<td>-0.21</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.541</td>
<td>2.049</td>
<td>0.1630</td>
<td>0.705</td>
<td>0.705</td>
<td>0.608</td>
<td>0.767</td>
<td>0.767</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.519</td>
<td>0.309</td>
<td>0.5930</td>
<td>0.729</td>
<td>0.920</td>
<td>0.869</td>
<td>0.026</td>
<td>0.793</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.517</td>
<td>0.165</td>
<td>0.7390</td>
<td>0.731</td>
<td>0.979</td>
<td>0.924</td>
<td>0.022</td>
<td>0.815</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.510</td>
<td>0.000</td>
<td></td>
<td>1.000</td>
<td>0.739</td>
<td>0.994</td>
<td>0.032</td>
<td>0.956</td>
<td>0.014</td>
</tr>
<tr>
<td>5</td>
<td>0.563</td>
<td>6.674</td>
<td>0.0100*</td>
<td>0.681</td>
<td>0.998</td>
<td>0.964</td>
<td>0.016</td>
<td>0.846</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.568</td>
<td>5.918</td>
<td>0.0120*</td>
<td>0.675</td>
<td>0.999</td>
<td>0.971</td>
<td>0.004</td>
<td>0.849</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.575</td>
<td>6.168</td>
<td>0.0110*</td>
<td>0.668</td>
<td>1.000</td>
<td>0.976</td>
<td>0.001</td>
<td>0.850</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.579</td>
<td>6.630</td>
<td>0.0090*</td>
<td>0.663</td>
<td>1.000</td>
<td>0.982</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.580</td>
<td>6.420</td>
<td>0.0060*</td>
<td>0.662</td>
<td>1.000</td>
<td>0.987</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.581</td>
<td>6.420</td>
<td>0.0130*</td>
<td>0.660</td>
<td>1.000</td>
<td>0.991</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.581</td>
<td>6.370</td>
<td>0.0060*</td>
<td>0.661</td>
<td>1.000</td>
<td>0.994</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.581</td>
<td>6.400</td>
<td>0.0140*</td>
<td>0.661</td>
<td>1.000</td>
<td>0.997</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.581</td>
<td>6.398</td>
<td>0.0180*</td>
<td>0.661</td>
<td>1.000</td>
<td>0.998</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.581</td>
<td>6.398</td>
<td>0.0100*</td>
<td>0.661</td>
<td>1.000</td>
<td>1.000</td>
<td>0.000</td>
<td>0.851</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.1-A Actual vs predicted parity plot for the LDH release vs the PLS model selected in Table 6.2-A.
Table 6.3-A Assumptions used in the calculation of volumes and time required for LDH and PCV ([solids]) measurements using the traditional wet-lab approach and the novel PLS-based method

<table>
<thead>
<tr>
<th>Activity</th>
<th>Process and Analytics Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell culture</td>
<td>Ambr15 with 48 bioreactors</td>
</tr>
<tr>
<td></td>
<td>14 days process</td>
</tr>
<tr>
<td></td>
<td>Cell counts every 2 days</td>
</tr>
<tr>
<td></td>
<td>100 µL per sample</td>
</tr>
<tr>
<td>LDH release measurement based on a 96-well</td>
<td>6 measurements per sample*</td>
</tr>
<tr>
<td>plate format and a and Optima plate reader</td>
<td>30 sec preparation time per sample</td>
</tr>
<tr>
<td></td>
<td>60 min instrument running time per 96-well plate</td>
</tr>
<tr>
<td></td>
<td>15 min analysis per 96-well plate</td>
</tr>
<tr>
<td>PCV measurements using PCV tubes</td>
<td>50 µL per sample**</td>
</tr>
<tr>
<td></td>
<td>Two min per centrifuge spin</td>
</tr>
<tr>
<td></td>
<td>24 samples per centrifuge spin</td>
</tr>
<tr>
<td></td>
<td>Four measurements per sample</td>
</tr>
<tr>
<td></td>
<td>6 min analysis per 24 samples</td>
</tr>
<tr>
<td></td>
<td>6 sec prep per sample</td>
</tr>
</tbody>
</table>

* Triplicates for lysed and measured sample

** 40 µL required per sample plus 10 µL overage