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ABSTRACT

This paper uses an emulator to verify an energy-efficient
trajectory for an unmanned aerial vehicle (UAV) acting
as a portable access point (PAP) to serve a set of users.
Specifically, we use the Common Open Research Emulator
(CORE), and Extendable Mobile Ad-hoc Network Emulator
(EMANE), which allow us to take theoretical assumptions
regarding data transfer rates and transmission characteristics
and test them in the virtualized wireless networking setting
the two tools provide us. The optimal fly-hover-communicate
trajectory that maximizes the system’s energy efficiency is ob-
tained using a circle-packing algorithm. The CORE-EMANE
emulator results match the simulated results, thereby verify-
ing the practicality of the obtained trajectory solution.

Index Terms— UAV Communication, Energy Efficiency,
CORE, EMANE

1. INTRODUCTION

The viability of improving the energy efficiency of future cel-
lular networks through various technologies, such as improv-
ing the coverage area and reducing the link power budgets,
or by increasing the number of base station (BS) antennas[1]
depends on the availability of a reliable power grid. This can-
not be guaranteed in remote areas or disaster-hit areas. In
those situations, Unmanned Aerial Vehicles (UAVs) can be
used as radio access nodes, hereafter called Portable Access
Points (PAPs), to provide coverage or enhance the network’s
capacity on demand and without any preinstalled power in-
frastructure. A PAP or a swarm of PAPs with an onboard
fully charged battery unit will fly above the required service
region. Given the fact that all commercial UAVs have a given
payload capacity that also limits the battery size, it is cru-
cial to design energy-efficiency trajectories for UAVs acting
as PAPs for the following reasons: (a) achieve longer flight
times; (b) improve payload capacity by reducing the energy
required to fly; (c) reduce the environmental impact by reduc-
ing energy consumption. One significant advantage of using
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network emulators rather than just numerical simulations is
that we can study the effects of all the protocol layers. This
allows us to better evaluate any trajectory or user scheduling
scheme, as protocol layers 2 and above and the physical layer
may dramatically affect the data transfer rate and the system’s
overall performance.

2. RELATED WORKS

A plethora of works considering the optimal placement of a
PAP system is available in the literature. Most of them max-
imize/minimize quantities such as sum rate, coverage area,
energy efficiency, etc. The tractable probabilistic line-of-sight
(LoS)-non-LoS (NLoS) air-to-ground channel proposed in [2]
was initially used by the researchers to maximize the cover-
age area [2]-[4] of hovering PAPs. The formulated problems
are solved using the maximal weighted area and circle pack-
ing algorithms. The total downlink transmit power of a PAP
is minimized in [5] and [6].

A major challenge in designing the trajectory was the in-
finite number of variables due to the continuous time domain.
The authors in [8] introduced a time-segmentation approach
to discretize the total mission time into steps of finite dura-
tion and used it to design an energy-efficient trajectory for
a fixed-wing UAV. Since the number of variables in this ap-
proach increases with the mission time, the work in [7] in-
troduced a path discretization approach in which the total tra-
jectory of the UAV is segmented into small path segments of
finite length. The authors then used this approach to design
an energy-efficient trajectory for a rotary-wing UAV. Many
researchers later used these approaches to design optimal tra-
jectories for a UAV. A comprehensive summary of works con-
sidering energy-efficient UAV placement is available in [9].

The results presented in all the aforementioned works
are based on numerical simulations done in MATLAB and
Python, where no attempt was made to verify the obtained
solution’s viability using a network emulator. We use the
CORE-EMANE emulator to verify the practicality of an
energy-efficient fly-hover-communicate trajectory developed
for a PAP to serve a set of ground users. Our main con-
tributions are:(a) we formulate a mathematical problem to



determine an energy-efficient trajectory that delivers a file
of a given size to all the users by the end of the trajectory;
(b) the exponentially complex is solved using a multi-level
circle packing algorithm that gives the minimal set of hov-
ering points (HPs) through which the PAP should traverse
to complete the mission; (c) the practicality of the obtained
solution is then verified using the CORE-EMANE emulator.

3. ENERGY-EFFICIENT TRAJECTORY DESIGN

In this work, we consider the planning phase of the PAP de-
ployment through which an optimal trajectory is determined
offline before the actual deployment.

3.1. System Model
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Fig. 1: System setup.

As shown in Fig. 1, a PAP is deployed to deliver a file
of Q bits to ground users (GUs) located at ui = (uh,i, 0) =
(xi, yi, 0), ∀ i ∈ {1, 2, .., N} ≡ U . The antennas of all users
are assumed to be omnidirectional of unit gain. To do so, the
PAP follows a simple fly-hover-communicate (FHC) proto-
col: the PAP flies from one hovering point (HP) qi at a height
hp, to another, hovers for the time needed to exchange the
data packets, then moves on to the next HP. The air-to-ground
channel between the PAP and a GU considers the line-of-sight
(LoS), and non-LoS (NLoS) channel links to model the proba-
bilistic mean path loss between the PAP and the GU [3], given

by [10]: Li,j =
d2i,j
go

[
Pl(ϕi,j)

(
η2l − η2nl

)
+ η2nl

]︸ ︷︷ ︸
Lm(ϕi,j)

, where

Pl(ϕi,j) = 1/ {1 + a exp [−b(ϕi,j − a))]} represents the
LoS probability between the PAP hovering at qj = (qh,j , hp)
and the ith GU located at a distance of ri,j = ∥qh,j − uh,i∥
from the center of the PAP coverage area, corresponding to
an elevation angle of ϕi,j = (180/π)tan−1(hp/ri,j) with the
PAP hovering at an altitude hp; the parameters a and b are
directly linked to the environment variables such as the mean
number of buildings, their height distribution, and the ratio

of built-up land area to the total land area using the two vari-
able surface fitting [3]; go is the channel gain at a reference
distance of 1m; di,j =

√
r2i,j + h2

p. ηl and ηnl are the mean
values of the excess loss due to the man-made structures
associated with the LoS and NLoS links, respectively.

Hence the corresponding achievable data rate of the ith

GU when the PAP is hovering at qj , in bits per second, is

given by Si,j = Blog2

(
1 +

Pt

σ2Li,j

)
, where B is the band-

width allocated to each GU; σ2 and Pt are the variance of the
zero-mean additive white Gaussian noise and the transmitted
power allocated to a GU, respectively;

The geographical area covered by a single PAP hovering
at an altitude hp can be modeled as a circular region of radius
rp = hptanκ, as shown in Fig. 1. 2κ can be modeled as
either the half-power beamwidth of the directional antenna at
the PAP or the function of minimum SNR required at the GU.

3.2. Problem Formulation

The global energy efficiency (GEE) of a PAP system is de-
fined as the number of bits transmitted per Joule of energy
consumed [10]. Considering the mission of the PAP, i.e., de-
livering a file to a set of GUs, the trajectory that maximizes
the energy efficiency is the same as the one that minimizes
the total flying time to deliver Q bits to all the GUs. The cor-
responding flying time minimization problem, with H being
the set of hovering points, can be formulated as follows:

minimize
{{qj},{Ti,j},{βi,j},{T fly

j },{αj}}

∑
j∈H

αjT
ho
j +

|H|−1∑
j=1

T fl
j (1)

∑
j∈H

βi,jTi,jSi,j ≥ Q, ∀i ∈ U , (2)

∑
i∈U

βi,jTi,j ≤ T hover
j , ∀j ∈ H, (3)

hmin ≤ hp ≤ hmax, (4)∑
j∈H

βi,j = 1, ∀i ∈ U , (5)

∥qh,j − βi,juh,i∥ ≤ |hp| tanκ, , ∀j ∈ H, (6)

∥qj+1 − qj∥
T fl
j

≤ vmax, ∀j ∈ {1, ..., |H| − 1} (7)

∑
j∈H

αjT
ho
j +

|H|−1∑
j=1

T fl
j ≤ Tmax (8)

The objective function in (1) is the sum of the hovering time
and flying time in which T ho

j is the total time the PAP hovers
at the jth HP qj , and T fl

j is the time required by the PAP to
fly between jth and (j +1)th HPs. A unity value to the binary
indicator variable αj indicates that the PAP is hovering at qj ;
βi,j indicates if the ith GU covered by the jth HP. (2) ensures



that the file of size Q bits is transmitted to all the GUs by the
end of the FHC trajectory through |H| HPs. While at an HP,
the PAP follows a Time Division (TD) scheme to serve the
GUs in the corresponding coverage region. (3) is the TD con-
straint in which Ti,j is the time allocated to the ith GU while
the PAP is at the jth HP. (4) is the altitude constraint in which
hmin and hmax are the minimum and maximum permitted PAP
altitudes. (5) expresses that the PAP should cover each GU
while hovering at any of the |H| HPs. (6) is the coverage
region constraint, whereas (7) restricts the maximum flying
velocity to be less than or equal to vmax. (8) limits the total
time used by the PAP to be less than the maximum available
time Tmax, which is available from the data sheet of the partic-
ular PAP used. The optimization problem is an exponentially
complex mixed-integer non-linear (MINLP) problem.

3.3. Solving Methodology

Since the total hovering and flying time of the PAP can be re-
duced by reducing the number of HPs, a solution to (1) is a set
of the minimum number of HPs, and the corresponding user
scheduling ({Ti,j}) and association ({βi,j}) policies. For a
given set of GUs distributed along a circular geographical re-
gion of radius Rg, the problem of finding the optimal location
of HPs is equivalent to packing PAP coverage circles of radius
rp over the bigger circle of radius Rg. We use the multi-level
circle packing (MCP) algorithm proposed in Algorithm 2 of
[10] to determine {qj}. In the first level, the algorithm places
5 circles of radius Rg/Λ following the 5-circle packing pat-
tern so that the centers of the smaller circles lie on the vertices
of a regular pentagon of side 2Rg/Λ, where Λ = 1.618 is the
golden ratio. In the next level, each of the smaller circles ob-
tained in the previous level is covered by 5 smaller circles of
radius Rg/2Λ. This continues until the circle’s radius to be
covered is less than or equal to the radius of the PAP cover-
age region rp. Now the algorithm removes the circles that do
not cover any users. The MCP algorithm is summarized in
Algorithm 1. The FHC trajectory is the shortest path between

Algorithm 1: Multilevel circle packing (MCP) [10].

1 Input:Rg, rp, {ui};
2 Find the set of PAP coverage circles (Ht) using

multi-level 5-circle packing: (35) and (36) of [10]
3 Remove the circles with no GUs covered from the set

to obtain H (constraint (5))
4 Adjust the beamwidth of the PAP antenna to the

farthest user in the coverage area: {κj}
5 Output:{qj}: the set of HPs that cover at least one

GU; {Uj}: the set of GUs covered by each HPs.

{qj}. User association can be done as,

βi,j =

{
1 if∥qh,j − uh,i∥ ≤ hptanκj

0 otherwise, (9)

thereby satisfying constraint (6). The GUs are scheduled ac-
cording to (10):

Ti,j =

{
Q

Si,j
if βi,j = 1,

0 otherwise,
(10)

so that constraint (2) is satisfied; thus, the total time the PAP
spends at each HP is estimated as

∑
i Ti,j (constraint (3)).

To minimize the flying time, the PAP flies at the maximum
velocity vmax (constraint (7)).

4. THE CORE-EMANE EMULATOR

To support our claims of achievable data transmission under
the conditions formulated in section 3, besides mathematical
simulations, we have also used the tandem computer network
and wireless ad-hoc research emulators CORE and EMANE
for evaluation. This software solution relies on CORE to em-
ulate the OSI model from layer 3 (network) and above, while
EMANE handles the physical and data link layers [11] to pro-
duce a virtualized environment that mimics a real wireless
data transfer scenario. Combined with CORE’s built-in mo-
bility functionality, we can generate a mobility script replicat-
ing the PAP movement path and hovering schedule derived
from simulation, causing our emulated PAP to produce the
same motions in CORE. One issue with this approach lies in
the representation of space within CORE since its graphical
environment operates on a two-dimensional plane, but, in the
realm of flying drone-based communications, we are required
to take altitude differences into account; however, since in
the current setting we are only concerned with the distance
between the PAP and each GU, and make no considerations
for obstructions or other external interference, we can address
this issue by creating a 2D space wherein the PAP node is kept
stationary and all GUs are programmatically moved closer
and farther from the PAP to maintain the same absolute dis-
tance value as they do in the three-dimensional scenario at
every time moment.

The functional design sequence to handle and process the
simulation data in our tandem emulator solution is: (1) obtain
CSV files of PAP and GU coordinates and the correspond-
ing data transfer scheduling from simulation; (2) generate
an ns-21 mobility script compatible with CORE and a bash
script which, upon mobility start, coordinates the data trans-
fer and network statistics collection between nodes; (3) the
proper number of GUs is created in CORE as network-layer
virtual nodes, and the physical and RF emulation parameters
are set according to specifications; (4) the emulation and mo-
bility scenario is executed, and the network test results are
collected.

1https://www.nsnam.org/



5. RESULTS AND DISCUSSION

The simulation parameters are go = 1.42 × 10−4, B = 106

Hz, hp = 50 m, Q = 300 Mbits,Rg = 350 m, (hmin, hmax) =
(10 m, 120m), Pt = 0.2 W, σ2 = 10−14 W, κ = 1.2 rad.

We consider a set of 7 GUs distributed over a circular re-

0 100 200 300 400 500 600

Path Index, m

0

50

100

150

200

250

300

D
a

ta
 T

ra
n

s
m

it
te

d
 [

M
b

it
s

]

GU1

GU2

GU3

GU4

GU5

GU6

GU7

GUs 5 &6
GU 2

GUs 1,3,4,7

HP1
HP2

HP3

(a) Simulation: Data transfer scheduling.

(b) Emulation: Data transfer scheduling.

Fig. 2: Simulated and emulated results.
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gion of radius 350 m. The MCP algorithm takes these inputs
and finds the set of PAP coverage circles that cover the en-
tire region. Among these circles, the ones with at least one
GU are selected. This gives a set of 3 HPs. The shortest
path between the HPs is determined by solving it as a travel-
ing salesman problem (TSP). Moreover, we consider that the
trajectory starts and ends at the same geographical location, at

coordinates (0, 0) in the horizontal plane. The continuous tra-
jectory is discretized into path segments of length 1 m. Each
path segment is represented using a number referred to as path
index, m, represented in Fig. 2 (a). Now the GUs are associ-
ated with the corresponding HPs according to (9). Each GU
is scheduled for a time determined using (10).

Fig. 2(a) shows the scheduling of the GUs at different seg-
ments of the PAP trajectory. As seen in the figure, the plots
overlap since the PAP, while in HPs 1 and 3, serves more than
one GU following the TD scheme. The plot shows that each
GU is associated with the nearest HP and is scheduled accord-
ing to their proximity to the PAP (constraints (5) and (6)). At
the end of the trajectory, all the GUs were delivered with a
file of size 300 Mbits (constraint (2)). The number of HPs
determined using the multi-level circle packing algorithm is
more heavily dependent on the area of the serving region than
the number of users. For instance, any number of users dis-
tributed over Rg = Λrp can be covered by 5 HPs. The num-
ber of HPs required following the approach in [8] scales with
the number of users. Thus, our approach is scalable to any
number of users distributed over any geographical area.

Fig. 2(b) shows the corresponding emulated results.
When executing the simulated scenario in CORE-EMANE,
we used the EMANE RF-Pipe radio model with the follow-
ing parameters: bandwidth 1 MB, carrier frequency 2.4 GHz,
23 dBm transmission power, and the two-ray radio propaga-
tion model. Data transmission was emulated with the iperf3
network measurement tool [12] that was used in its UDP
mode for (a) transferring the target data amount from the PAP
to each GU as allotted in their respective hovering period
and (b) logging the results. The emulation aims to prove a
minimum data rate (in this case, 18 Mbps) for which the cal-
culated optimum trajectory and user schedule can complete
the mission, i.e., the file delivery to all the users. The figure
shows the achieved data transfer between the PAP and each
GU matches the results from Fig. 2(a) but with better pre-
cision since we can represent it as a function of time rather
than simply reporting on the cumulative total data transfer
achieved per HP index.

Fig. 3 compares the total mission time following the
FHC protocol with the hovering (the PAP hovers at the center
of the geographical region) and fly-communicate protocol
in which the PAP can communicate with users while fly-
ing. Interestingly, the hovering case outperforms the FHC
protocol when the file size is small since the time wasted dur-
ing flying is comparable to the data transmission time. The
fly-communicate trajectory needs less time than the other
schemes since the flying time is also utilized for commu-
nication. But the scheme assumes the file transferring to a
user can be paused and restarted at a later segment of the tra-
jectory. Since this requires the users to follow a torrent-like
protocol, we conclude the FHC is the easily implementable
trajectory solution.



6. REFERENCES

[1] F. Boccardi et al, “Five Disruptive Technology Direc-
tions for 5G,” IEEE Commun. Mag., vol. 52, no. 2, pp.
74, Feb. 2014.

[2] A. Al-Hourani, S. Kandeepan and S. Lardner, “Opti-
mal LAP Altitude for Maximum Coverage,” in IEEE
Wireless Commun. Lett., vol. 3, no. 6, pp. 569-572,
Dec. 2014

[3] M. Mozaffari, W. Saad, M. Bennis, and M. Debbah,
“Efficient Deployment of Multiple Unmanned Aerial
Vehicles for Optimal Wireless Coverage,” in IEEE
Commun. Lett., vol. 20, no. 8, pp. 1647–1650, Aug.
2016.

[4] I. Donevski and J. J. Nielsen, “Dynamic Standalone
Drone-Mounted Small Cells,” in 2020 European Con-
ference on Networks and Communications (EuCNC),
2020, pp. 342-347.

[5] J. Cui, H. Shakhatreh, B. Hu, S. Chen and C. Wang,
“Power-Efficient Deployment of a UAV for Emergency
Indoor Wireless Coverage,” in IEEE Access, vol. 6, pp.
73200-73209, 2018.

[6] Q. Zhang, M. Mozaffari, W. Saad, M. Bennis and
M. Debbah, “Machine Learning for Predictive On-
Demand Deployment of UAVs for Wireless Communi-
cations,” in 2018 IEEE Global Communications Con-
ference (GLOBECOM), 2018, pp. 1-6.

[7] Y. Zeng, J. Xu and R. Zhang, “Energy Minimization
for Wireless Communication with Rotary-Wing UAV,”
in IEEE Trans. on Wireless Commun., vol. 18, no. 4,
pp. 2329-2345, April 2019.

[8] Y. Zeng and R. Zhang, “Energy-Efficient UAV Com-
munication With Trajectory Optimization,” in IEEE
Trans. on Wireless Commun., vol. 16, no. 6, pp. 3747-
3760, June 2017.

[9] Jiang, Xu, et al. “Green UAV communications for 6G:
A survey.” Chinese Journal of Aeronautics 35.9 (2022):
19-34.

[10] N. Babu, M. Virgili, C. B. Papadias, P. Popovski and
A. J. Forsyth, “Cost- and Energy-Efficient Aerial Com-
munication Networks With Interleaved Hovering and
Flying,” in IEEE Trans. on Veh. Technol., vol. 70, no.
9, pp. 9077-9087, Sept. 2021.

[11] Ahrenholz, J., Goff, T. and Adamson, B. Inte-
gration of the core and Emane Network emula-
tors. MILCOM 2011 Military Communications Con-
ference [Preprint]. 2011, doi://doi.org/10.
1109/milcom.2011.6127585.

[12] What is iPerf / iPerf3 . Available online: https://iperf.fr/
(last accessed on 01/10/2022).


