Addressing missing data in the estimation of time-varying treatments in comparative effectiveness research
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Comparative effectiveness research is often concerned with evaluating treatment strategies sustained over time, that is, time-varying treatments. Inverse probability weighting (IPW) is often used to address the time-varying confounding by re-weighting the sample according to the probability of treatment receipt at each time point. IPW can also be used to address any missing data by re-weighting individuals according to the probability of observing the data. The combination of these two distinct sets of weights may lead to inefficient estimates of treatment effects due to potentially highly variable total weights. Alternatively, multiple imputation (MI) can be used to address the missing data by replacing each missing observation with a set of plausible values drawn from the posterior predictive distribution of the missing data given the observed data. Recent studies have compared IPW and MI for addressing the missing data in the evaluation of time-varying treatments, but they focused on missing confounders and monotone missing data patterns. This article assesses the relative advantages of MI and IPW to address missing data in both outcomes and confounders measured over time, and across monotone and non-monotone missing data settings. Through a comprehensive simulation study, we find that MI consistently provided low bias and more precise estimates compared to IPW across a wide range of scenarios. We illustrate the implications of method choice in an evaluation of biologic drugs for patients with severe rheumatoid arthritis, using the US National Databank for Rheumatic Diseases, in which 25% of participants had missing health outcomes or time-varying confounders.
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1 INTRODUCTION

Routinely collected data from electronic health records, registries and administrative databases are increasingly used in comparative effectiveness research (CER). For example, regulatory and reimbursement agencies often use these observational data to complement evidence from randomized controlled trials (RCTs) when the latter is limited or inexistent. One such area is the evaluation of treatment strategies sustained over time, that is, time-varying treatments, due to RCT’s limitations regarding the short duration of follow-up and lack of treatment adherence. A central feature in these studies...
is that, unlike time-fixed treatments, treatment status is determined at different points in time. In these settings, patient’s progression typically influences future treatments and outcomes, and is itself affected by previous treatments, also known as time-varying confounding. Inverse probability treatment weighting (IPTW) is often used to address time-varying confounding by re-weighting the sample and balance confounders between comparison groups at each time point. A marginal structural model (MSM), which models the treatment-outcome relationship over time, can then be applied to the re-weighted sample to estimate the causal effect of treatment. In addition to the confounding, non-randomized studies often have incomplete information on the outcomes of interest and potential confounders over time, which can raise additional challenges for tackling the time-varying confounding, and magnify the biases if it is not handled appropriately.

When there are missing data in the outcome and/or confounders in studies with time-varying confounding, inverse probability of missingness weighting (IPMW) is often used to address the missing data by re-weighting each individual according to the probability of observing the data. This involves estimating two distinct sets of weights, one for the treatment assignment (IPTW) and one for the missing data (IPMW) and combining (multiplying) them to re-weight the sample. This approach is straightforward to implement when we have monotone missing data patterns, for example when individuals drop out of the study at some point during follow up. However, IPMW may be less practical in settings with non-monotone missing data patterns, which occur when the missing values appear in an intermittent manner over time across different variables, such as outcomes and confounders. For example, this setting would require specifying separate IPMW for each missing data pattern, which can be challenging when there are many time points and incomplete variables. In addition, the inverse probability weighting (IPW) approach requires estimating and combining different sets of weights for each missing variable, and that may lead to highly variable weights, and ultimately inefficient treatment effect estimates. In this article, we will refer to “IPW” to denote the general statistical approach, and refer to “IPTW” and “IPMW” to denote the use of IPW for treatment assignment and missing data purposes, respectively.

An alternative approach to address the missing data is multiple imputation (MI), which has been widely used in CER studies. The MI approach involves replacing each missing observation with a set of plausible (imputed) values, drawn from the posterior predictive distribution of the missing data given the observed data. A distinct feature of MI is that it allows the missing data to be addressed separately from the confounding adjustments. MI has received far less attention in studies with time-varying confounding, and its relative merits in this setting are not yet well understood. Previous methodological studies have explored MI and IPW for addressing missing data in studies with time-varying confounding. However, their focus has been on missing data in the confounders and monotone missing data patterns, with most studies considering a single data pattern and missing variable. In CER settings, missingness tends to permeate both outcomes and confounders. For example, outcomes are often collected through patient-reported questionnaires, which are prone to missing data. In addition, missing data patterns may be non-monotonic, for example patients may fail to complete the questionnaires intermittently over time, or specific items within the questionnaire.

This article aims to assess the practical advantages of using MI and IPW to address missing data in both outcomes and confounders, and across both monotone and non-monotone missing data patterns in the evaluation of time-varying treatments. For the purposes of this article, and because we consider IPTW for addressing the confounding, the article effectively compares two approaches: (1) the “IPW approach,” which combines IPTW for addressing the confounding with IPMW for addressing the missing data, and (2) the “MI approach,” which combines IPTW for addressing the confounding with MI for handling the missing data.

The remainder of the article is organized as follows. In Section 2, we introduce our motivating example, which will be used to illustrate the methods. Section 3 describes the methods to address the missing data in the time-varying confounding setting, and presents the design of the simulation study, which assesses the relative performance of the MI and IPW approaches across a wide range of realistic scenarios. Section 4 reports the results of the simulations and those from applying the methods to our case study. Section 5 discusses the findings in light of previous simulation studies and provides directions for further research.

## 2 | MOTIVATING EXAMPLE

### 2.1 | The US National Databank for Rheumatic Diseases

Biologics are typically more effective and tolerable drugs compared to conventional (non-biologic) therapies to alleviate symptoms and slow disease progression in patients with rheumatoid arthritis (RA). RCTs have shown that one of the most widely prescribed biologics, etanercept, provides better improvements to patient’s health-related quality of life (QoL) over
the short-term, compared to alternative biologics. However, there is little randomized evidence about the long-term effects of etanercept vs other biologics, for example because of the short follow-up periods as well as the lack of treatment adherence over time. Our motivating example draws on routinely collected data from the US National Databank for Rheumatic Diseases (FORWARD), to evaluate the relative effectiveness of etanercept compared to other biologics over the long-term. FORWARD collects longitudinal data from over 50,000 patients, across 1500 rheumatologists in the US and Canada. It includes rich information about RA patients and the care they receive, collected biannually through either email- or post-based patient-reported questionnaires.

2.2 Causal estimand

The target population in the motivating example is patients with moderate to severe rheumatoid arthritis (disease activity score above 3.2), who fail to respond to conventional disease modifying anti-rheumatic drugs (eg, methotrexate). The interventions under comparison are “initiation of biologic treatment with etanercept” and “initiation of biologic treatment with any other biologic drug.” Baseline was defined at the point of initiation of biologic, which is clearly recorded by the physician. The follow up period was 6 years, with outcomes, biologic treatment and confounders collected every 6 months. The outcome of interest was patient’s QoL, measured using the EQ-5D questionnaire. The EQ-5D, which a measure anchored as a scale that includes 0 “death” and 1 “perfect health,” is typically left skewed and includes negative values, which reflect health states judged worse than death. The estimand of interest is the per-protocol effect of continuous treatment with etanercept vs other biologic drug on the EQ-5D outcome over a period of 6 years.

2.3 Time-varying confounding

The directed acyclic graph in Figure 1 describes the causal effect of treatment \( (A_t) \) on EQ-5D \( (Y_t) \), with \( t = 0, 1, \ldots, T \). We assume that there are no direct long-term effects, although there are long-term effects mediated through time-varying confounders \( (X_t) \). In our motivating example, an important time-varying confounding is the disease activity score (DAS). This index affects the choice of treatment, for example whether to continue or stop the current biologic, and itself is affected by previous biological treatment. At the same time, the DAS is also strongly associated with EQ-5D, as a higher level of disease activity has a negative impact on QoL dimensions.

We wish to estimate the effect of the dashed arrows, that is, the direct and indirect effects of the etanercept treatment on the EQ-5D. To improve readability, we assume a simplified causal pathway between treatment and covariates, for example by excluding direct long-term effects, that is, additional dashed arrows from each \( A_t \) to \( Y_{t+k} \) and \( X_{t+k} \), where \( k > 1 \). In addition, we also omit time-constant confounders (although these are later considered in both the simulations and case-study) and assume no effect modification of treatment by time-varying covariates.

2.4 Missing data

Our case-study nicely illustrates the challenges of simultaneously addressing time-varying confounding and missing data in both outcomes and confounders. Baseline data is mostly complete in the FORWARD registry as socio-demographic information and medical history are captured during a baseline “review.” However, follow-up data, including measurements of time-varying confounding and outcomes, are collected through online or postal self-reported questionnaires.

![Proposed directed acyclic graph for the causal effect of the etanercept treatment (A) on the EQ-5D outcome (Y), given the time-varying confounders (X).](image-url)
### Table 1
The different types of missing data patterns observed in the FORWARD registry.

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Time</th>
<th>Treatment</th>
<th>Confounders</th>
<th>Outcomes</th>
<th>Missingness</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>A₁₁</td>
<td>X₁₁</td>
<td>–</td>
<td>Non-monotone missing covariate or outcome (5%)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>A₁₂</td>
<td>–</td>
<td>Y₁₂</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>A₁₃</td>
<td>X₁₃</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>A₁₄</td>
<td>–</td>
<td>Y₁₄</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>A₂₁</td>
<td>X₂₁</td>
<td>Y₂₁</td>
<td>Non-monotone missing covariate and outcome (14%)</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>A₂₂</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>A₂₃</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>A₂₄</td>
<td>X₂₄</td>
<td>Y₂₄</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>A₃₁</td>
<td>X₃₁</td>
<td>Y₃₁</td>
<td>Monotone due to drop-out (6%)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>A₃₂</td>
<td>X₃₂</td>
<td>Y₃₂</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>A₃₃</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>A₃₄</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

which are prone to incompleteness. For example, patients may fail to complete all the items of the EQ-5D questionnaires or information on time-varying characteristics (e.g., DAS) may not be recorded for all time points.

More specifically, there are three broad types of missing data patterns in the FORWARD registry, exemplified through patient \( i = 1, \ldots, 3 \) in Table 1. In the first pattern, data are intermittently (non-monotone) missing for either the EQ-5D or time-varying confounders. This is a typical setting where patients may omit or not complete some questionnaire items during follow-up. In the second pattern, patients have non-monotone missing data in both outcome and confounders. For example, these patients may fail to report on prognostic factors and complete their EQ-5D questionnaires for two or more consecutive time points, but return to have complete data at a later stage. Lastly, there is the usual loss to follow-up. As with other disease registries, the FORWARD registry is prone to loss to follow-up, where patients withdraw completely from the registry. We denote this by “monotone missingness due to complete drop-out.”

### 3 Methods

#### 3.1 Notation and assumptions

We followed generic notation of the potential outcomes framework in time-varying settings. We consider a cohort with \( n \) individuals, followed up from visit \( t = 0 \) up to visit \( t = T \). In line with Figure 1, individuals enter the study at baseline \( (t = 0) \) and receive treatment \( A₀ \) determined by baseline prognostic factors, which include time-constant covariates \( (B) \) and baseline measurements of time-varying covariates \( (X₀) \). At each visit \( t \), treatment receipt \( (Aₜ) \) is determined by previous treatment \( (Aₜ₋₁) \) and current values of time-varying confounders \( (Xₜ) \) and outcome \( (Yₜ) \).

For the purposes of this article, we make the following four assumptions to identify causal effects:

1. no interference, which implies that an individual’s potential outcome is not affected by the treatment received by another individual. This is usually plausible in non-communicable disease settings like RA;
2. positivity, which means that all individuals have a probability strictly greater than zero and less than one of receiving treatment at each time point given their prognostic profile. This is plausible in RA settings because it is common for patients to switch between biologics in subsequent time periods due to physician preferences, drug costs, and flexibility to start or stop treatment;
3. consistency, which essentially requires that there are no multiple versions of treatment. This is assumed to hold under an intervention taken “as prescribed by the physician,” particularly amongst a relatively homogenous population with severe disease who are initiating biologics as an add-on therapy to non-biologic drugs;
4. no unmeasured confounding, which implies that, conditional on the covariate history, treatment receipt at each visit is independent of unobserved factors. Although we cannot exclude the possibility of residual confounding, FORWARD
includes a rich set of time-constant and time-varying confounders determining treatment assignment, which increases the plausibility of this assumption.

### 3.2 Marginal structural models

MSMs are a class of models for the estimation of treatment effects in the presence of time-varying confounding. MSMs model the marginal distribution of the potential outcomes, instead of the observed outcomes, in terms of the treatment values. This article considers MSMs of the following form:

\[
E(Y^\alpha) = \alpha + \sum_{t=0}^{T} \beta_t a_t,
\]

where \( Y \) is the outcome, \( A_t \) is the treatment indicator at time \( t \), which takes the value of 1 if the individual is assigned to treatment and 0 otherwise. \( \bar{A}_t \) refers to the treatment history from time point 0 to \( t \). We use capital letters to denote random variables and lower-case letters to denote their realized values. Thus, we use \( a \in \bar{A} \) to denote a generic realized treatment history, and \( Y^\alpha \) to denote the potential outcome that would have been observed had the individual received treatment history \( \alpha \). The coefficients \( \beta_t \) represent separate treatment effects at each visit, which enables us to estimate long-term treatment effects. Due to time-varying confounding, using the observed values to estimate \( E(Y^\alpha | A = \alpha) \), for example using standard regression adjustment, would not give an unbiased estimation of \( E(Y^\alpha) \) because it would block the effect of the treatment on the outcome via the time-varying confounder.

IPTW can address the time-varying confounding by reweighting individuals according to the inverse probability of receiving (realized) treatment at each time point, conditional on their covariate and outcome history, \( P(A_t | A_{t-1}, Y_t, X_t, B) \). This works by up-weighting individuals with low probability of receiving their treatment history. The weights are then the product of the estimated probabilities of the treatment history for \( t = 0, 1, 2 \ldots T \):

\[
W_T = \prod_{t=0}^{T} \frac{1}{P(A_t | \bar{A}_{t-1}, Y_t, X_t, B)}.
\]

In the re-weighted sample, time-varying (and time-fixed) confounders are balanced between treated and untreated groups over time, that is, \( A_t \) is independent of \( X_t \) and \( \bar{A}_{t-1} \). Essentially, IPTW removes all arrows into \( A_0, A_1, \ldots, A_T \) (Figure 1) but leaves the dashed arrows out of \( A_0, A_1, \ldots, A_T \) unchanged. To help avoid extremely large weights, for example when the probability of receiving treatment is close to zero, it is recommended to use IPTW with stabilized weights (SW). SW multiply the weights by the probability of receiving treatment conditional on treatment history and baseline covariates \( P(A_t | \bar{A}_{t-1}, B) \), which helps reduce the variability of the weights:

\[
SW_T = \prod_{t=0}^{T} \frac{P(A_t | \bar{A}_{t-1}, B)}{P(A_t | \bar{A}_{t-1}, Y_t, X_t, B)}.
\]

### 3.3 Missing data

Within the MSM framework, IPMW can also be used to address the missing data. The underlying idea is to create weights to balance important confounders between individuals with missing and fully complete data. In practice, IPMW involves estimating a separate model for the probability of observing the data at each time point, computing the missingness weights, and re-weighting individuals (complete cases) according to inverse of those weights. Then, the missingness weights at time \( t \) will be the product of all weights from period 0 to \( t \), which should also be stabilized. The total weights (TW) are then derived by multiplying the missingness weights by the treatment weights:

\[
TW_T = SW_T \ast \prod_{t=0}^{T} \frac{P(R_t | \bar{A}_{t-1}, B)}{P(R_t | \bar{A}_{t-1}, Y_{t-1}, X_{t-1}, B)}.
\]
where \( R_t \) is the missingness indicator, taking the value of 1 if the individual is observed at time \( t \), 0 otherwise. Re-weighting the sample using TW will seek to balance observed confounders between treatment groups as well as between individuals with missing and fully observed data. Distinct missingness indicators (and weights) for outcomes \((R_{Y,t})\) and covariates \((R_{X,t})\) will be often required as their missingness patterns are likely to differ. Despite both treatment and missingness weights being stabilized, the TW is likely to be highly variable.

### 3.4 Multiple imputation

The basic idea with MI is to replace the missing observations with a set of plausible values, which are drawn from the posterior distribution of the missing data given the observed data.\(^{18}\) Suppose we wish to impute missing values in a normally distributed continuous outcome \( Y \) conditional on covariates \( X \). A standard MI procedure using chained equations,\(^{19}\) typically using a linear regression, would include the following steps:

**Step 1**—Fit a linear regression of \( Y \) on \( X \), using the complete cases, to obtain estimates of coefficients \( \hat{\beta} \) and variance \( \hat{\sigma}^2 \) (initial iteration):

\[
(Y|X, \beta) \sim N(\beta X, \sigma^2).
\]

**Step 2**—Draw new values of \( \beta \) and \( \sigma^2 \) from the estimated sampling distribution. This essentially adds a perturbation (small change) to allow for the uncertainty in the parameters:

\[
\sigma^2 \sim \hat{\sigma}^2(n_{\text{obs}} - k)/g \quad \text{and} \quad \beta \sim N\left(\hat{\beta}, \hat{\sigma}^2(X^T X)^{-1}\right),
\]

where \( g \) is a random draw from standard Chi-2 distribution on \((n_{\text{obs}} - k)\) degrees of freedom, with \( n_{\text{obs}} \) being the number of complete cases and \( k \) the number of parameters estimated in the imputation model.

**Step 3**—Fill in the missing values in \( Y \):

\[
Y_{\text{miss}} = \beta^* X + \epsilon^*.
\]

where \( \epsilon^* \) is a random draw from \( N(0, \sigma_{\text{imputation}}^2) \).

**Step 4**—Repeat steps 2 and 3 \( M \) times (number of imputations) to create \( m = 1, 2, \ldots, M \) imputed datasets.

A similar MI procedure applies to discrete outcomes by replacing the linear regression model by an appropriate discrete response model, for example a logistic regression for binary outcome. When the outcome is continuous but not normally distributed, as illustrated by our motivating example, the appropriate imputation approach is less clear. We followed methodological guidance and considered predictive mean matching (PMM),\(^{20,21}\) which can relax some of the MI's parametric assumptions, for example about the distribution of the data. PMM uses a similar algorithm as above but in Step 3, instead of drawing the missing values from a normal distribution, it identifies the \( q \)th closest individuals (neighbors) who minimize \( |\beta^* X_h - \beta^* X_i| \), where \( h = 1, \ldots, n_{\text{obs}} \). Missing outcome values, \( Y_{\text{miss}} \), are then imputed from the observed value of one of the \( q \)th closest neighbors (chosen at random). Therefore, the distribution of the imputed values should reflect more closely that of the observed values.

Once the data has been imputed, we apply the analysis model (say the IPTW-based MSM) to each imputed dataset and estimate the parameters of interest, say \( \hat{\theta} \) and its variance \( V(\hat{\theta}) \). The resulting estimates obtained across \( m = 1, 2, \ldots, M \) imputed datasets are then combined using Rubin's formulae,\(^{18}\) so that the estimates reflect the variability within and across imputations:

\[
\hat{\theta} = \frac{1}{M} \sum_{m=1}^{M} \hat{\theta}_m/M
\]

\[
V(\hat{\theta}) = W + (1 + 1/M)B,
\]

where the total variance is a linear combination of the within-imputation variance, \( W = \sum_{m=1}^{M} V(\hat{\theta}_m)/M \) (usual variation in the sample), and the between-imputation variance, \( B = \sum_{m=1}^{M} (\hat{\theta}_m - \hat{\theta})^2/(M - 1) \) (proportion of the variation due to
FIGURE 2 Causal diagrams representing scenarios with different missing data patterns: (A) Non-monotone missing outcome; (B) non-monotone missing time-varying confounder; (C) monotone missing outcome and confounder. A, treatment; X, time-varying confounder; Y, outcome; R_Y, missingness indicator for Y; R_X, missingness indicator for X; C, non-monotone missingness indicator (attrition/drop-out).

the missing data). Unlike the IPW approach, the analysis model is applied to the full sample (observed and imputed), rather than the complete cases only.

3.5 Simulation study

The aim of the simulation study is to compare the relative performance of MI and IPW to address monotone and non-monotone missing data in both outcomes and confounders measured over time. The simulations focus on the estimation of the effect of a time-varying binary treatment on a continuous outcome, subject to time-dependent confounding. We follow general recommendations for conducting simulation studies for evaluating statistical methods. 22

3.5.1 Data generating process

The simulation study is grounded in the motivating example, and considers one continuous outcome, two time-constant (baseline) confounders (one binary, one continuous), one continuous time-varying confounder, and one binary treatment, all measured across 5 time periods. The treatment in the initial time period \((t = 0)\) is set equal to zero. We initially assume that both outcome and time-varying confounder are normally distributed, the continuous baseline confounder follows a beta distribution (eg, age in the case-study), and the binary covariate is generated such that 6% of the sample had ones (eg, % of smokers). We then expand the simulations to allow a non-normal (skewed) continuous outcome. We also include additional scenarios with misspecification, by omitting an interaction term, in the imputation and missingness weights models to evaluate the impact on the performance. We follow a recent simulation study 23 and include an interaction term between two confounders and different degrees of misspecification (“low” vs “high”). Appendix 1 includes the full details about how we modeled misspecification.

We simulate a wide range of time-varying confounding settings with different types of missingness and proportion of missing data informed by the motivating example (Table 1). More specifically, we simulate scenarios with non-monotone missingness in the outcome or time-varying confounder (or both). We also simulate scenarios with monotone missingness to reflect settings with complete drop out. Figure 2 describes the data generating mechanism for each of the broad missing data settings (for simplicity, the diagram only presents the first 3 time points). Baseline confounders \((B)\) are omitted from Figure 2 but are associated with \(A_t, X_t\), and \(Y_t\)—full details about the data generating process are provided in Appendix 1.

Within each of these broad settings, we consider both low and high proportions of missing data. Scenarios with a high proportion of missing data have 25% non-monotone missing outcome or time-varying confounder (or both), and a 25%
of monotone missingness. Scenarios with low missingness have 10% non-monotone missingness and 10% of monotone missing data (see Appendix 2 for full details). We assume data are missing at random (MAR) across all scenarios, that is, missing outcome and confounder data are independent of unobserved values conditional on the observed data, such as past values of treatment receipt, outcome and confounders. Because our simulation study allows for both missing outcomes and confounders, we do not use current values in the missing data generating mechanism as outcomes and confounders may be missing simultaneously.

The estimand of interest is the mean difference in the outcome Y (average treatment effect [ATE]), between the two treatment strategies: “always treat” vs “never treat” at the end of the follow-up.

3.5.2 Methods

For each scenario, we simulate 1000 datasets with 5000 individuals and 5 follow-up visits for each individual. The missing data are analysed using the MI and IPW approach. IPTW weights are computed after regressing treatment on the past treatment, outcome, confounder, and baseline covariates. The IPMW model includes past values of treatment receipt and confounders as per data generating process. All treatment and missingness weights are stabilized and then multiplied for each individual. Due to the limitations of the IPW approach for addressing non-monotone missing data, our implementation of this approach assumes that individuals were censored after the first missing observation, irrespective of whether the missingness was truly monotone (eg, drop-out) or non-monotone (eg, intermittent missing observation).

For the MI (via chained equations), we use linear regression to impute the continuous variables and logistic regression for the discrete variables. We consider PMM for scenarios with a skewed outcome. We consider $M = 50$ imputations across all scenarios. We follow previous methodological guidance to appropriately combine MI with IPTW-based MSMs. The imputation models include the same variables, that is, past values of treatment receipt and confounders, as the IPMW models to ensure comparability between the IPW and MI approaches.

3.5.3 Performance measures

Statistical performance is assessed according to bias, root mean square error (rMSE) and empirical SE for estimated ATE. The “true” ATE is set to 0.2 across all scenarios. The SEs of treatment effect in our simulation are directly estimated from the MSM and may be somewhat overestimated. However, this applies equally to both IPW and MI approaches and it is not expected to impact their relative performance. While non-parametric Bootstrap is often recommended to compute SEs, this is too computationally demanding for use in simulations. All analyses are performed using Stata/SE 16.0.

4 RESULTS

4.1 Simulations

Figure 3 presents Kernel density plots showing the results of the scenarios assuming a normally distributed outcome. Full results can be found in Appendix 3 (Table A2). Overall, both IPW and MI provided unbiased estimates of the long-term treatment effect. The ATE estimates were within 3% of the “true” values across all scenarios. MI reports visibly lower variability in the ATE estimates (narrower distributions) compared to IPW, with the former providing the lowest rMSE across all scenarios (see Table A2, Appendix 3). The performance of the IPW approach appeared to deteriorate considerably in terms of precision in scenarios with high proportions of missing data and non-monotone missingness. The rMSE of the IPW was about twice as large (or greater) compared to that of the MI. We replicated these 12 scenarios with a smaller sample size of 1000 individuals, and reported the results in Table A3 (Appendix 3). Both MI and IPW still provided unbiased results, but their rMSE was considerably higher. Overall, the relative gains of MI over IPW were maintained with modest sample sizes, as weighted estimators tend to be inefficient in small samples.

The results for the scenarios with a skewed outcome are summarized in Figure 4 and Table A4 (Appendix 3) and suggest that MI still provides the lowest rMSE across the scenarios considered. MI using linear regression performs slightly worse in terms of biases compared to the IPW, but still within 8% of “true” values (Table A4, Appendix 3). This is because the standard MI is imputing from the incorrect predictive posterior distribution. MI using PMM reduces the biases and
FIGURE 3  Kernel density plots showing the distribution of ATE estimates using inverse probability weighting (IPW) and multiple imputation (MI). These scenarios assumed a normally distributed continuous outcome but differed according to whether there was non-monotone (outcome, confounder, or both) or monotone missing data, across low and high levels of missingness. The dashed vertical line reflects the “true” long-term treatment effect (0.2).
slightly improves precision compared to MI using linear regression; the Kernel density lines mostly overlap between the two MI approaches. Overall, the relative advantage of MI vs IPW is smaller in scenarios with a skewed outcome compared to those with a normally distributed outcome.

The results for the scenarios with misspecification are available in Appendix 4. Overall, the performance of both methods deteriorated under misspecification. For example, biases for the MI went from around 1% to 4%. The relative gains of MI vs IPW decreased across these scenarios, but rMSE was still lower for the former approach.

4.2 Case study

Table 2 provides an overview of the baseline patient characteristics (both time-constant and time-varying) for the etanercept and comparator groups. The sample considered in this study included 13,002 observations from 1,600 patients with rheumatoid arthritis, from January 2011 to April 2017. Similar to RCTs in this area, we restricted our sample to patients with severe disease, who failed to respond to first-line treatment with methotrexate (non-biologic). These patients typically switch between different biologics, that is, treatment varies over time, depending on disease progression.

We included the following time-constant confounders: age, sex, ethnicity (1 if white, 0 otherwise) and education (1 if graduated from college, 0 otherwise). The time-varying confounders were the pain scale index, HAQ disability index, comorbidity index, patient activity scale (PAS—severity of RA symptoms), disease activity score (DAS—severity disease activity), total annual income and smoking status (never, before and currently smoking). On average, RA patients who initiated etanercept were younger, had higher income, slightly lower disability/pain scores, and better quality of life, compared to those who initiated another biologic.

We estimated the propensity scores by regressing treatment receipt on past treatment, outcome, time-constant confounders and time-varying confounders using pooled logistic regression. We then estimated the substantive model by applying a MSM to the reweighted sample, in line with the simulation study. The 95% confidence intervals (CI) were obtained using non-parametric Bootstrap (1000 bootstrap samples).

Figure 5 reports the cumulative ATE of taking etanercept vs never taking at each time point. The differences in the trajectory of ATE over time between MI and IPW are small. Overall, both approaches suggest that RA patients who initiate etanercept and take it continuously for 6 years does not lead to better health-related QoL, compared to sustained treatment with other biologics; 95% CI of mean differences in EQ-5D, both in the short and long-term, crossed zero. The MI

---

**Figure 4** ATE estimates using inverse probability weighting (IPW), multiple imputation using linear regression (MI) and multiple imputation using predictive mean matching (MI-PMM), for scenarios with a right-skewed distributed continuous outcome. All scenarios included both monotone and non-monotone missing data, but differed according to low vs high skewness levels, and low vs high proportions of missing data. The dashed vertical line represents the “true” treatment effect (−0.2).
TABLE 2  Baseline socio-demographics and clinical characteristics of patients who initiated etanercept vs other biologics.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Etanercept  N = 482</th>
<th>Other biologic  N = 1118</th>
<th>Standardized mean differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-constant</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td>58.02 (11.26)</td>
<td>61.75 (11.76)</td>
<td>0.23</td>
</tr>
<tr>
<td>Female, %</td>
<td>413 (85.68)</td>
<td>949 (84.88)</td>
<td>0.02</td>
</tr>
<tr>
<td>White, %</td>
<td>449 (93.15)</td>
<td>1039 (92.93)</td>
<td>0.01</td>
</tr>
<tr>
<td>Graduated from college, %</td>
<td>225 (46.68)</td>
<td>510 (45.61)</td>
<td>0.02</td>
</tr>
<tr>
<td>Time-varying</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total income ($/year)</td>
<td>65135 (35751)</td>
<td>59624 (34016)</td>
<td>0.11</td>
</tr>
<tr>
<td>Smoking status, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Now</td>
<td>31 (6.47)</td>
<td>73 (6.60)</td>
<td>0.02</td>
</tr>
<tr>
<td>In the past</td>
<td>182 (38.00)</td>
<td>432 (39.06)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>266 (55.53)</td>
<td>601 (54.35)</td>
<td></td>
</tr>
<tr>
<td>Pain scale, 0–10</td>
<td>3.60 (2.63)</td>
<td>3.75 (2.68)</td>
<td>0.04</td>
</tr>
<tr>
<td>HAQ score, 0–3</td>
<td>1.04 (0.71)</td>
<td>1.10 (0.72)</td>
<td>0.06</td>
</tr>
<tr>
<td>PAS, 0-10, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 3.7</td>
<td>268 (55.60)</td>
<td>580 (51.88)</td>
<td>0.05</td>
</tr>
<tr>
<td>≥ 3.7</td>
<td>214 (44.40)</td>
<td>538 (48.12)</td>
<td></td>
</tr>
<tr>
<td>DAS, 0–10, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 3.2</td>
<td>285 (59.13)</td>
<td>622 (55.64)</td>
<td>0.05</td>
</tr>
<tr>
<td>≥ 3.2</td>
<td>197 (40.87)</td>
<td>496 (44.36)</td>
<td></td>
</tr>
<tr>
<td>Comorbidity score, 0–4</td>
<td>1.77 (1.36)</td>
<td>1.85 (1.34)</td>
<td>0.04</td>
</tr>
<tr>
<td>Baseline EQ-5D</td>
<td>0.742 (0.147)</td>
<td>0.728 (0.154)</td>
<td>0.07</td>
</tr>
</tbody>
</table>

FIGURE 5  Mean and 95% confidence interval of average treatment effect on EQ-5D of sustained etanercept treatment over the 6-year period. MI, multiple imputation; IPW, inverse probability weighting.
approach reports somewhat more precise (narrower 95% CI) estimates compared to IPW, particularly when there are larger proportions of missing data after year 4.

5 | DISCUSSION

CER studies that use longitudinal, observational data are likely to be affected by time-varying confounding and missing data. Appropriately addressing these two major issues is a necessary step for obtaining unbiased ATE estimates. Considerable attention has been devoted to handling each of these problems separately, but addressing them jointly has received far less attention. Most studies focus on complete case analysis or last observation carried forward, which often result in poor control for the confounding and magnify the biases. Here, we have assessed and illustrated the application of IPW and MI to address missingness in both outcome and time-varying confounder, across monotone and non-monotone missing data settings in the evaluation of time-varying treatments. The simulation study found that both IPW and MI provided mostly unbiased estimates of sustained treatment effects across all scenarios considered. MI consistently provided lower root mean squared error compared to IPW, particularly in settings with larger proportions of missing data and non-monotone missingness.

This article adds to the existing literature in several ways. First, our work considers MI and IPW in settings with time-varying treatments, which has additional implications for the choice of method, compared to settings with point treatments. For example, IPW is often used for tackling confounding over time in addition to the missing data. IPW is most appealing when the model for the weights is relatively simple, and having to combine weights for the confounding and missing data complicates the weighting process considerably.

Second, this article addresses missing data in both outcomes and confounders. Previous studies addressing missing data in time-varying settings have focused on missingness in the confounders. As with our study, those studies suggested that both IPW and MI provide minimal biases in estimating time-varying treatment effects. However, by addressing missingness in outcomes, our article finds that IPW is considerably more inefficient than MI than that suggested by the previous studies. This is because addressing missing outcome data (in addition to missing confounders) requires another set of weights to be estimated for the IPW approach, which leads to more unstable final combined weights, and more variable treatment effects.

Third, missing data in the outcome leads to added complexity for the MI approach. Motivated by the case study, we considered scenarios where the continuous outcome exhibited a non-normal distributions. Using standard MI methods led to somewhat biased estimates of treatment effects, while the IPW approach still provided minimal biases. Using MI with PMM led to lower biases and improved the precision of the estimates. Overall, our article shows that the relative gains of MI over IPW were smaller in scenarios with skewed data, compared to scenarios with normally distributed outcome.

Fourth, our work expands on existing literature by demonstrating the relative advantages of MI for addressing monotone as well as non-monotone missing data. The latter type has received little attention in previous studies but it is typically found in CER studies. For example, outcomes of prime interest to decision makers, such as QoL, are often collected over time using patient-reported questionnaires, which are completed intermittently. Our simulation study suggested that IPW performed particularly poorly in terms of precision compared to MI in scenarios with non-monotone missing data. This is largely driven by the inadequacy of IPMW for dealing with non-monotone patterns; that is, our implementation of IPMW assumed that missing data were monotonic throughout. Recent developments on IPW have considered extensions to non-monotone missing data patterns, but it remains unclear whether these can be incorporated into MSMs.

The study has some limitations. This article focuses on IPW and MI, which are two general missing data approaches that are likely to be valid across a wide range of missing data patterns and mechanisms. A recent study has considered other methods for addressing missing data in settings with time varying confounding, such as “last observation carried forward” and “missingness pattern approach.” However, as the study highlights, these methods may be valid only in a limited number of missing data mechanisms and patterns, and hence were not considered in our article.

For the purposes of this study, the simulations only considered scenarios where data were MAR, as both IPW and MI are expected to be valid under the MAR assumption. If the probability of the outcome and confounder data being observed depends on unobserved values, that is, data are missing not at random (MNAR), then both IPW and MI are likely to be biased. In MNAR settings, the MI approach may provide a more flexible framework to conduct sensitivity analysis to potential departures from the MAR assumption.
Another limitation of our study was the simplification of the time-varying causal pathways, as proposed in Figure 1. The causal mechanisms could be expanded in two ways: (1) by allowing longer-term causal relationships between the variables; for example, impact of the treatment on more distant (future) measurements of the time-varying confounder and outcome. (2) by considering more complex causal relationships. This could include settings where there is an effect modification by time-varying confounding, or reverse causal pathways. Extensions to the time-varying causal pathways are likely to have direct implications for the specification of the MSMs, but it is unclear how this would affect the choice of the missing data approach. This constitutes an interesting avenue for future research.

In conclusion, MI seems to be a more appropriate method for handling missing data in the estimation of time-varying treatments in CER. In this context, missing data tend to permeate both outcomes and confounders, which creates difficulties for the IPW because it requires several sets of weights to be estimated and combined. CER studies are also typically faced with non-monotone missing data patterns and large proportions of missing data, in which scenarios the relative advantages of MI vs IPW tend to be more pronounced.
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