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Figure 1: AI generated image of a social robot that is both cute and creepy using the Image Creator from Microsoft Bing.

ABSTRACT
The increasing prevalence of communicative agents raises ques-
tions about human-agent communication and the impact of such
interaction on people’s behavior in society and human-human com-
munication. This workshop aims to address three of those questions:
(i) How can we identify malicious design strategies – known as
dark patterns – in social agents?; (ii) What is the necessity for and
the effects of present and future design features, across different
modalities and social contexts, in social agents?; (iii) How can we
incorporate the findings of the first two questions into the design of
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social agents? This workshop seeks to conjoin ongoing discourses
of the CUI and wider HCI communities, including recent trends
focusing on ethical designs. Out of the collaborative discussion, the
workshop will produce a document distilling possible research lines
and topics encouraging future collaborations.
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1 INTRODUCTION
Communicative bots such as voice assistants, social (ro-)bots, and
taskbots are increasingly becoming part of everyday life [17, 34],
with work showing how we integrate these agents in our daily
routines [11] while creating emotional bonds with them [24, 25].
As these artificial agents grow in numbers and level of sophisti-
cation, so does the number of questions relating to human-agent
communication. In particular, these agents raise the question: how
do humans relate to artificial entities that are awarded the position
of social agent [12, 16]? We aim to address this question in this
workshop by focusing on three related questions. First, we ask:
how can we identify malicious design strategies – often called dark
patterns [15] – in social agents? Secondly: what is the necessity for
and the effects of certain design features, across different modali-
ties and social contexts, in social agents? And lastly: how can we
incorporate the findings of the first two questions into the design
of social agents?

1.1 From “Computers Are Social Actors” to
Dark Patterns

The Computers Are Social Actors (CASA) framework is one of
the well-known lines of inquiry within HCI research which has at-
tempted to address this question of artificial entities as social agents
[32, 33]. Central to the CASA framework is the proposition that
humans, by defaulting to the cognitive bias of anthropomorphism,
assign social actorship to computational artifacts if said entities
display even the most minimal of social cues such as human-like
visual or vocal qualities (e.g., [33] and [32]). However, the CASA
framework has its limitations as users, technologies, and users’
interactions with these technologies have changed since the frame-
work was first conceptualized in the early 1990s [14, 23].

While the CASA paradigm demonstrates the effectiveness of
anthropomorphism, recent work shines a light on interrelated risks
when exploited. Revolving around the concept of dark patterns,
such work has mainly focused on screen-based strategies to mis-
guide users into unfavorable or even harmful actions to the advan-
tage of service providers. Although there is much variety among
the different types [8, 15, 31], dark patterns can be defined – based
on a meta-analysis by Mathur et al. [29] – as those features of
an interface that “modify the underlying choice architecture for
users” by shaping the “decision space” and “manipulating the in-
formation flow”. The point of convergence between dark patterns
scholarship and the CASA framework is the notion that various
cognitive biases common among humans are encountered through
the design features of a computational artifact, be it a graphical user
interface (GUI) [28] or a social robot [20, 40]. The point of diver-
gence between these two bodies of work is that such engagement
is understood in dark patterns scholarship as malicious in the sense
that these cognitive biases are exploited to the detriment of users.
Indeed, as very recent work by Alberts and Van Kleek suggests,

the CASA framework might benefit from an engagement with dark
patterns research on GUIs [2].

In fact, it can be argued that the conceptual framework of dark
patterns scholarship is better suited than the CASA framework
to answer the question of how humans relate to artificial entities,
including conversational user interfaces (CUIs). Mildner et al. for in-
stance have already argued for expanding dark patterns scholarship
from its narrow focus on GUIs to also include CUIs [30].

1.2 Dark Patterns and Multi-Modal Interaction
Human-agent interaction often involves CUIs (e.g. Alexa, Google
Home, Apple Siri), due to the intuitive nature of this form of com-
munication. But this form of interaction is regularly extended
through novel technologies adding embodiment to the agents,
which changes how users perceive them [7, 22]. Considering this
recent trend, a multi-modal approach becomes necessary in order
to be able to identify dark patterns in social agents. This point is
not just limited to physical embodiment, but can be also extended
to virtually embodied agents. Two observations substantiate this
argument.

First, although there is very little work on dark patterns in social
agents, the existing literature points to the fact that such dark pat-
terns differ from those found in both GUIs and CUIs, as they rely
more – but not exclusively – on embodied or spatial qualities rather
than textual or visual interface elements for their operation. This
has been shown in work on, for example, a class of such agents:
social robots (cf. [21, 22, 38, 40]). In this regard, Shamsudhin and
Jotterand observe that the function of certain embodied design
elements in social robots, like Sony’s Aibo, is to exploit anthropo-
morphism to mislead users into accepting the robot’s alleged auton-
omy whilst simultaneously obfuscating that users endure “affective
blackmail” leveraged for corporate data-collection [40]. Similarly,
Lacey and Caudwell, writing on home robots that function as social
robots by virtue of their “cute aesthetic”, draw attention to the fact
that dark patterns present in embodied interfaces function through
strategies that differ significantly from those of their counterparts
in GUIs and CUIs [22]. This aesthetic is a dark pattern in that it
produces “an emotional response likely to generate misplaced trust
with the user regarding how their data is collected and processed.”
Referencing Lacey and Caudwell [22], Kubota and colleagues no-
tably observe that the possibility of dark patterns in robot design
and subsequent infringement on user autonomy might affect vul-
nerable groups first and foremost, and thus – to put it in terms of
CUI 2023 – constitute non-inclusive design [21]. They observe that
the personalization of robot behavior through individualized data
collection runs the risk of being used to interact deceptively with
users, leveraging an affective bond to obtain from users “sensitive
information” and manipulate them into buying additional goods
and services from the robot’s manufacturer.

The foregoing argument is extended through spatial data collec-
tion with mischievous intent, which requires us to take stock of the
various modalities of interaction alongwhich the data is collected. A
possible starting point for work in this direction has been provided
by Greenberg and colleagues, who have looked at dark patterns in
proxemic interactions. Proxemics refer to how space is perceived
and used in terms of communication through “the conscious or
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unconscious setting of distances between various objects, agents,
and oneself” [39]. Given that Greenberg et al. suggest that such
proxemic interactions are the subject of data-collection and manip-
ulation through dark patterns, their work intimates that research
into dark patterns in social agents would do well to consider four
other forms of non-verbal communication displayed by socially
interactive agents: kinsesics [39], haptics [39], chronemics [39], and
vocalics [1].

Following Saunderson and Nejat [39], it can be noted that to
varying degrees, all of these dimensions of non-verbal communi-
cation are involved in the cognitive framing, recognition of and
response to “robot emotions”, behavioral response, and task perfor-
mance displayed by users in their interactions with social agents.
Cognitive framing refers here to the “process observed in human
psychology by which people develop a certain perspective or ori-
entation on a topic”. In the sense that cognitive framing and the
recognition of and response to agent emotions inform users’ actions
by way of providing or influencing existing heuristics for automatic
or non-reflexive behavior, there might be a clear connection with
research on dark patterns given that heuristics render users “sus-
ceptible to cognitive biases – systematic deviations from rational
judgment” [9].

1.3 Human Feedback Is Part of The Equation
In contrast to the aforementioned effects, certain design features of
social agents might be necessary to create a degree of authenticity
and build trust simultaneously. Features such as the adaption of the
voice [26], an alignment with the user regarding lexical choices [41,
42] or augmenting an agent with embodiment [3, 7, 44] can have
a positive effect on the user’s impression of the agent. Likewise,
the previously stated effect of framing can, for example, be used
to positively influence a user to demonstrate empathy towards a
social agent by using anthropomorphic language [10].

When it comes to examining design features, it is worth taking
a look at the interactions between humans and social agents as a
practice embedded in a socio-cultural and communal context [27].
In this context, the aforementioned design features can facilitate
successful communication and, at the same time, result in counter-
productive social actions, such as showing offensive or disrespectful
feelings [2] or cause users to develop expectations that the current
state of the art cannot meet [19].

The challenge is to strike a balance between creating social
agents that are authentic and facilitate successful interactions while
also avoiding behavior that could harm the user or create false ex-
pectations. Correspondingly, the current workshop aims to address
the intersection of dark patterns and design features features to de-
velop strategies that focus on a human-centered design and reflect
on design features across different modalities in a way that benefits
the users.

2 ORGANIZERS
This workshop is organized by researchers with experience in the
diverse fields connected to our aims. Together, the organizers have
a history in publishing on a variety of topics including human-robot
interaction [20], natural language processing [6, 18], conversational
user interfaces [35, 37, 45–47], dark patterns [30, 31], multi-modal

communication [7, 36, 43], and pervasive and persuasive technolo-
gies targeting user agency [4, 5, 13]. The combination of these
disciplines shall foster collaboration of our trans-disciplinary par-
ticipants and bridge the gap between these fields of research.

Vino Avanesi University of Bremen, Germany. Vino Avanesi is
a Ph.D. student in the Digital Media Lab at the University of Bremen,
where he does research on malicious patterns in conversational
agents from an ethical and political economic perspective.

Johanna Rockstroh University of Bremen, Germany. Johanna
Rockstroh is a Ph.D. Student in the Digital Media Lab at the Uni-
versity of Bremen, where she does research on how to increase
a chatbot’s empathy by using sentiment analysis and knowledge
graphs.

NimaZarghamUniversity of Bremen, Germany. Nima Zargham
is a Ph.D. student in the Digital Media Lab at the University of
Bremen. His research focuses on human-centred approaches for
designing desirable speech-based systems.

Thomas Mildner Universitsy of Bremen, Germany. Thomas
Mildner is a Ph.D. student at the Digital Media Lab at the University
of Bremen. His research focuses on ethical design and developing
technologies to support autonomous decision-making. His work
thereby considers social media platforms but also ubiquitous tech-
nologies including CUIs.

Maximilian A. Friehs Assistant Professor at the University
of Twente, Netherlands. His research focuses on manipulating hu-
man performance, cognition and experiences. This also includes
investigating interactions between humans or human-virtual agent
interactions under different constraints in order to elicit specific
experiences or behaviours.

Leon Reicherts University College London, United Kingdom.
Leon Reicherts is a Ph.D. student at the UCL Interaction Centre.
His research is focused on how conversational interactions can
augment users’ thought processes. The interfaces he designs aim to
achieve this by prompting users to explore alternative possibilities,
perspectives, and approaches for the cognitive task at hand.

Dimosthenis Kontogiorgos Humboldt University of Berlin.
Dimosthenis Kontogiorgos is a PostDoctoral researcher at the Hum-
boldt University of Berlin and is interested in how conversational
agents’ embodiment and non-verbal behaviours affect the process
of establishing, maintaining and repairing common ground.

Nina Wenig University of Bremen, Germany. Nina Wenig is a
Post-doctoral researcher in the Digital Media Lab at the University
of Bremen and works on applying artificial intelligence in new user
interfaces. Her research focus is on automatic and manual image
annotation, chatbots and natural language understanding.

Rainer Malaka University of Bremen, Germany. Rainer Malaka
is professor for Digital Media at the University of Bremen. He is
managing director of the Center for Computing Technologies (Tech-
nologiezentrums Informatik und Informationstechnik, TZI) and
director of the PhD program Empowering Digital Media, funded by
the Klaus Tschira Foundation. His research focus is on multi-modal
interaction, language understanding, entertainment computing,
and artificial intelligence.
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3 PRE-WORKSHOP PLANS
This workshop aims to bring together people from academia and
industry to engage in trans-disciplinary discussions on the topics
of multi-modal anthropomorphism that may lead to problematic
consequences for users. We invite people from various HCI-related
communities to participate in this workshop. These include but are
not limited to human-agent interaction, human-robot interaction,
CUI, and dark pattern and persuasive technologies scholarships. To
reach potential candidates, we will announce a Call for Participation
on multiple threads, including popular social media (e.g., Twitter,
Facebook, LinkedIn), as well as topic-related mailing lists. We will
further directly invite people who publish articles in related fields
in HCI and psychology conferences and journals.

Drawing on past experiences, we anticipate a turnout of 10 to
15 attendees, accompanied by 4 to 6 position papers. Also, we will
put online a workshop website containing the call and key dates,
providing all required information for potential participants. Later,
accepted submissions will be made available on this website before
the workshop starts and kept there for archiving purposes.

The call will ask applicants to submit position papers of 3-4
pages in length, presenting personal work or discussing novel ideas
related to the potential risks and harms of multi-modal features of
social agents, how to address or counter them, and work concerning
dark patterns. We encourage submissions describing research in
progress, preliminary results to be discussed with the community,
methodology proposals, and lessons learned in designing conversa-
tional agents for end users. We further encourage the submission
of papers that address the critical issue of inclusive designs through
conversational interfaces. All submissions will be independently re-
viewed by at least two organizers of this workshop before accepting
applicants for this workshop.

4 OUTLINE OF THEWORKSHOP
The workshop comes at a time when the design of artificial social
agents has to meet the users’ expectations on different levels. There
are various factors involved in designing social agents - many of
these factors involve human-centred design whilst others do so
only indirectly. With the help of the expertise from various research
disciplines in the context of Human-Computer Interaction, the
workshop aims to:
(1) Identify dark patterns in social agents: Collect examples

of social agents’ characteristics and traits that relate to dark
patterns in CUIs.

(2) Discuss the effects and necessity of present and future
design features features in social agents: Evaluate de-
sign features in given social contexts and across different
modalities for relevant applications, ranging from chatbots
to embodied agents.

(3) Identify the impact on the design of social agents: De-
velop ideas on incorporating the findings on dark patterns
and human-like features in social agents into design features
for future social agents.

These aims are implemented within this workshop’s structure
as seen in Table 1.

4.1 Format
The workshop will take place in a hybrid configuration to make it
as accessible as possible. In the same regard, we scheduled the work-
shop to begin in the early afternoon to make it available in as many
time-zones as possible for people to join online. We will use Zoom
as our conferencing solution together with Miro for participants to
engage during sessions. Depending on the turnout, we will try to
have different groups for on-site and online participants to counter
uneven effects that may lead to unfairness during discussions.

4.2 Session 1: Social actor or dark pattern
During the first session, participants will be split into groups of
4-6 people with different backgrounds. In these groups, they will
look both at the present and future by reflecting on and envisioning
emerging threats of (novel) technologies that may require atten-
tion to protect users from harmful interactions. To support their
discourse, this session will incorporate a Miro board for grouping
topics in the form of a card-sorting exercise. We will provide visual
examples from the dark pattern literature to offer inspiration. After
45 minutes, each group will present key points of their agreement
within 2-3 minute retrospectives.

4.3 Session 2: Fostering users’ agency
The second session aims to bring together collected arguments
and provoked thoughts. Again, participants will be divided into
trans-disciplinary groups of 4-6 people (however, new groups will
be formed), particularly mixing people from academia and industry.
Within 30 minutes, focusing on users’ agency, participants will be
tasked with discussing design features social agents should include
to support this aim. We will motivate participants to think about
possibilities to align industry and user incentives while considering
the necessity of guidelines and/or regulations in case features are
otherwise exploited to trick users in the manner of dark patterns.

5 WEBSITE
This workshop will be supported by a website that will contain
a call for participation including related work of our topic. Also,
we will use the website to share accepted position papers of our
participants1.

6 POST-WORKSHOP PLANS
The main aim of this workshop is to bring people together from
different fields and with different perspectives on the potential
risks residing behind the design of social agents in a multi-modal
context. Opening this workshop’s results to the public, all accepted
contributions of the participants will be collected and archived via
our workshop’s website. The participants will also be encouraged
to submit their articles to arXiv. The ideas and discussion points
throughout the session will be documented on an open online plat-
form during and after the symposium. The workshop participants
will be invited to collaborate on future projects arising from the
workshop discussions and talks. Drawing from the potential need

1If this workshop paper gets accepted, we will include a link to a subdomain of the
Digital Media Bremen lab’s website of the University of Bremen with the address
https://www.digital-media-lab.uni-bremen.de/multimodaldarkpatterns/.
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Time
(in UTC+1) Activity Description

13:00 Welcome The organizers will introduce themselves and present the agenda of the workshop.
13:15 Lightning introductions Participants introduce themselves with their position papers in one presentation

slide. If multiple participants authored the same position paper, one person should
take lead but introduce their co-authors.

13:45 Session 1: Social actor or
dark pattern

Based on their position papers, participants will be divided into small groups of 4-6
people. Within their groups, they will discuss emerging designs and technologies
and their potential to be exploited as dark patterns.

14:15 Coffee break
14:30 Sharing the highlights One rapporteur of each group presents key highlights of their group’s discussion

including a Q/A per group.
15:00 Keynote with Q/A, dark pat-

terns in a surveillance capi-
talistic world

Colin Gray, Associate Professor in UX pedagogy at Purdue University, has contributed
essential research to dark pattern scholarship and will talk about the emerging risks
of dark patterns when design regulations and guidelines fail to support users’ agency.

15:45 Coffee break
16:00 Session 2: Fostering users’

agency
Based on the highlighted points of the previous session and keynote, groups of 4-6
participants will discuss how social agents can be designed and developed to set
realistic expectations promoting users’ agency.

16:30 Sharing the highlights One rapporteur of each group presents key highlights of their group’s discussion
including a Q/A per group.

16:45 Preparing the continuation
of the discourse

The organizers will conclude the workshop and promote online tools to carry the
discourse onward.

17:00 End of the workshop

Table 1: Workshop activity schedule

for guidelines and regulations, we will invite participants to collab-
orate and distill the results of this workshop into a refined piece, for
example, in the form of an open letter to stakeholders or a refined
set of guidelines that could be published in a future venue. Lastly,
we will encourage all participants to submit extended versions of
their submissions for a special journal issue which we will aim to
realize.

7 CALL FOR PARTICIPATION
How much should communicative and social agents disclose that
they are not human while their features mislead us to think oth-
erwise? Recent technological advances, including generative AI
that produces human-like language, speech syntheses, and realistic
visuals, widen the scope of possibilities to create human-computer
interactions that may be impossible to distinguish from human-
human interaction in specific environments. Meanwhile, scholars
of the HCI community have increasingly focused on malicious de-
sign strategies, producing a growing list of so-called dark patterns.
However, this discourse has primarily been set on screen-based
interactions. Considering the availability of technologies and the
prevalence of social agents, which, in the wrong hands, can be used
in similarly malicious manners, requires special awareness among
stakeholders regarding the protection of users.

This half-day hybrid workshop will kick off this discourse by
inviting participants from academia and industry to reflect on these
technologies. We will carry over the ongoing discourse of dark
patterns to social agents and conversational user interfaces and

consider the need for design guidelines and regulations to ensure
users’ safety.

Applicants are invited to submit position papers of 3-5 pages in
length (ACM single-column format including references) to present
their related research findings, novel ideas, and work-in-progress.
We invite submissions covering, but not limited to, the following
topics:

• Persuasive technologies for CUIs
• Embodied conversational agents
• Ethical caveats in CUIs and HRI
• Mechanisms of preventing deceptive design in CUIs and HRI
• Effects of specific dark patterns in CUIs/multimodal interfaces
• Tasks & activities in CUIs/multimodal interfaces at risk of dark
patterns

• Dark patterns specfic to CUIs/multimodal interfaces but not to
GUIs

Submissions will be reviewed by at least two workshop organizers
and admitted based on their quality, relevance to the topic, and
diversity. For each submission, at least one author must attend the
workshop. Key details can be found below:

• Submission deadline: 2nd of June, 2023
• Acceptance Notification: 14th of June, 2023
• Send position papers to: multimodaldarkpatterns@gmail.com
• Website: www.digital-media-lab.uni-bremen.de/multimodaldarkpatterns
• Date and time: 19th of July, 13:00 p.m. - 17:00 p.m. (UTC+2)
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