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Abstract— Recent advancements in hybrid closed-loop
systems, also known as the artificial pancreas (AP), have
been shown to optimize glucose control and reduce the
self-management burdens for people living with type 1 dia-
betes (T1D). AP systems can adjust the basal infusion rates
of insulin pumps, facilitated by real-time communication
with continuous glucose monitoring. Empowered by deep
neural networks, deep reinforcement learning (DRL) has
introduced new paradigms of basal insulin control algo-
rithms. However, all the existing DRL-based AP controllers
require a large number of random online interactions be-
tween the agent and environment. While this can be val-
idated in T1D simulators, it becomes impractical in real-
world clinical settings. To this end, we propose an offline
DRL framework that can develop and validate models for
basal insulin control entirely offline. It comprises a DRL
model based on the twin delayed deep deterministic policy
gradient and behavior cloning, as well as off-policy eval-
uation (OPE) using fitted Q evaluation. We evaluated the
proposed framework on an in silico dataset containing 10
virtual adults and 10 virtual adolescents, generated by the
UVA/Padova T1D simulator, and the OhioT1DM dataset, a
clinical dataset with 12 real T1D subjects. The performance
on the in silico dataset shows that the offline DRL algorithm
significantly increased time in range while reducing time
below range and time above range for both adult and
adolescent groups. The high Spearman’s rank correlation
coefficients between actual and estimated policy values
indicate the accurate estimation made by the OPE. Then,
we used the OPE to estimate model performance on the
clinical dataset, where a notable increase in policy values
was observed for each subject. The results demonstrate
that the proposed framework is a viable and safe method
for improving personalized basal insulin control in T1D.

Index Terms— Artificial pancreas, deep learning, dia-
betes, off-policy evaluation, offline reinforcement learning

I. INTRODUCTION

TYPE 1 diabetes (T1D) is a group of metabolic disorders
that affect millions of people worldwide and is the most

common form of childhood diabetes [1]. Due to the insufficient
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insulin production by the pancreatic β-cell, people living with
T1D require exogenous insulin administration in the long-term
self-management of blood glucose (BG) concentration, aiming
to maintain BG levels in a therapeutic target range (70-180
mg/dL) and minimize the presence of adverse glycemic events.
Hyperglycemia, generally defined as BG above 180 mg/dL, is
the main cause of long-term macrovascular and microvascular
complications, such as retinopathy, neuropathy, nephropathy,
and coronary heart disease [2]. Meanwhile, BG concentration
below 70 mg/dL is usually classified as hypoglycemia, which
is more dangerous than hyperglycemia and is often associated
with intense complications, such as seizures, angina, and
coma [3]. Severe hypoglycemia would lead to life-threatening
events and even increase the risk of death [4].

The standard therapy of insulin replacement in T1D is
known as basal-bolus insulin regimen, which mimics the
insulin secretion by the pancreas and can be delivered through
either multiple daily injections (MDIs) or continuous subcuta-
neous insulin infusion (CSII). Bolus insulin is administered at
mealtime to compensate for the postprandial glucose increase,
while basal insulin, referred to as background insulin, aims
to regulate BG during fasting. Compared with conventional
MDIs, CSII with insulin pump therapy has been demonstrated
to effectively reduce HbA1c, glycemic variability, and the
severity and frequency of hypoglycemia frequency in random-
ized controlled clinical trials [5]–[7].

The use of real-time continuous glucose monitoring (CGM)
systems [8] has increased rapidly in recent years, and they
have been shown to reduce severe hypoglycemia in people
with T1D either using MDI therapy [9] or CSII therapy [10],
[11]. Combining insulin pumps, CGM, and control algorithms,
hybrid closed-loop glucose control systems, also known as
the artificial pancreas (AP), are emerging in recent outpatient
studies and have been shown to further improve glucose
control while reducing the self-care burdens in T1D man-
agement [12], [13]. In this case, basal insulin is continuously
delivered with small insulin doses 24 hours a day. The real-
time communication between CGM and insulin pumps enable
AP control algorithms to adjust basal rates (BRs), i.e., infusion
rates of basal insulin, every few minutes according to the
resolution of CGM. An ideal insulin regimen would ensure
that BRs match individual’s physiological needs and thus
optimize glucose control. However, the key challenge lies in
large inter- and intra-subject variability in clinical settings that
affect insulin sensitivity [14], [15], due to a variety of internal
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and external factors, such as meal ingestion, physical activities,
and recurrent illness. Therefore, intelligent algorithms for
personalized basal insulin control are needed to fully exploit
the benefits of AP, which can automatically adapt to real-time
changes in physiological states.

Reinforcement learning (RL) is a category of machine
learning technologies in artificial intelligence, which offers
promise in various practical healthcare applications [16]. It
has been increasingly integrated into glucose control over the
past decades [17], [18]. Meanwhile, deep learning, another
branch of machine learning, has been widely applied in T1D
management [19] and achieved state-of-the-art performance in
glucose prediction [20]–[23], by taking advantage of a large
amount of CGM data. Integrating with deep learning technolo-
gies, deep reinforcement learning (DRL) employs deep neural
networks to extract hidden representations from observations
in the Markov decision process. DRL has achieved expert-level
control in a number of complex tasks with a high-dimensional
environment, such as robotics [24], the game of Go [25], drug
design [26], and even nuclear fusion [27]. Pioneering work has
demonstrated that DRL is an effective solution to optimize the
policy of hormone administration in AP systems [28]–[34].

However, several notable limitations exist in these studies,
which hamper the widespread adoption of DRL in actual
T1D management. Existing approaches, including our previous
work [31]–[33], have primarily relied on online learning in
T1D simulators, involving long-term error and trial explo-
ration, which is possible in virtual simulation but impractical
and unsafe in clinical settings. Furthermore, none of these
studies has evaluated algorithms on real clinical datasets to
demonstrate the generalization of DRL models, due to the
lack of methods for off-policy evaluation (OPE). Therefore,
in this study, we propose an offline DRL-OPE framework to
overcome these limitations, which addresses the challenges
of policy learning and evaluation in basal insulin control. By
utilizing both in silico and clinical datasets, we validate the
effectiveness and generalization of the proposed algorithms. In
particular, the OhioT1DM dataset is employed for evaluation,
which consists of the data of 12 people with T1D on pump
therapy. It should be noted that the length of the clinical dataset
is eight weeks, which is shorter than that of the in silico
dataset (nine months), mainly due to the high cost of clinical
trials. The details of the datasets are presented in Section IV-
A. The proposed framework exhibits promising performance
and provides a viable method to develop and evaluate clinical
decision support algorithms in T1D management.

II. RELATED WORK

As mentioned earlier, a major obstacle to the use of DRL
in the healthcare field is that in most cases, an agent needs
to dynamically interact with the environment after being
randomly initialized. In this regard, the UVA/Padova T1D
simulators, including versions S2008 [35] and S2013 [36],
provide a perfect platform that allows agents to freely explore
different actions or exploit the learned policy. The version
S2013 is upgraded from the version S2008 by incorporating
a nonlinear hypoglycemia model and counter-regulation (i.e.,

glucagon administration), which was accepted by the US Food
and Drug Administration for pre-clinical in silico trials and
has been proved to match the observations in actual clinical
trials [37]. Most existing studies on glucose control and DRL
developed algorithms in the UVA/Padova T1D simulators and
reported primary outcomes based on in silico population.

Employing the UVA/Padova T1D simulator (S2008), deep
Q-networks (DQNs) [28] and proximal policy optimiza-
tion [29] were proposed to control basal-bolus insulin with
discrete insulin doses. Similarly, Fox et al. [30] proposed
a soft actor-critic algorithm with continuous action space,
which exhibited low glycemic risk on 2.1 million hours of
simulated data. Meanwhile, Zhu et al. [31], [32] applied
double DQNs based on dilated recurrent neural networks [22]
to optimize single-hormone (basal insulin) and dual-hormone
(basal insulin and glucagon) control in the UVA/Padova T1D
simulator (S2013). Later, the authors proposed the deep deter-
ministic policy gradient (DDPG) to recommend bolus insulin
at mealtimes using the same simulated environment [33].
In [34], the authors used the Hovorka model [38] for in silico
simulation and developed a trust-region policy optimization
algorithm for basal insulin control.

Fortunately, recent breakthroughs in offline DRL [39]–[43]
and OPE [44]–[46] respectively address the problem of policy
learning and policy evaluation on fixed historical datasets
instead of online interactions with environments. A major
challenge for offline DRL is the trade-off between distribu-
tional shift and policy improvement, which is generally tackled
by either using policy constraints [39]–[41] or value function
regularization [42], [43]. Fitted Q evaluation (FQE) [45] is a
promising OPE method that has been demonstrated to provide
accurate estimates of policy values for several large benchmark
datasets [47], [48], as well as for a healthcare application of
sepsis treatment [49].

III. METHODS

In this section, we describe the problem of basal insulin con-
trol using the framework of offline DRL and OPE, where of-
fline DRL enables offline policy learning (i.e., model training),
while OPE is used for offline policy evaluation (i.e., model
validation and testing). As shown in Fig. 1, the framework
includes a total of four steps. The first step is to train offline
DRL agents with different hyperparameter settings to obtain
multiple policies. Then we train a value function for each
learned policy with the OPE method and the same training
data in step two. Next, we use the trained OPE to estimate
policy values on validation data and select the best policy with
the highest value in step three. The final step is to evaluate
the selected policy on testing data and/or in clinical trials to
demonstrate unbiased performance. The optimal policy can
provide the subject with the strategy of basal insulin control,
and new transitions are generated to expand data collection.
Table II in Appendix presents the notations used in this work.

A. Problem Formulation
The DRL environment of glucose control can be modelled

as a Markov decision process, denoted by a tuple M =
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Fig. 1: System architecture of developing glucose control algorithms in T1D management using the proposed offline DRL and
OPE framework. The thin and thick arrows indicate the input and output of each module, respectively. The model training,
validation, and testing are performed in completely offline settings. The proposed algorithms can be applied to either a simulated
T1D subject or a real T1D subject.

(S,A, T , r, γ, ρ0), where S denotes the state space; A is a set
of actions; T (st+1|st, at) defines the transition distribution;
r : S ×A 7→ R is the reward function; γ ∈ (0, 1] is a discount
factor, and ρ0 represents the distribution of initial states.

In general, the goal of DRL is to optimize the performance
of a policy π(at|st) in a given environment or on a historical
dataset D in terms of offline settings. Typically, such an offline
dataset is collected from one or multiple behavior policy
πβ(at|st), which may be different from π(at|st), and contains
a set of historical transitions D = {sit, ait, sit+1, r

i
t}, where

rt = r(st, at). Denoting an episode (i.e., a trajectory) τ with
a length of L, the dataset can also be defined as D = {τ i},
where τ = (s0, a0, r0, . . . , sL, aL, rL), and s0 ∈ ρ0. The
state-value function is the excepted return when an agent starts
from a state s and follows the policy π, which is defined as

V π(s) = Eπ[
∞∑
k=0

γkrt+k+1|st = s]. (1)

To quantitatively estimate offline performance of DRL on D,
policy value vπ is a common metric [47]–[49] that computes
the expected state value of initial states with the distribution
ρ0, which can be denoted as

vπ(ρ0) = Es0∼ρ0 [V π(s0)]. (2)

In particular, we incorporate the glucose control into M as
follows.

1) States: In an AP system, the BRs are frequently ad-
justed according to the real-time CGM measurements and the
information of daily activities. Therefore, we model the states
using the features extracted from a CGM sequence during the
past hour and the external events recorded by insulin pumps
or smartphone apps for diabetes management, which were
selected according to the feature processing in our previous
work and other studies in the literature [28], [29], [31]–[34].

We consider a total of seven features for glucose patterns,
including the current BG level, the mean, maximum, and
minimum values of the sequence, the maximum difference
between adjacent measurements, and percentages of hypo- and
hyperglycemia. The cyclical encoding of timestamps, time and
amount of last carbohydrate ingestion and meal insulin bolus
are also included in the states. In real-life scenarios, the infor-
mation of carbohydrates and insulin bolus can be provided by
built-in bolus calculators of insulin pumps and is unlikely to be
missing, but it is common that dietary data are accompanied by
variability and misestimation. In this case, personalized DRL
algorithms are capable of adaptively learning this variability
from personal habits or patterns and thus maintain good BG
control. These features provide essential information to the
DRL controller in three ways. First, glucose features represent
glycemic variability, rates of glucose changes, and trends of
glucose levels in the past hour, indicating current glucose
dynamics. Second, exogenous events, including meal intake
and insulin bolus delivery, have long-term impacts on glucose
levels. Lastly, information on times of the day enables the
model to learn time-varying basal rate profile.

During the feature selection process, we undertook model
validation through exhaustive search. This enabled us to in-
vestigate various feature combinations and select the subset
that achieved the best validation performance, i.e., the highest
policy values, as shown in the third step of Fig 1. In this
procedure, we excluded several factors from the full feature
set: glucose sequences from the previous hour, low blood
glucose index (LBGI), and high blood glucose index (HBGI).

2) Actions: The action space is continuous, defined by the
amount of BRs. In offline settings, we do not need to explicitly
specify the range for random exploration.

3) Rewards: We design a reward function based on the
clinical targets of time in range (TIR), time above range
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Fig. 2: Reward function based on the clinical metrics of TAR,
TIR, and TBR in glucose control.

(TAR), and time below range (TBR), which are the standard
metrics of glucose control recommended by the International
Consensus [50]. In particular, TIR refers to the percentage of
time that a T1D subject spends within the euglycemic range
(70-180 mg/dL). TBR is the percentage of time spent in the
hypoglycemic region and can be divided into level 1 (54-70
mg/dL) and level 2 (below 54 mg/dL). Similarly, TAR stands
for the percentage of time spent in hyperglycemia and can be
divided into level 1 (180-250 mg/dL) and level 2 (above 250
mg/dL). Hence, we use a piecewise function with multiple
slopes to compute a reward rt using the current BG level at
st and the intervals of clinical targets, as depicted in Fig. 2,
which penalizes the agent when BG levels move toward hyper-
glycemia or hypoglycemia. The design of this reward function
is also based on the experiments of our previous study [31]
that explored different reward functions for online DRL in
basal insulin control. The step function enables significant
differences between the rewards for euglycemia and hypo- and
hyperglycemia and motivates the DRL agent to perform the
actions that lead to high TIR. We denote this reward function
as a TIR reward. Another TBR reward function is used in
OPE to estimate hypoglycemia performance, which assigns -1
to a BG level below 70 mg/dL and 0 otherwise. We terminate
episodes when a BG level is below 40 mg/dL or above 450
mg/dL, indicating that there is a medical emergency.

B. Offline Deep Reinforcement Learning

In our previous work, we demonstrated the effectiveness
of Double DQNs and DDPG in improving glucose control
through online learning [31]–[33]. However, in this study,
we adopt a distinct approach for basal insulin control using
the twin delayed deep deterministic policy gradient (TD3)
algorithm [51] within the proposed offline learning frame-
work. By using target networks, delayed policy updates, and
target policy smoothing, TD3 outperformed DDPG in bench-
mark environments [51]. Furthermore, combining a behavior
cloning regularization, TD3 has been demonstrated to be a
minimalist method to achieve state-of-the-art performance in
offline tasks [40], which has much lower complexity and
computational cost when compared with other offline DRL
algorithms [42], [43]. The behavior cloning regularization is
a straightforward modification that incorporates a supervised
learning loss to encourage the policy to prioritize actions
present in the historical dataset. This technique is desirable in

the context of glucose control, where the agent aims to achieve
similarity to historical actions while also accommodating
necessary adaptations to effectively handle diverse clinical
scenarios. Therefore, we choose this variant of TD3 to learn
personalized glucose control for T1D subjects using previously
collected clinical data.

As an actor-critic approach, we first formulate the state-
action value function (i.e., critic) Qπ updated by the Bellman
equation as follows:

Qπ(st, at) = rt+1 + γEst+1∼T (st+1|st,at)[V
π(st+1)], (3)

which is the expected return when an agent starts from a
state st and takes action at. Parameterized by deep neural
networks with parameters θ and ϕ, we denote the Q function
and policy (i.e., actor) by Qθ and πϕ, respectively. By doing
this, we update Qθ by temporal difference learning with the
temporarily frozen target Q-network Qθ′ and actor network
πϕ′ . To reduce overestimation bias, TD3 uses twin Q functions
(i.e., Qθ1 and Qθ2 ) to select a less biased value estimate in
each updating step. In offline settings, we sample a mini-batch
B with M transitions d = (st, at, st+1, rt) from D to calculate
the loss L of temporal difference learning as follows

L(θi) = Ed∼B[(rt+1 + γ min
j=1,2

Qθ′j (st+1,πϕ′(st+1) + ϵ)

−Qθi(st, at))2],
(4)

where ϵ ∼ clip(N (0, σ)) is a clipped random noise to
mitigate overfitting and smooth estimation in the deterministic
policy. Furthermore, to mitigate the challenges of extrapolation
error and distributional shift, we incorporated a behavior
cloning term in the policy gradient of the actor update. This
term, as proposed in [40], has been shown to effectively
address these issues in offline DRL settings. The definition
is as follows:

J (ϕ) = Ed∼B[λQθ1(st, πϕ(st)− (at − πϕ(st))2], (5)

where J is the loss function; λ = α(Ed∼B|Qθ1(st, at)|)−1 is
a normalization factor calculated by the mean absolute values
of Qθ1 , and α is a weighting factor. The overall process of
developing offline DRL is summarized in Algorithm 1.

Algorithm 1 Developing Offline DRL
Input: Randomly initialized θ1, θ2, and ϕ, training data Dtrain,
interval to delay policy update td, averaging factor µ
Output: Learned policy πϕ

1: Set target networks: θ′1 ← θ1, θ′2 ← θ2, ϕ′ ← ϕ
2: for steps t ∈ 1, 2, . . . , TDRL do
3: Sample a mini-batch B from Dtrain
4: Update Qθi for the critic using L(θi) in Equation (4),

for i = 1, 2
5: if t mod td = 0 then
6: Update πϕ for the actor using J (ϕ) in Equation (5)
7: θ′i ← (1− µ)θ′i + µθi, for i = 1, 2
8: ϕ′ ← (1− µ)ϕ′ + µϕ
9: end if

10: end for
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C. Off-Policy Evaluation

The goal of OPE is to estimate the performance of DRL
models using historical datasets and thus to rank and select
polices, which enables us to assess the personalized glucose
control algorithms without conducting actual clinical trials.
Particularly, we choose FQE as the OPE method with the
implementation by Paine et al. [47], considering it provided
accurate and robust estimation in healthcare settings [49].
Given a evaluation policy π with parameters ϕ, FQE initializes
a critic with parameters ψ and retrains it using bootstrapping
targets of the Bellman equation and a supervised learning loss
as follows:

L(ψ) = Ed∼B[(rt+1 + γQψ′(st+1, πϕ(st+1))

−Qψ(st, at))2].
(6)

The pseudo-code of OPE is presented in Algorithm 2, where
the output is the estimated state-value function V̂ π(s). As-
suming a group of candidate policies {π1, π2, . . . , πN} with
different hyperparameters is obtained in offline DRL by Al-
gorithm 1, we can apply OPE to estimate a set of state-value
functions {V̂ π1(s), V̂ π2(s), . . . , V̂ πN (s)}. Using a validation
set with the initial state distribution of ρval

0 , we estimate policy
values {v̂π1(ρval

0 ), v̂π2(ρval
0 ), . . . , v̂πN (ρval

0 )} by Equation (2),
as scalar scores to rank the candidate policies. Various reward
functions can be used as input r′ to evaluate model perfor-
mance in different ways. As a result, the optimal policy π∗
with the best scores is selected. Then, the control performance
can be measured by either policy value v̂π

∗
(ρtest

0 ) for testing
data or clinical metrics obtained in clinical or in silico trials.
Fig. 1 illustrates this process.

Algorithm 2 Developing OPE
Input: Randomly initialized ψ, training data Dtrain, update
interval tu, policy to be evaluated πϕ, reward function r′

Output: Estimated V̂ π(s) = Qψ(s, π(s))

1: Set target networks: ψ′ ← ψ
2: for steps t ∈ 1, 2, . . . , TOPE do
3: Sample a mini-batch B from Dtrain
4: Update Qψ for the critic using L(ψ), reward function
r′ in Equation (6)

5: if t mod tu = 0 then ψ′ ← ψ end if
6: end for

IV. EXPERIMENTS

A. Offline Datasets

We conducted the experiments using two offline datasets
to validate the clinical efficacy of the proposed algorithm, of
which the details are summarized as follows. In both datasets,
the BG levels were measured by CGM every five minutes.

1) In Silico Data: An in silico dataset was generated by the
UVA/Padova T1D simulator (S2013) [36], which includes nine
months of data of 10 virtual adults and 10 virtual adolescents.
To emulate the variations of insulin sensitivity, we introduced a
set of additional intra-subject variability [52] by adjusting meal
intake protocols and the parameters of physiological models

in the simulator. Specifically, the meal times of breakfast,
lunch, and dinner followed normal distributions with mean
values of 7:00, 14:00, and 21:00, respectively, and a standard
deviation of 30 minutes. The corresponding carbohydrate
amount for the three types of meals also followed normal
distributions with mean values of 70, 110, and 90 grams,
and a coefficient of variation of 10%. The misestimation
of carbohydrate counting was assumed to follow a uniform
distribution with an interval of [0.7, 1.1]. The variability
of insulin sensitivity was simulated by adjusting parameters
along a time-varying sinusoidal pattern with an amplitude of
30%. We assumed that the parameters of meal absorption
and carbohydrate bioavailability were drawn from uniform
distributions between ±30% and ±10%, respectively. These
scenarios and parameters vary along the day or from meal
to meal for each individual, which amounts to intra-subject
variability.

During data generation, the virtual subjects used personal-
ized BR profiles and the low glucose suspend (LGS) [53] to
control basal insulin and employed a standard bolus calculator
to compute meal insulin [54]. The LGS has been demonstrated
to significantly reduce the exposure to hypoglycemia in clin-
ical trials [55] and therefore is used as a baseline method to
generate demonstration data for DRL. We divided the in silico
dataset into a development set containing the first six-month
data and an unseen testing set containing the remaining three
months of data to provide an unbiased evaluation. The last
two months of data in the development set were used as a
hold-out validation set, while the training set included the first
four-month data.

2) Clinical Data: The publicly available OhioT1DM
dataset [56] is employed to the analyze the proposed frame-
work. It contains data of 12 people with T1D over an eight-
week clinical trial. Each participant wore a Medtronic Enlite
CGM sensor to measure BG levels and a Medtronic 530G
or 630G insulin pump to deliver basal and bolus insulin,
where a personalized BR profile was used. Notably, the
T1D participants frequently set temporary BRs during the
self-management to manually adjust basal insulin delivery,
including zero BR for suspension, to meet insulin needs for a
specified period of time, such as physical activities.Thus, we
use such personalized BR (PBR) control as a baseline method,
in order to reflect the performance of real-world glucose
control. Each subject in the OhioT1DM dataset is associated
with two XML files. The first file contains approximately
six weeks of data, which we employed as development data.
We performed an 80/20 split to generate a training set and
a hold-out validation set, with the latter consisting of the
final 20% of the developmental data. The second file includes
approximately two weeks of data, which we used as a hold-out
testing set. Fig. 8 in Appendix visually illustrates this process.

B. Experimental Setup and Evaluation Metrics

The offline DRL algorithms developed by in silico data were
evaluated by both simulation and OPE with the same meal
scenarios and variability. Aiming to investigate the clinical
performance, we first initialized the simulator using the initial
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state of the whole testing set for each subject and delivered
basal insulin with the control strategy of the offline DRL
algorithms through a three-month simulation. To evaluate the
outcomes, we use a group of clinical metrics. Besides the
aforementioned TBR (level 1 & 2), TIR, and TAR (level 1
& 2), we employed LBGI and HBGI to indicate the risk of
adverse glycemic events. The mean of BG levels measured
by CGM is also presented. We performed the paired t-test
to indicate the statistical significance after using the Shapiro-
Wilk test to confirm normality. Furthermore, various control
algorithms have been investigated in basal insulin control for
both MDI [57] and CSII therapy [30], [58]. Among these,
proportional-integral-derivative (PID) control is a popular
method, which we use as an additional baseline method in this
work. We tuned the setpoint and three personalized parameters
(i.e., gains) for proportional, integral, and derivative terms in
online simulation with the same length of the development
set (i.e., six months), where grid search [30] was performed.
Then the personalized PID controller was tested on the same
three-month simulation.

Secondly, we evaluated the offline DRL algorithms with
OPE and investigated how well the OPE estimation matches
actual policy values. In this case, we initialized the simulator
using the initial state of each episode in a testing set (ρtest

0 )
and obtained actual policy values by calculating rewards and
state-values through in silico simulation for each episode. It
is important to note that this is an additional step conducted
purely for evaluation purposes and is not an integral part of
the proposed offline DRL framework in Fig. 1.

For the real clinical data, the offline DRL algorithms were
evaluated by the OPE only since the clinical trials on the
same T1D subjects cannot be performed. All the deep learning
algorithms were developed by Python 3.8, PyTorch 1.9, and
NVIDIA GTX 1080 Ti GPU. The episodes and transitions
of datasets were structured by the d3rlpy framework [59]. Ta-
ble III in Appendix summarizes the values of hyperparameters.

C. Performance on In Silico Dataset

1) Clinical Metrics: Table I presents the results
(Mean±STD) of glucose control for the adult group
and adolescent group through the three-month simulation,
which was evaluated by the clinical metrics. It is worth
noting that, when compared with the LGS baseline method,
the offline DRL algorithm significantly enhanced TIR for
the two virtual cohorts and achieved smaller TAR and TBR.
In particular, level 1 TBR, level 1 TAR, and level 2 TBR
decreased in both groups, while level 2 TAR was maintained
in the adult group. Meanwhile, we observed that the offline
DRL algorithm reduced the HBGI and LBGI, indicating
a lower risk of hypo- and hyperglycemia, and exhibited
smaller mean CGM glucose, indicating more stable BG
concentrations. This comprehensive analysis suggests that the
offline DRL algorithm effectively improved glucose control
for the subjects in the in silico dataset. Fig. 9 in Appendix
shows the ensemble plots of the ambulatory glucose profile
for an adult subject and an adolescent subject to indicate
day to day variation of the simulation. It is observed that
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Fig. 3: Scatter plot of the comparison between OPE estimation
and actual policy values for the two cohorts and the two reward
functions.

the performance on the adult group is better than that on
the adolescent group. This is because glucose variability
in adolescents is larger than that in adults, and adolescents
usually have lower body weight in the simulation [36]. To
improve the performance on the adolescents, a potential
solution is to introduce dual-hormone control (i.e., glucagon
delivery), as demonstrated by our previous study [31].
When compared with PID, significant improvements were
also obtained by offline DRL for all the clinical metrics.
In the experiments, we observed that PID is effective to
minimize the distance between the process variable (i.e.,
mean CGM) and the setpoint (i.e., target glucose levels),
but it is challenging for PID to handle scenarios with large
variability, such as an overdose of meal insulin bolus, which
limits its performance for reducing TAR and TBR.

2) OPE Quality: To investigate whether OPE is a reliable
method for policy evaluation, we analyze the quality of OPE
by a direct measure of rank correlation, which has been
widely adopted in existing studies [47]–[49]. Fig. 3 depicts
the scatter plot of normalized OPE scores and actual policy
values, where the TIR and TBR rewards were used for the
adult and adolescent cohorts. We performed the Spearman
correlation analysis and obtained rank coefficients ρ of 0.98
(p < 0.001) and 0.91 (p < 0.001) for TIR and TBR rewards,
respectively, indicating high correlation and good ranking
statistics. The solid green line stands for the results of the
linear regression between the two variables, and the shaded
area is a 95% confidence interval. A regression coefficient of
0.99 (p < 0.001) was achieved. These results demonstrate that
the OPE method estimated accurate policy value and can be
used to evaluate model performance in offline settings.

3) Policy Values: The ladder plots in Fig. 4 and 5 show the
improvement of the normalized policy values achieved by the
proposed offline DRL algorithm in the adult and adolescent
groups, respectively, when compared with the LGS baseline
method. Of note, the offline DRL algorithm enhanced the
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TABLE I: Performance of glucose control on the virtual adult and adolescent cohort through a three-month simulation

Adults Adolescents
Metric PID LGS Offline DRL PID LGS Offline DRL
TIR (70− 180 mg/dL) (%) 72.9± 5.2† 75.7± 6.1† 78.1± 6.7 51.7± 5.0† 57.4± 12.7∗ 59.9± 8.6
TAR (> 180 mg/dL) (%) 23.0± 3.1 21.3± 6.4∗ 19.5± 6.8 43.5± 3.3∗ 38.4± 14.5 36.7± 9.8

Level 1 (181− 250 mg/dL) (%) 20.1± 2.2 19.5± 5.1∗ 17.4± 5.4 28.6± 4.4∗ 24.5± 2.1∗ 23.8± 2.6
Level 2 (> 250 mg/dL) (%) 2.6± 1.4 2.1± 2.0 2.1± 1.9 14.9± 7.0∗ 14.6± 14.4 12.2± 9.1

TBR (< 70 mg/dL) (%) 4.1± 2.5∗ 3.0± 1.5∗ 2.4± 1.7 4.8± 2.5 4.2± 2.6† 3.4± 2.2
Level 1 (54− 69 mg/dL) (%) 2.3± 1.3 1.9± 0.9 1.6± 1.1 2.6± 1.4 2.4± 1.2† 2.0± 0.9
Level 2 (< 54 mg/dL) (%) 1.8± 1.3∗ 1.1± 0.8 0.8± 0.5 2.2± 1.4 1.8± 1.8† 1.4± 1.5

LBGI 1.20± 0.64 0.87± 0.41 0.76± 0.48 1.47± 0.65 1.51± 1.39† 1.24± 1.10
HBGI 4.64± 0.51 4.24± 1.29 3.98± 1.67 9.95± 2.17∗ 9.82± 6.69 8.37± 3.27
Mean CGM (mg/dL) 146± 8 144± 10 141± 13 174± 13 171± 35∗ 165± 18
∗p ≤ 0.05 †p ≤ 0.01.
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Fig. 4: Comparison of policy values between the LGS baseline
and the offline DRL algorithm for each T1D subject in the
virtual adult group.

Baseline DRL-OPE

0.0

0.2

0.4

0.6

0.8

1.0

Po
lic

y 
Va

lu
e

(a) TIR reward

Baseline DRL-OPE

0.0

0.2

0.4

0.6

0.8

1.0

Po
lic

y 
Va

lu
e

(b) TBR reward

Fig. 5: Comparison of policy values between the LGS baseline
and the offline DRL algorithm for each T1D subject in the
virtual adolescent group.

policy value for each T1D individual in the two groups.
Specifically, as indicated by the black dashed lines, the mean
policy values significantly increased by 32.6% (p < 0.01)
and 47.0% (p < 0.01) for the TIR and TBR rewards,
respectively, in the adult group, while the mean policy value
was significantly improved by 36.2% (p < 0.01) for the
TIR reward and 33.5% (p < 0.01) for the TBR reward in
the adolescent group. These results indicate that the offline
DRL algorithm is expected to improve glucose control by
simultaneously increasing TIR and decreasing TBR for the
virtual cohorts, which are consistent with the clinical results
reported in Table I. Fig. 6 shows examples of BG trajectories
and corresponding basal insulin delivered by the offline DRL
and LGS algorithms. With the same initial state, the use of

offline DRL algorithm successfully avoided severe reactive
hypoglycemia, nocturnal hypoglycemia, and postprandial hy-
perglycemia. The offline DRL control promptly adjusted BRs
when the measured BG levels tended to move outside of the
target range, resulting in higher policy values for both reward
functions in the same episodes. The insulin sensitivity of the
virtual adult and adolescent population in the UVA/Padova
T1D simulator varies from 30 to 90 mg/dL/U and has a median
value of around 50 mg/dL/U [36]. Thus, a change of 0.6-1 U
in basal insulin can result in an increase or decrease in BG
levels by 30-50 mg/dL, as shown in Fig. 6.

D. Performance on Clinical Dataset

Fig. 7 depicts the normalized policy values of the PBR
baseline method and offline DRL algorithm for real T1D
subjects. A notable increase in policy values for each subject
was observed in terms of the two reward functions. Compared
with the PBR baseline, the offline DRL algorithm substantially
improved the mean policy values by 45.3% (p < 0.01) for both
the TIR and TBR rewards, as shown by the black dashed line.
An upward trend in policy values indicates that the algorithm
obtains larger returns when applied to the target T1D subjects,
thereby yielding improved TIR and TBR performance. This
is in line with the TIR and TBR reward functions that we
carefully crafted in Section III-A.3. Therefore, as depicted
by the logic sequence in Fig. 10 in Appendix, we anticipate
that using the trained offline DRL models can outperform the
temporary BR settings of the PBR control and achieve better
glucose control for the OhioT1DM dataseset.

Table IV in Appendix shows the glycemic variability of
the OhioT1DM dataset with PBR. It is noted that the TIR,
TBR, TAR, LBGI, HBGI, and mean CGM of the real dataset
are close to those of the virtual adult and adolescent groups
(Table I), which indicates that the in silico simulation reflects
the real-world scenarios well.

V. DISCUSSION

A. Comparison With Existing Studies

To the best of our knowledge, this is the first study that
applies offline DRL or OPE to basal insulin control in T1D
management, and this is also the first study that combines
offline DRL and OPE to solve a healthcare problem. The
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Fig. 6: Examples of BG trajectories and corresponding BRs controlled by the offline DRL algorithm and the LGS baseline
method. The use of the offline DRL algorithm prevented the potential adverse glycemic events that occurred in the LGS control.
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Fig. 7: Comparison of policy values between the PBR baseline
and the offline DRL algorithm for each T1D subject in the
clinical dataset.

proposed framework has the potential to be applied to many
other health problems, such as sepsis management [49], [60].
It should be noted that the novelty of this work also lies in
the innovations in the aforementioned four-step framework,
such as the design of a T1D-specific Markov decision process
and a customized UVA/Padova simulator (S2013) with an
OpenAI Gym interface. Due to different datasets and various
experimental settings, it is difficult to draw a head-to-head
comparison of the numeric results of clinical metrics or policy
values. However, in our previous work [31], we identified that
optimizing glucose control by adjusting a single hormone (i.e.
basal insulin) is a challenging task. The reported TIR and
TBR results on the in silico dataset (Table I) are comparable
with those by the online DRL algorithm after training agents
through thousands of simulated days. Although a two-step
transfer learning framework was proposed in [31] to mitigate
the high demand for personalized data, it still needs to fine-
tune the policy with online interactions, where an undertrained
agent may produce dangerous actions at the beginning of
clinical trials. Moreover, the proposed DRL algorithm conser-
vatively updated the policy by behavior cloning regularization
with a weighting factor α (Equation 5), where a smaller α
means the update is more inclined to imitation learning. As
shown in Fig. 6, the BRs of the DRL algorithm were close

to those of the LGS method, and notable differences were
only observed when there was a risk of adverse glycemic
events. Although this feature may lead to limited performance
improvements, it prevents the DRL policy from deviating
too far from behavior polices πβ , aiming to avoid out-of-
distribution actions and provide better safety guarantees for
healthcare applications.

Several studies [28]–[30] added meal insulin bolus into
action space and obtained new control strategies for total
insulin delivery through long-term random exploration (e.g.,
millions of simulated hours), which is not feasible for real-
world scenarios. In the literature, the parameters of the bolus
calculator, such as the insulin-to-carbohydrate ratio, insulin
sensitivity (i.e., the correction factor), were optimized for meal
insulin dosing in T1D simulators [52], [61], [62], including
our previous work with online DRL [33]. However, these
parameters are not available in current public T1D datasets.
The number of transitions of meal insulin bolus is quite limited
(i.e., three or four times per day), while a wide range of
carbohydrate content in food ingestion requires a large action
space. Therefore, these parameters have not been considered
in developing personalized offline DRL control yet, due to
insufficient historical data. If a large amount of real-world
data with these parameters are available in the future, we
will consider optimizing them by extending our previous
work [33]. The scenarios considered in this study are the same
as the real use case of most AP systems [12]. That is, users
manually enter carbohydrate amounts into insulin pumps that
calculate meal insulin bolus with bolus calculators, while BRs
can be adjusted at the same resolution of CGM (i.e., every five
minutes), using built-in personalized control algorithms. Such
a real-time setting enables BR changes at different times of
the day and thus optimizes basal profile for each individual.

Currently, the existing studies on DRL [28]–[34] validated
their models by simulators rather than actual clinical datasets,
and their therapeutic benefits for real T1D subjects were un-
proven. Expert assessment [63] and a Bayesian framework [64]
with Markov-Chain Monte Carlo strategy to estimate physio-
logical models trace by trace (i.e., episode by episode) [62]
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were used to evaluate supervised learning algorithms on glu-
cose control, but these assessment methods are either costly
or time-consuming, especially when the size of testing data
is large. In this regard, OPE provides a convenient method to
evaluate control algorithms on clinical data and can be adopted
by many existing models without much difficulty.

B. Model Implementation

The model implementation is essential to the decision
support systems for people living with T1D in daily self-
management. Thus, aiming at on-device deep learning for
model inference, we implemented the actor network of the
offline DRL model on an iOS smartphone by converting
the PyTorch model into the TensorFlow Lite format through
the Open Neural Network Exchange framework. Then we
analyzed the run-time and memory usage of the embedded
model using a customized diabetes management app (Fig. 1)
developed in our previous work [23]. The experiment was
repeated 50 times. After the app received a BG measurement
from Dexcom G6 CGM, it took an average of 5.2 ms and 2.1
MB of memory to compute a BR for basal insulin delivery.

Such end-to-end implementation of a personalized con-
trol algorithm would incentive the development of the do-
it-yourself artificial pancreas (DIY AP) [65], [66], in which
people with T1D are able to build AP systems by them-
selves. However, the existing controllers in DIY AP, such
as OpenAPS, AndroidAPS, and Loop, adjust BRs based on
fixed physiological parameters and simple formulas but lack
personalized algorithms to meet real-world challenges of inter-
and intra-subject variability [67]. By employing the proposed
offline DRL framework, the users can train, update and evalu-
ate personalized insulin control algorithms based on their own
historical data collected during daily self-care.

C. Limitations and Future Work

A potential limitation of this study lies in matching the OPE
metrics with actual clinical targets. In this work, we chose the
policy value as a primary metric since it is a straightforward
measure of the return of episodes and exhibited better accuracy
in previous studies [47], when compared with other OPE
metrics, such as soft off-policy classification [68]. Using the
TIR reward function (Fig. 2), we can expect that good TIR
performance would be achieved by the evaluated policy if
the policy value is large. Nevertheless, we cannot guarantee
that TBR would not rise in extreme cases. Improving TIR
without the increase in TBR is a critical consideration of
glucose control [50]. Therefore, we introduced a TBR reward
function to compute an additional policy value in OPE and
only selected policies that obtained both good TIR and TBR
policy values in model validation. Another limitation is that the
proposed offline DRL needs to be further improved to increase
TIR before being tested in actual clinical trials. According to
the recommendations from the International Consensus [50],
the clinical targets of BG control for adults and adolescents
are > 70% and ∼ 60%, respectively. Although we achieved
these targets in the UVA/Padova T1D simulator (S2013) with

additional intra-subject variability, it is much more challeng-
ing to control BG levels in real-life scenarios. Hence, the
proposed framework will also be evaluated on large-scale
clinical datasets with more diverse populations than that of
the OhioT1DM dataset in future work. In addition, during the
long-term use of the control algorithm, T1D subjects might
experience changes in behavior or physiological conditions.
In this case, transfer learning or meta-learning techniques can
be integrated into the proposed DRL framework, which can
fine-tune deep learning models using approximately two weeks
of data [69]. If there are significant changes, we will retrain
the DRL model from scratch using six months of data.

State-action values (i.e., Q values) have been used to
compare RL policy with clinician policy in healthcare ap-
plications [60]. Q values are the same as the state values in
Equation (1) if the policy is deterministic. Although policy
values are highly correlated with the occurrence of adverse
glycemic events, there is a lack of an explicit relationship
between OPE metrics and specific BG trajectories. To this
end, we will develop data-driven and physiological-based
personalized simulators and integrate them with OPE methods
in future work. Besides, more in silico experiments need
to be conducted before the clinical use of the offline DRL
algorithm, for which a new version of the UVA/Padova T1D
simulator (S2017) [15] will be considered. It is noted that
recent T1D simulators have incorporated physical activities
and exercise [70], [71]. These data could be used as additional
input features and integrated into the states of the Markov
decision process as formulated in Section III-A.1. If high-
quality exercise data are collected in real clinical trials, the
offline DRL algorithm could be further applied. The models
can also be directly implemented on insulin pumps by edge
computing [23] and partnering with manufactures.

VI. CONCLUSION

Aiming to improve automated glucose control in T1D
management, we propose an offline DRL-OPE framework
to optimize BRs for basal insulin delivery. A TD3 model
with behavior cloning regularization and an FQE-based OPE
method were adopted to develop the control algorithms, which
ensure that the model training, validation, and testing can be
completed offline without performing actual clinical trials or
requiring the assessment by human experts. The proposed
algorithm was validated on in silico and clinical datasets,
which significantly enhanced TIR while reducing TBR and
TAR. This improvement also extended to other clinical targets
in the three-month simulation. A promising increase in policy
values was also noted in the OPE analysis for both datasets.

We envision that the proposed framework would benefit AP
systems by using a safe offline process to build and implement
personalized control models. It also has great potential to
accelerate the development of RL-based algorithms for many
other healthcare applications.

APPENDIX

A. Notations
Table II presents the notations used in this article.

This article has been accepted for publication in IEEE Journal of Biomedical and Health Informatics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JBHI.2023.3303367

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University College London. Downloaded on August 29,2023 at 16:11:31 UTC from IEEE Xplore.  Restrictions apply. 



10 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2017

TABLE II: Notation table

Variable Definition
M,S,A, T , r, γ,
ρ0

Markov decision process, state space, action space,
transition distribution, reward function, discount factor,
distribution of initial states

π, at, st, rt Policy, the action, state, and reward at timestep t
D, τ, L Dataset, trajectory, the length of trajectory
V, v,Q State value, policy value, state-action value
θ, θ′, ϕ, ϕ′ Weights of Q-network (critic), target Q-network

(critic), actor network, target actor network in DRL
θ1, θ2 Weights of the first and the second Q-network of twin

Q functions in DRL
B,M, d Mini-batch, batch size, transition
L, ϵ,J , λ, µ Temporal difference (critic loss), clipped random

noise, actor loss, normalization factor, Polyak averag-
ing factor

ψ,ψ′ Weights of critic and target critic in FQE
V̂ , v̂ Estimated state-value function, estimated policy value
td, tu Interval to delay policy update in DRL, interval to

update target networks in FQE

Development Data
(six weeks)

Training Set Validation 
Set

80/20 Split Hold-Out 
Samples

Testing Data
(two weeks)

ID-ws-testing.xml

Testing Set

Hold-Out 
Samples

ID-ws-training.xml

Fig. 8: Data split for the OhioT1DM dataset.

B. Clinical Data Split
Fig. 8 shows the process of dividing the OhioT1DM dataset

into training, validation, testing sets.

C. Hyperparameter Tuning
Table III summarizes the hyperparameters used in this work.

The hyperparameters were selected by grid search in model
validation using OPE, as described in Section III-C.

Parameter Value
Actor learning rates 5× 10−5

Batch size M 64
Critic learning rates 1× 10−4

Discount factor γ 0.97
Episode length L 72 (6 hours)
Hidden units of network layers [256, 256, 256]
Interval to delay policy update td 2
Interval to update target networkstu 100
Normalization constant σ 1× 10−3

Number of DRL training steps TDRL 3× 104

Number of OPE training steps TOPE 2× 104

Proportion of soft update µ 0.01
Regularization factor α 2.5

TABLE III: List of hyperparameters

D. Ambulatory Glucose Profile
Fig. 9 shows the day-to-day ambulatory glucose profile

for a virtual adult and a virtual adolescent using LGS and
offline DRL control. It is noted that, compared with LGS,
the proposed offline DRL algorithm simultaneously reduced
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Fig. 9: Ambulatory glucose profile for a virtual adult and a
virtual adolescent over the three-month testing period.

TAR and TBR for the adult subject and notably improved
hypoglycemia outcomes for the adolescent subject.

E. Evaluation Logic Sequence
Fig. 10 demonstrates how we evaluate the offline DRL

algorithm on real data. The policy values achieved by the
algorithm are strongly correlated with TIR and TBR, thereby
providing a measure of glucose control performance.

F. Glycemic Variability of the Real Dataset
Table IV shows the glycemic variability of the OhioT1DM

Dataset. The performance is obtained through PBR control.
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