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ABSTRACT

This paper starts by presenting a nonlinear algebraic analysis of hybrid glulam sections, including ductile compression-softening constitutive models obtained via regression analysis of material test data, to compute full-range admissible values of moment ($M$), co-existent curvature ($\kappa$) and excluded-area axial force ($F_{ea}$) for the sections. The ($M \times F_{ea}$) states, double-checked by treating the section alternately as discretised and as a continuum, are clustered into ($M \times \kappa$) and ($F_{ea}$ data-sets that permit regression-analysis of $\kappa$ and $F_{ea}$ as polynomial functions of $M$. For any load on a glulam member the $M$ profile is known, so $\kappa(M)$ is a more efficient route to calculating deflections than is $M(\kappa)$. The $\kappa(M)$ and $F_{ea}(M)$ constitutive functions, which enable assessment of any section state without tedious recalculation, are fused with longitudinal compatibility and equilibrium requirements to predict the joists' nonlinear responses up to ultimate. Using quartic or Glos compressive constitutive models, spreadsheet-coding of this framework is shown to predict nonlinear local ($\kappa(M)$) and global (load-deflection) responses close to test data, also axial and longitudinal-shear stress redistributions mimicking FE predictions for distributed- or point-loaded hybrid glulam joists comprising combinations of poplar, blue-gum, maritime-pine and larch. The results show that post-peak reductions on compressive stress-strain curves cause through-depth reversal of longitudinal-shear at high moments.

1. Introduction

Timber has a long history as a construction material. The industrial revolution saw uses of timber and stone drop in favour of concrete and steel, but there is now a resurgence of interest in timber for inspired applications in flexural and axial-flexural members [1,2]. This is owing to timber’s excellent specific mechanical properties, low-carbon credentials, availability of machinery for processing it into engineered members with good quality control on material properties, and the ease with which it is prefabricated into modules [2].

In these applications, a notable influencing factor on the load response is timber’s asymmetric constitutive behaviour between tension and compression along the grain. Under tensile stress timber is linear up to brittle fracture, while in compression the material exhibits distinct softening behaviour that gives rise to a nonlinear stress–strain characteristic which approximates ductility in the approach to failure. This change of constitutive behaviour with stress reversal (albeit along a given line) may be viewed as another manifestation of anisotropy in timber. The nonlinear compressive behaviour is insignificant for flexural applications where the timber is overall a tension bottom chord, e.g. in timber-concrete composites under positive moments [3–6]. However, it can be pronounced in applications where the timber is a compression top chord as in steel-timber composites under positive moments [7], or a compression bottom chord as in timber-concrete composites under negative moments [8], or indeed where longitudinal timber joists act non-compositely e.g. in timber bridges with decks comprising transverse timber slats [9], or also as timber columns [10].

Multiple models have been used to describe the nonlinear compressive strain–stress behaviour of timber in the parallel-to-grain direction. The bilinear model is often used, comprising an ascending segment up to a peak stress, followed by a linear falling segment [11–14]. As an alternative, Lam et al. [15] used a cubic polynomial function for the compressive behaviour up to peak stress, thus giving a sectioned polynomial model for the strain–stress relationship. Glos et al. developed a constitutive model describing the compressive curve which gives a good approximation up to failure [16,17]. Further, different three-dimensional constitutive models for timber have been developed to describe the elasto-plastic nature of the material [18–20].

These parallel-to-grain constitutive behaviours mean that, if designed properly, a timber joint in flexure under load can be made to exhibit significant ductility by activating nonlinear behaviour in the peak compression zone before brittle failure occurs in the peak tension...
zone. Hybrid joists show strong potential to achieve such ductile failures because they can be optimised to combine modest strength ductile material in the compression zone with high strength material in the tension zone. In other words, the hybrid glulam joists use lamellae of different strength classes arranged in stacking sequences that promote softening of the extreme compression zone at advanced stages of flexure. The joist’s overall failure behaviour is thus dominated by nonlinear compression ductility before fracture occurs in the tension zone. Another approach to enhance ductility is the use of steel reinforcement designed to yield before the timber fails in flexure.

In both cases the ductility is manifest either at the local section level via the moment-curvature plots, or at the global member level via the load-deflection plots. Using flexural tests, Martins [21] showed member level ductility for maritime pine-poplar and blue gum-poplar hybrid joists, while Tomasi et al. [23] showed section level ductility for poplar-larch and poplar-spruce hybrids.

Alongside testing, it is important to have a nonlinear analysis tool for predicting member response particularly in the approach to failure, when stresses and deflections show increasing rates of change with load. Prediction of deflections is important given the low moduli of timbers and the need to understand global ductility characteristics, while prediction of flexural and longitudinal shear stress redistributions is crucial to understanding failure modes.

It is desirable to build these nonlinear predictive capabilities into an interactive, universally accessible application such as a spreadsheet that is rigorously based on structural mechanics. To that end, Shioya [22] used algebraic analysis to explore timber-steel hybrids. The present paper strongly advances these above previous studies by presenting a computational framework, founded on two section constitutive characteristics (SCCs) each defined by a high-order polynomial equation, for nonlinear structural analysis of hybrid glulam members. The SCCs emerge from data sets defining co-existent values of curvature (κ), moment (M) and excluded area axial force (F_a) which mathematically define the nonlinearly evolving section states from the unloaded condition to failure. In order to define each admissible (M, κ, F_a) state, section compatibility requirements based on relaxing shear deformations are combined with experimentally-based tensile and compressive material constitutive behaviours, subject to the equilibrium requirement for zero net axial force on the section.

Once the moment diagram is established for any given load, the SCCs enable rapid and full determination of the corresponding section states along a glulam member, throughout the nonlinear regime. This avoids tedious recalculation of section states from scratch, which renders this approach both computationally-efficient and time saving.

This twin-SCC based computational framework embeds three novelties, namely:

1. It double-checks the (M, κ, F_a) states which underpin the SCCs, by treating the section alternately as discretised into thin layers (the individual axial force and moment contributions of which are summed) and as a continuum (for which integration is used as the summation tool).
2. It reverses the traditional M(κ) approach by using κ(M) as one of the section constitutive characteristics. That is to say, curvature is expressed as a polynomial function of moment by conducting regression analysis of the derived (M, κ) data set. This chimes with the fact that M is naturally the independent variable with respect to κ, since the moment diagram is readily obtained for any given applied load. Hence, based on the moment diagram, κ(M) has the advantage of enabling ready determination of the curvature profile along the span, which in turn hugely facilitates determination of the deflection profile at any stage of nonlinearity. Moreover, the continuity of the κ(M) polynomial function avoids the need, for intermediate values of M, to interpolate between the original points.
3. This study further introduces a F_a(κ, M) constitutive characteristic which, when combined with longitudinal equilibrium considerations, as illustrated later, permits prediction of longitudinal shear-bond stresses at any stage of nonlinearity. These stresses are important at the adhesively-bonded interfaces between lamellae and within the timber parallel to the grain where the shear stress capacity can be limited.

This computational framework is powerful, because (as shown later) it quantifies local and global ductile behaviours, along with nonlinear stress redistributions in good agreement with tests (displacements only) and FE analysis (both displacements and stresses). Also, very importantly, there is a universality about the framework, because it is eminently suited to implementation in a spreadsheet. Hence it can be implemented in design offices (where nonlinear analysis capabilities are often limited) as well as in research environments.

In what follows the fundamentals and spreadsheet implementation of the framework are presented. Then, results from its use are compared with test and FE outputs for the two experimental programmes described earlier, namely one by Martins [21] and the other by Tomasi et al. [23]. Finally, in closing, potential wider applications of this computational framework are discussed.

Note that the commercial software program ABAQUS has been used to generate the FE results. To that end it must be emphasised that the experimental data permit validation of the present computational framework’s predicted load-deflection behaviour, but not of its predicted shear stresses. It is the Abaqus finite element modelling (itself verified via the test load-deflection data) which permits validation of

![Flow chart of the computational framework.](image-url)
the flexural and shear stress predictions from the computational method.

2. Computational modelling strategy

2.1. General description

The computational modelling strategy for ductile hybrid glulam joists is founded on the hierarchical approach shown in Fig. 1, whereby the material level constitutive behaviour feeds into the section level and finally the overall member level constitutive behaviours. The approach utilises high order polynomial curve fits (obtained by regression analysis) to mathematically define the materials’ experimentally obtained constitutive behaviours. After so-defining material behaviour, the approach moves on to define the hybrid sections’ constitutive behaviours by combining the resulting material nonlinear stress–strain behaviour with compatibility (namely linear through-depth distribution of flexural strains with zero shear deformation) and equilibrium of stress resultants. Fig. 2 outlines this methodology based on discretisation of the section into N thin layers. In order to check the validity of this approach, an alternative (described in Section 2.3) based on treating the section as a continuum was also used.

It was observed that the overall accuracy of the computations is influenced by the fidelity (number of decimal places) of the polynomial coefficients particularly of the higher order terms. As an example, for the sections used by Martins [21], Table 1 shows the differences obtained (using the present approach) in section neutral axis heights (NAH) and bending moments, when one decimal place was used instead of six for the material constitutive coefficients. It is seen that while the NAH was virtually unaffected, the section moment exhibits an 11.6% increase due to the change in decimal places. Now 1.116 can be comparable to some safety factors used in structural design codes, so an 11.6% error may be considered on the limit of acceptability. Thus, to eliminate the error, the coefficients in the polynomial equations were used to several significant figures.

Another important issue in this study is adequate representation of the nonlinear flexural stiffness variation along the span, especially in the zones of maximum and varying moment. To that end note, in the first two lines of Fig. 2(b), use of the section flexural stiffness profile to inform the distribution of calculation sections along the span, with zones of rapidly changing stiffness prompting more closely spaced sections. This point will be picked up again later in this paper during the verification study.

It is worth recalling the notable feature of this approach that the full range of each relevant section constitutive characteristic (namely the $\kappa(M)$, $F_{ea}(M)$ and indeed the $EI(M)$ constitutive curves from the unloaded
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<table>
<thead>
<tr>
<th></th>
<th>Neutral Axis Height (mm)</th>
<th>Section Bending Moment (kNM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Six decimal coefficients</td>
<td>45.45</td>
<td>20.50</td>
</tr>
<tr>
<td>One decimal coefficient</td>
<td>45.54</td>
<td>22.88</td>
</tr>
<tr>
<td>Percentage Difference</td>
<td>0.2%</td>
<td>11.6%</td>
</tr>
</tbody>
</table>

![Fig. 3. Material constitutive behaviour from study by Martins [21].](image)
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section up to failure) is determined only once, including definition of a polynomial equation via regression analysis of the data points, this equation then being repeatedly used in tandem with any admissible values of moment and shear force derived from global equilibrium along the joist. This means that the relevant section response does not have to be re-calculated from scratch for admissible moment values in-between those corresponding to the original points on the characteristics. This feature makes the present computational strategy both computationally efficient and time-economic.

2.2. Material constitutive behaviour

The parallel-to-grain uni-axial stress–strain relationship for each timber species is presented as a high-order polynomial equation obtained by regression analysis (curve fits) of the available material test data. For the two verification examples considered later in this paper, four species of timber, namely Maritime Pine (MP), Blue Gum (BG), Poplar (BP) and larch were used. Multiple coupon tests were conducted in one study by Martins [21] on three of the timber species, and in the other independent study by Tomasi et al [23] on two of the species, to check consistency and to limit errors within the test data. Fig. 3, which presents both the original test data points and the curve-fits for the study by Martins, shows that each species exhibits linear behaviour up to fracture under tensile stress, while in compression the relationship is initially linear with the same slope as the tension side, but then is followed at higher strains by a nonlinear regime and finally becomes a near-plateau in the close approach to failure.

For the study by Martins, a quartic equation has been adopted to describe the compressive stress–strain behaviour before the plateau as a nonlinear function of strain. On Fig. 3 T, CN and CP indicate the conclusions of the tension, compression nonlinear and compression plateau stages. The linear compression stage occurs only at low strains and the exact range is difficult to identify, so it is incorporated within the nonlinear function rather than being presented as a linear equation. The first derivative (tangent elastic modulus) of the quartic equation at the origin is similar to the slope of the tension linear equation as reflected by the equivalent left and right slopes at the origin in Fig. 3. That is to say, the tension and compression elastic moduli at zero strain are very

<table>
<thead>
<tr>
<th>'</th>
<th>Stage</th>
<th>Regression Equation</th>
<th>( \epsilon ) Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>BG</td>
<td>Tension</td>
<td>( \sigma = 21666.748862\epsilon ) ( (R^2 = 0.999874) )</td>
<td>0.00603–0</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>( \sigma = -77259308571.5\epsilon^4 + 647392495.136719\epsilon^3 - 3416932.682854\epsilon^2 + 22928.677606\epsilon ) ( (R^2 = 0.999999) )</td>
<td>0.000456</td>
</tr>
<tr>
<td></td>
<td>Nonlinear Compression plateau</td>
<td>( \sigma = 0.333779\epsilon + 61.347797 ) ( (R^2 = 1) )</td>
<td>0.00456–0.01945</td>
</tr>
<tr>
<td>BP</td>
<td>Tension</td>
<td>( \sigma = 10179946638\epsilon ) ( (R^2 = 0.999895) )</td>
<td>0.00683–0</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>( \sigma = -2206134657.75\epsilon^4 + 11051617.880856\epsilon^3 - 1006350.775227\epsilon^2 + 11785.587267\epsilon ) ( (R^2 = 0.999969) )</td>
<td>0.000456</td>
</tr>
<tr>
<td></td>
<td>Nonlinear Compression plateau</td>
<td>( \sigma = 0.152905\epsilon + 32.630275 ) ( (R^2 = 1) )</td>
<td>0.00456–0.02418</td>
</tr>
<tr>
<td>MP</td>
<td>Tension</td>
<td>( \sigma = 1377444640\epsilon ) ( (R^2 = 0.999975) )</td>
<td>0.00621–0</td>
</tr>
<tr>
<td></td>
<td>Compression</td>
<td>( \sigma = -6251016383.625\epsilon^3 + 434624728.515625\epsilon^2 - 1845411.974476\epsilon + 14063.318406\epsilon ) ( (R^2 = 0.999995) )</td>
<td>0.000483</td>
</tr>
<tr>
<td></td>
<td>Nonlinear Compression near plateau</td>
<td>( \sigma = 0.101937\epsilon + 39.750765 ) ( (R^2 = 1) )</td>
<td>0.00483–0.02445</td>
</tr>
</tbody>
</table>

Fig. 4. Section H3 (from Martins [21]) at advanced compression nonlinearity.
similar to each other. These material constitutive equations, used later in the verification study based on the work by Martins [21], are summarised in Table 2. For the second verification study based on the work by Tomasi et al, a Glos model [16,17] was used for compression behaviour, as explained later.

2.3. Section constitutive behaviour

It is assumed that the through-depth distribution of flexural strain is linear, with zero slip between lamellas. The starting point for the section computations is the assumption of a material admissible strain (\(\varepsilon_0\)) at top of the section along with an assumed value for the associated neutral axis height NAH. That is to say, the section analysis starts by presupposing \(\varepsilon_0\) to provide the initial strain condition, then a value of NAH is also guessed to enable the analysis to proceed. As shown in Fig. 4, in one approach the cross section is divided into \(N\) thin layers of the same thickness. The strain at mid-thickness of layer \(i\) is obtained as Equation (1) where \(y_i\) indicates the height of layer \(i\) and \(H\) refers to the height of the joist section.

\[
\varepsilon(y_i) = \frac{y_i - \text{NAH}}{H - \text{NAH}}
\]

The bending stress at layer \(i\) is then derived by applying the material constitutive equation \(\sigma(\varepsilon)\) to the given strain value \(\varepsilon(y_i)\), then the corresponding axial force \(dF_i\) on layer \(i\) is determined as the product of the layer stress \(\sigma(y_i)\) and the layer’s cross sectional area \(dA_i\). Axial force equilibrium of the entire section is achieved when the summation of \(dF_i\) across all layers equals to zero, as shown in Fig. 2(a).

In one approach, the above framework is used to compute the axial forces for all layers of the hybrid timber section. The sum of these layer forces may then be obtained as a function of the guessed NAH value. By coding the computations into an Excel spreadsheet, the “Goal Seek” function is used to iterate towards the NAH value which, for the given \(\varepsilon_0\) value, enables the condition of zero net axial force on the section to be met. By successively incrementing the value of \(\varepsilon_0\) and by finding the associated admissible NAH value as above, multiple section states from unloaded up to failure may be mathematically defined.

In the alternative approach, which is used to double-check the results from the layered approach, the compatibility (linear through-depth strain), material constitutive and axial force equilibrium requirements are combined using elemental calculus and integration, so as to emerge from the section analysis with a high order polynomial equation in NAH as the unknown. For the hybrid section H3 from Martins [21], used in the verification study presented later, the right hand side of Eq. 4 shows the key quantities required to produce this overall section high order polynomial equation for an advanced stage of nonlinearity. To that end Fig. 4 indicates the section layout, the through-depth strain distribution and the corresponding constitutive regimes (i.e. where the materials are along the stress–strain curves) for a state of pronounced compression softening in the upper reaches of the section.

Expression of the constitutive equations in terms of \(\varepsilon_0\) and \(y_i\) for the materials at different stages of behaviour through the section depth, can be found in Table 3.

Expression of the section’s zero axial force equilibrium requirement via a highly nonlinear equation in NAH as derived using the calculus approach, is exemplified in Equations (2) and (3). Note that the axial force from each constitutive zone identified in Fig. 4 is calculated as the product of the width of the section (92 mm) and the summation of the stress \(\times\) elemental area within each zone summarized in Table 3.

\[
F_{BP,\text{comp}} + F_{BG,\text{comp}} + F_{BP,\text{zero}} + F_{BG,\text{zero}} = 0
\]

(2)

\[
\int_0^{24-\text{NAH}} [10179.946638 \left(\frac{\varepsilon_0}{Y}\right)] dy + 92 \int_0^{24-\text{NAH}} [21666.748962 \left(\frac{\varepsilon_0}{Y}\right)] dy = 0
\]

(3)

Using either the layer-based summation approach or this overall section polynomial equation approach, the “Goal Seek” function in Excel can be used to iterate through the computations until the admissible value of NAH is found by two independent means. Recalling that \(\varepsilon_0\) is automatically within the top layer material’s compressive limit, it is also necessary to check whether the strain \((\varepsilon_{\text{bot}})\) at the base of the section exceeds the base material’s limit in tension, i.e. whether material failure has occurred. If it has not, then the section curvature \(\kappa\) is obtained as Equation (4), namely:

\[
\kappa = \varepsilon_{\text{bot}}/\text{NAH}
\]

(4)

Note that in the layer-based approach, the bending moment contribution \((dM_i)\) from each layer is obtained as the product of the element force \((dF_i)\) in that layer and the lever arm \((\gamma_i - \text{NAH})\) between the neutral axis and that layer, see Fig. 2(a). The section moment is then calculated as the summed contribution from all layers. Alternatively, in the continuum approach, the section’s moment equation is obtained by integrating the calculus moment expression for an elemental strip, as presented in Equation (5) for the section and state assumed in Equation (3).

\[
M = 92 \int_0^{24-\text{NAH}} \left[ -2206134657.75 \left(\frac{\varepsilon_0}{Y}\right)^4 + 11051617.880859 \left(\frac{\varepsilon_0}{Y}\right)^3 - 1066350.775227 \left(\frac{\varepsilon_0}{Y}\right)^2 + 11785.587267 \left(\frac{\varepsilon_0}{Y}\right) \right] dy + 92 \int_0^{120-\text{NAH}} [0.333778 \left(\frac{\varepsilon_0}{Y}\right) + 61.347797] dy + 92 \int_0^{120-\text{NAH}} [10179.946638 \left(\frac{\varepsilon_0}{Y}\right)] dy + 92 \int_0^{24-\text{NAH}} [21666.748962 \left(\frac{\varepsilon_0}{Y}\right)] dy
\]

(5)
### Table 3
Stress as a function of $y$.

<table>
<thead>
<tr>
<th>Species (regime)</th>
<th>Regression Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP (nonlinear)</td>
<td>$\sigma = -2206134657.75(\varepsilon_0 Y)^4 + 11051617.88 \varepsilon_0 (\varepsilon_0 Y)^3 - 1006350.72 \varepsilon_0 (\varepsilon_0 Y)^2 + 11785.58 \varepsilon_0 Y$</td>
</tr>
<tr>
<td>BP (plateau)</td>
<td>$\sigma = 0.152905(\varepsilon_0 Y) + 32.630275$</td>
</tr>
<tr>
<td>BG (plateau)</td>
<td>$\sigma = 0.333778(\varepsilon_0 Y) + 61.347797$</td>
</tr>
<tr>
<td>BP (tension)</td>
<td>$\sigma = 10179.946638(\varepsilon_0 Y)$</td>
</tr>
<tr>
<td>BG (tension)</td>
<td>$\sigma = 21666.748962(\varepsilon_0 Y)$</td>
</tr>
</tbody>
</table>

**Fig. 5.** Spreadsheet layout for the layered approach.
Fig. 5 gives an example of the spreadsheet layout for the layered approach at a highly nonlinear stage for section H3.

The above analysis procedure is repeated with a gradually increasing top strain $\varepsilon_0$ at each new step. The curvature $\kappa$ and associated bending moment $M$ output from each such cluster of computations are recorded. Collectively, the $(M, \kappa)$ points define section constitutive behaviour for curvature as a function of moment $\kappa(M)$ from zero curvature until section failure when either the top or the bottom strain reaches the material ultimate strain in compression or tension respectively. Note that the moment $M$ is taken as the independent variable in $\kappa(M)$, so as to link the section constitutive behaviour to the along-joist equilibrium behaviour as shown shortly.

2.4. Member (joist) deflection profile

For known load and boundary conditions, the curvature distribution along the joist is determined by combining the section constitutive behaviour $\kappa(M)$ with the moment profile $M(x)$ at multiple locations along the span, where $x$ is the distance along the beam from a suitable reference. Then, regression analysis (curve-fitting) of the $(\kappa, x)$ points leads to a polynomial equation expressing curvature as a function of span location. This defines $\kappa(x)$, which is then successively integrated (including boundary conditions) to give the rotation $\theta(x)$ and deflection $\delta(x)$ profiles. Hence in addition to its use for defining the constitutive characteristics, the curve-fitting process is also valuable for addressing longitudinal compatibility relationships. Shear deflections are neglected.
because they are proven (as will be shown later in the paper) to be much smaller than those due to flexure.

2.5. Longitudinal shear bond stress

Fig. 6 provides a free body diagram of a short portion of the joist with an excluded area as cross section, in order to mathematically define the longitudinal shear bond stress ($\tau$) based on equilibrium. For the layered approach as shown, the excluded area’s axial force $F_{ea}$ equals the summed layer forces (based on flexural stresses) from the section base to layer number $p$. Scrutiny of Fig. 6 suggests that the shear bond stress $\tau$ is linearly correlated to the longitudinal gradient of $F_{ea}$, as proven in Equation (6).

$$F_{ea} + dF_{ea} = F_{ea} + twdx$$

Using the chain rule of differentiation:

$$\tau = \frac{1}{w} \frac{dF_{ea}}{dx} \cdot dM$$

It should be noted that $dF_{ea}/dM$ indicates the tangent gradient of the excluded area’s axial force-moment constitutive characteristic (which is conveniently obtained by differentiating the regression polynomial equation derived for that characteristic), while $dM/dx$ is equivalent to the shear force $V$ which develops within the member at the section of interest. Therefore:

$$\tau = \frac{1}{w} \frac{dF_{ea}}{dM} \cdot V$$

This equation clearly illustrates the core roles of the section constitutive characteristic ($dF_{ea}/dM$), of section geometry ($w$) and of global equilibrium ($V$) in determining the shear bond stress.

3. Finite element modelling

Alongside the spreadsheet analysis, finite-element (FE) analysis was conducted to simulate the mechanical behaviours of the verification specimens using Abaqus 2021. The FE model was detailed using the same distribution of layers through the depth of the cross section as was used for the layered approach coded into the spreadsheet. The FE model also includes joist overhangs 50 mm beyond the supports and a support-load spreading steel plate which was placed underneath each end of the joist as illustrated in Fig. 7.

The FE analysis was conducted assuming quasi-static loading. The convergence criterion was based on setting a threshold for the out-of-balance nodal forces, namely the differences between the applied nodal forces and those consistent with the updated nodal displacements. 3D solid elements (C3D8) with translational degrees of freedom were used in the FE models. This refers to corporeal 3D continuum hexahedral eight-node linear-sided elements with full integration, which means that each element’s overall stiffness matrix is computed at all Gauss points. This approach avoids an excessive deformation termed the ‘hourglass effect’. The mesh, as shown in Fig. 8, is refined to a degree that enables both accuracy and computational efficiency. The element size within the span was 24 mm long $\times$ 11.5 mm thick $\times$ 12 mm wide, giving $8 \times 10$ elements across the width and height respectively of the cross-section.

The load condition is similar to that applied in the actual bending test, namely two line-loads applied on the upper surface of the joist at 720 mm (one third of the span) from each support. Translations were blocked in three directions at one support and in two directions (the longitudinal translation was allowed) at the other support. Relative longitudinal movement through the depth of the loaded joist is due to shear deformations of the timber. Accordingly, material shear moduli are discussed in the remaining paragraphs of this section. However, there is zero slip at the adhesively bonded glulam interfaces [20], and so tie constraints were adopted in the FE model to disallow relative motion at the contact surfaces between lamellas and at each support’s timber joist - steel plate interface.

Like the spreadsheet analysis, along-grain uni-axial stress-strain relationships were used to characterise the material in the FE model. Timber is an anisotropic material, and its mechanical properties are usually defined in three directions: longitudinal (L), radial (R) and tangential (T). The material is mainly subject to compression or tension in the longitudinal direction in this study, therefore the primary aim is to

<table>
<thead>
<tr>
<th>Table 4: Input data for FE analysis.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_i$ (MPa)</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>BP</td>
</tr>
<tr>
<td>MP</td>
</tr>
<tr>
<td>BG</td>
</tr>
</tbody>
</table>

Fig. 8. Abaqus Finite element model of Martins’s glulam joist [21].
describe the mechanical behaviour in the longitudinal direction in both elastic and plastic regimes. Since the timber species considered in this study only exhibit nonlinearity under compression in the longitudinal direction, it was necessary to develop a subroutine to describe the mechanical behaviours of the ductile timber species. The stress–strain relationships used in the longitudinal direction were consistent with those defined earlier for the spreadsheet analysis. The values of other elastic constants were adopted from Martins [21], which in turn was summarised from the available data in the previous literature and in existing standards [25–27].

These led to the shear moduli shown in Table 4, which are essential to run the FE analysis to describe the shear behaviours of the materials along the three key axis directions. However, the spreadsheet approach doesn’t need the shear moduli because the materials are assumed to be shear-rigid. Later, comparisons will be presented between the spreadsheet and FE results, thereby making it possible to identify that the impact of excluding the shear moduli is not significant. Similar considerations for the study by Tomasi et al [23] will be discussed later.

4. Verification study - specimens tested by Martins

Martins [21] fabricated and tested hybrid glulam joists comprising three different combinations of the timber species maritime pine (MP), poplar (BP) and blue gum (BG). Table 4 gives the relevant material properties not previously given in this paper for all three species. As Fig. 9 shows, the stacking sequences of the 24 mm thick, 92 mm wide lamellas varied between the three joist sections, but in all cases five lamellas were used to give an overall section depth of 120 mm. Each section used two species, with a symmetric distribution of material about the middle lamella for sections H1 and H3, but asymmetric for H2. Fig. 10(a) shows that each joist, of 2.16 m span, was loaded at the third points of the span in 4-point bending.

Exploiting symmetry about midspan in Fig. 10(a), the spreadsheet-implemented computations have been applied to the half-span cantilever rooted at midspan and with loading as shown in Fig. 10(b). Calculation sections were spaced at 5 mm centres (2.3% of the span) in the longitudinal direction. In what follows, the resulting full range load vs deflection predictions from the spreadsheet and from the FE analyses are verified by comparison with the corresponding test data from Martins [21]. The spreadsheet is then further verified by comparing its predicted longitudinal shear stresses well into the nonlinear regime with the corresponding FE results.

Subsequently, in the following Sections of the paper, further results from the verified spreadsheet will be used to explain other facets of nonlinear response (flexural stiffnesses and stresses, longitudinal shear stress profiles, etc) not only for the present 4-point loads, but also for uniformly distributed loading on the joist. Parallel FE results will be used to deepen confidence in the spreadsheet approach and to reinforce insight into the nonlinear behaviours of these ductile hybrid engineered timber joists.

4.1. Member deflection

Fig. 11 compares experimental and predicted total load [2P on Fig. 10(a)] vs midspan deflection behaviours. The test data show that all hybrid members exhibited pronounced elasto-plastic nonlinearities at advanced stages of loading, also that the three members tested within
Notably, the predictions capture the eventual levelling off of the experimental load–deflection curves particularly for section H2, signifying a good predictive capability to replicate truly ductile behaviour. The reliable predictions are further evidenced in Table 5, which shows two ratios used to check the fidelity of the predictions. One ratio focuses on the full range load–deflection behaviour from the unloaded state to failure, and refers to the average ordinate ratios, namely the ratios between ordinates for given abscissae on the spreadsheet and test or FE plots. It is seen that the values are close to 1.0. The second ratio focuses on comparing the predicted and test failure loads, which is also seen to closely approximate 1. In addition, according to the spreadsheet and FE predictions, all the hybrid joists failed by fracture at the base in the midspan zone, which is consistent with experimental results.

Fig. 12(a) shows that, at the ultimate loads, the spreadsheet results reveal pronounced monotonic reductions of section flexural stiffness between the supports and the applied load locations. This reduction was particularly striking over short lengths immediately adjacent to the point loads, with a highly significant 27.9% drop in stiffness occurring over only 8.3% of the span for H3. Fig. 12(b) zooms in on this region and shows that the section spacing of 5 mm used for the spreadsheet computations is eminently suited to capturing this variation. This in turn enables reliable computation of deflections and internal stresses.
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Fig. 11. Verification via Load-Deflection Plots for Martins [21].
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Fig. 12. Stiffness profiles along joists at ultimate.

Table 5

<table>
<thead>
<tr>
<th>SpreadSheet</th>
<th>Average Ordinate Ratio</th>
<th>Ultimate Load Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spreadsheet Experiment</td>
<td>FE</td>
</tr>
<tr>
<td>H1</td>
<td>0.947</td>
<td>0.915</td>
</tr>
<tr>
<td>H2</td>
<td>0.999</td>
<td>0.973</td>
</tr>
<tr>
<td>H3</td>
<td>0.950</td>
<td>1.048</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>Section</th>
<th>$\delta_{\text{max}}$ (mm)</th>
<th>Unfavourable $\delta_{\text{max}}$ (mm)</th>
<th>$\delta_{\text{max}}/\delta_{\text{unfavourable}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>55.05</td>
<td>2.65</td>
<td>4.81</td>
</tr>
<tr>
<td>H2</td>
<td>60.81</td>
<td>2.65</td>
<td>4.35</td>
</tr>
<tr>
<td>H3</td>
<td>57.54</td>
<td>1.61</td>
<td>2.81</td>
</tr>
</tbody>
</table>
4.2. Shear deflection

It is now shown that, at the ultimate loading, the shear deflections ($\delta_s,_{\text{max}}$) of the joists H1-H3 are negligible relative to the flexural deflections ($\delta_{\text{max}}$) predicted by the spreadsheet computations. To that end it is difficult to determine the shear modulus $G$ of composite sections, so instead the shear deflections are determined for sections of uniform material (the lower shear modulus of the two materials on the actual section) and of the same dimensions as the analysed joists. The shear deflection is calculated based on Equation (10) from Ross [24].

$$\delta_s = \frac{6}{5} \int_0^L \frac{V}{AG} dx$$  \hspace{1cm} (10)

Table 6 compares the resulting shear and flexural deflections at ultimate loading. The maximum $\delta_s,_{\text{max}}/\delta_{\text{max}}$ ratio is found for H1 at only 4.8%. This confirms that little error has been introduced by neglecting shear deflections.

4.3. Longitudinal shear bond stress

Fig. 13 verify the spreadsheet predictions of longitudinal shear stress by showing that they compare well with the corresponding FE results at the section height of maximum shear stress (which will be explained later in Section 6.0 and Fig. 17 of this paper) for the ultimate load. Fig. 13 refer to the left-hand halves of the spans, noting that the longitudinal shear stress along the entire member is anti-symmetric about midspan. The spreadsheet-predicted peak shear stresses vary from 3.95 $N/mm^2$ for H1 to 6.20 $N/mm^2$ for H3, reflecting the very different makeups of the joists.

As Table 7 shows, the spreadsheet results compare well with the FE ones, with average ordinate ratios (namely ratios of shear stress ordinates for given horizontal distance abscissas) in the range 1.035–1.152, and with peak shear stress ratios (relative to the FE-predicted ones) in the range 1.26 – 1.35 which puts the spreadsheet predictions on the safe side. The results show almost constant longitudinal shear stress in the linear zones near the supports, but this changes to highly nonlinear variations in the elasto-plastic zones near the applied loads. Note that very near the point load locations the spreadsheet predicts a small spike (due to the assumption of infinite shear modulus) in longitudinal shear stress, while the FE approach (which assumes finite shear moduli) gives slightly more rounded peaks quite near the point loads. For all three sections, the longitudinal offset between the FE and spreadsheet predicted shear stress peaks along the member is 72 mm, only 3.3% of the beam span. This provides ready further evidence of the high quality of

<table>
<thead>
<tr>
<th>Section</th>
<th>Peak Shear Stress Ratio</th>
<th>Average Oribinate Ratio</th>
<th>Standard Deviation of Average Oribinate Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>1.292</td>
<td>1.101</td>
<td>0.220</td>
</tr>
<tr>
<td>H2</td>
<td>1.353</td>
<td>1.152</td>
<td>0.242</td>
</tr>
<tr>
<td>H3</td>
<td>1.260</td>
<td>1.035</td>
<td>0.225</td>
</tr>
</tbody>
</table>

Fig. 13. Predicted longitudinal shear stress profiles at ultimate load for Martins [21].
5. Nonlinear stiffness considerations

Fig. 14 shows the $\kappa(M)$ constitutive behaviours of the three sections, with the associated regression equations summarised in Table 8. Note that the curvatures of the order of $10^{-5}$ mm$^{-1}$ seen in Fig. 14 are comparable to those shown for timber members in another study by Tomasi et al. [23], also used for verification later in the present paper.

Table 8

<table>
<thead>
<tr>
<th>Section</th>
<th>Regression Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>$\kappa = 3.919861 \times 10^{-10}M^5 - 8.441922 \times 10^{-4}M^4 + 6.099480 \times 10^{-7}M^3 - 8.216532 \times 10^{-4}M^2 + 5.692 \times 10^{-4}M - 1.625092 \times 10^{-6}$</td>
</tr>
<tr>
<td>H2</td>
<td>$\kappa = 4.294296 \times 10^{-10}M^5 - 8.65388 \times 10^{-4}M^4 + 6.574106 \times 10^{-7}M^3 - 9.497277 \times 10^{-4}M^2 + 5.985933 \times 10^{-4}M + 1.137737 \times 10^{-8}$</td>
</tr>
<tr>
<td>H3</td>
<td>$\kappa = 1.916947307 \times 10^{-10}M^5 - 7.516373 \times 10^{-4}M^4 + 1.039180 \times 10^{-7}M^3 - 5.334634 \times 10^{-4}M^2 + 4.721127 \times 10^{-4}M - 1.335811 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Fig. 15. Spreadsheet Predictions of Curvature to Deflection Profiles at Ultimate Loading.

Fig. 16. Section flexural stiffness as a function of moment.

Fig. 14. ($\kappa$--$M$) Characteristics for Martins’s specimens [21].
Fig. 17. Through-depth shear stress distributions at loaded sections.
shear bond stress at the joist sections immediately below the load points, for different load levels between 25.6% and 100% of ultimate. The plots clearly show through-depth redistribution of stresses (driven by the material compression nonlinearity) especially at higher loads. Observe that at the highest load for H1 and at the two highest loads for H2, H3, the longitudinal shear stress is identically zero in the upper zones of the sections. This is precipitated by the compressive stress having reached the ductility plateau along the joists in those zones. Under such circumstances, and as can be seen in the Figures, the maximum shear stresses were found to occur in the lower reaches of the sections, namely at \( h = 35 \text{ mm} \) for H1; \( h = 37 \text{ mm} \) for H2 and \( h = 29 \text{ mm} \) for H3. It is the longitudinal shear stresses along horizontal planes at these heights above the bases that are plotted in Fig. 13.

For each joist, Fig. 18 shows the \( F_{eq}(M) \) constitutive characteristic for the excluded area bounded by the horizontal plane of maximum shear stress, while Table 9 provides the associated regression equations.

Fig. 19 presents the longitudinal shear profiles calculated by spreadsheet at different load levels based on Equation (9). The corresponding FE results are plotted in Fig. 20. Within the nonlinear zone, the present computational framework shows a growing spike in the longitudinal shear stress profile at the load point, which compares with similar FE results of a slightly rounded peak in the same zone.

For completeness, the spreadsheet results are compared with the FE ones also assuming a Uniformly Distributed Load (UDL), which is a common design load type. The results show that nonlinearity is not profoundly observed for the UDL cases, and so only the UDL case of H3 is here used to exhibit the correctness of the spreadsheet analysis alongside the powerful FE tool. Figs. 23, 24 compare, respectively, the load–deflection curves and the longitudinal shear bond stress plots at both low load and ultimate load to illustrate the effect of material nonlinearity on member behaviour. The excellent spreadsheet–FE correlation further verifies the power of the present computational approach. In Fig. 24, note that the variation of shear bond stress along the member changes from almost linear at low load to a gentle bump near midspan indicating nonlinearity in that zone at ultimate load.

### 7. Nonlinear flexural stress distribution

Combination of Fig. 14 with the moment diagrams for joists H1–H3 at the ultimate loads led to the curvature diagrams of Fig. 15(a) which, on double integration produced the rotation and deflection profiles of Fig. 15(b), (c). The highly curved deflection profiles in the midspan zones are reminiscent of plastic hinges.

For any level of moment on any of the hybrid timber sections, the equivalent section flexural stiffness \( EI \) is derived as \( EI = M/k \). Based on the present computational (spreadsheet) approach, the \( EI(M) \) curves are presented in Fig. 16. Added to this Figure are short-dashed lines extending across low values of moment to indicate the theoretical section \( EI \) values calculated using transformed section theory based on linear behaviour and proceeding by way of the parallel axis theorem.

Comparing the dashed lines and the solid curves, it is evident that the nonlinear compression softening has a dominant influence on section stiffness even at modest values of bending moment. The particularly sharp drops in stiffness which occur near the ultimate moments account for the similar sharp drops in stiffness along the span near the locations of peak moment in Fig. 12.

### 8. Uniformly distributed load cases

For completeness, the spreadsheet results are compared with the FE ones also assuming a Uniformly Distributed Load (UDL), which is a common design load type. The results show that nonlinearity is not profoundly observed for the UDL cases, and so only the UDL case of H3 is here used to exhibit the correctness of the spreadsheet analysis alongside the powerful FE tool. Figs. 23, 24 compare, respectively, the load–deflection curves and the longitudinal shear bond stress plots at both low load and ultimate load to illustrate the effect of material nonlinearity on member behaviour. The excellent spreadsheet–FE correlation further verifies the power of the present computational approach.

### 6. Longitudinal shear bond stress

Fig. 17 illustrates the through-depth distribution of longitudinal shear bond stress at the joist sections immediately below the load points, for different load levels between 25.6% and 100% of ultimate. The plots clearly show through-depth redistribution of stresses (driven by the material compression nonlinearity) especially at higher loads. Observe that at the highest load for H1 and at the two highest loads for H2, H3, the longitudinal shear stress is identically zero in the upper zones of the sections. This is precipitated by the compressive stress having reached the ductility plateau along the joists in those zones. Under such circumstances, and as can be seen in the Figures, the maximum shear stresses were found to occur in the lower reaches of the sections, namely at \( h = 35 \text{ mm} \) for H1; \( h = 37 \text{ mm} \) for H2 and \( h = 29 \text{ mm} \) for H3. It is the longitudinal shear stresses along horizontal planes at these heights above the bases that are plotted in Fig. 13.

For each joist, Fig. 18 shows the \( F_{eq}(M) \) constitutive characteristic for the excluded area bounded by the horizontal plane of maximum shear stress, while Table 9 provides the associated regression equations.

Fig. 19 presents the longitudinal shear profiles calculated by spreadsheet at different load levels based on Equation (9). The corresponding FE results are plotted in Fig. 20. Within the nonlinear zone, the present computational framework shows a growing spike in the longitudinal shear stress profile at the load point, which compares with similar FE results of a slightly rounded peak in the same zone.

For completeness, the spreadsheet results are compared with the FE ones also assuming a Uniformly Distributed Load (UDL), which is a common design load type. The results show that nonlinearity is not profoundly observed for the UDL cases, and so only the UDL case of H3 is here used to exhibit the correctness of the spreadsheet analysis alongside the powerful FE tool. Figs. 23, 24 compare, respectively, the load–deflection curves and the longitudinal shear bond stress plots at both low load and ultimate load to illustrate the effect of material nonlinearity on member behaviour.

The excellent spreadsheet–FE correlation further verifies the power of the present computational approach. In Fig. 24, note that the variation of shear bond stress along the member changes from almost linear at low load to a gentle bump near midspan indicating nonlinearity in that zone at ultimate load.
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Fig. 19 presents the longitudinal shear profiles calculated by spreadsheet at different load levels based on Equation (9). The corresponding FE results are plotted in Fig. 20. Within the nonlinear zone, the present computational framework shows a growing spike in the longitudinal shear stress profile at the load point, which compares with similar FE results of a slightly rounded peak in the same zone.
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For completeness, the spreadsheet results are compared with the FE ones also assuming a Uniformly Distributed Load (UDL), which is a common design load type. The results show that nonlinearity is not profoundly observed for the UDL cases, and so only the UDL case of H3 is here used to exhibit the correctness of the spreadsheet analysis alongside the powerful FE tool. Figs. 23, 24 compare, respectively, the load–deflection curves and the longitudinal shear bond stress plots at both low load and ultimate load to illustrate the effect of material nonlinearity on member behaviour.

The excellent spreadsheet–FE correlation further verifies the power of the present computational approach. In Fig. 24, note that the variation of shear bond stress along the member changes from almost linear at low load to a gentle bump near midspan indicating nonlinearity in that zone at ultimate load.
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Fig. 19. Longitudinal shear stress from spreadsheet analysis for Martins [21].
Fig. 20. Longitudinal shear stress from FE analysis for Martins [21].
Fig. 21. FE and Spreadsheet maximum shear stress variations with load.
Fig. 22. Through-depth bending stress distributions.
9. Case study of Tomasi et al.

9.1. Experimental setup

In this section the computational framework is further validated using a study by Tomasi et al. [23], which output experimentally derived M-κ plots from four-point bending tests on poplar-larch hybrid beams. The midspan section moment was obtained via equilibrium for the loaded beam, while curvature was determined as the through-depth gradient of the recorded longitudinal strains.

The hybrid beam’s laminations were each 80 mm wide, 10.5 mm thick, 2000 mm long. Fig. 25 (a) shows there were nine poplar lamellas above two larch lamellas. Fig. 25 (b) shows the loads applied at the third points of the span. Fig. 25 (c) shows the loaded cantilever model used for the computations.

9.2. Material and section constitutive behaviours

The material constitutive behaviours of poplar and larch under compression are here defined by the Glos model [16,17], namely the generic Equation (11).

\[
\sigma = \frac{\epsilon + k_1 \epsilon^4}{k_2 + k_3 \epsilon + k_4 \epsilon^4}
\]

in which

\[
k_1 = \frac{f_{c,0}}{3E_{c,0}(1 - \frac{\epsilon_{y,0}}{\epsilon_{c,0}})}
\]  
\[
k_2 = \frac{1}{E_{c,0}}
\]
\[
k_3 = \frac{1}{f_{c,0}} - \frac{4}{3E_{c,0} \epsilon_{c,0}}
\]

and finally

\[
k_4 = \frac{1}{3E_{c,0} \epsilon_{c,0}(1 - \frac{\epsilon_{y,0}}{\epsilon_{c,0}})}
\]

For clear poplar, Fig. 26 shows Tomasi’s experimentally obtained compressive stress–strain plot, with a peak stress of 25 MPa, along with the closely-fitting Glos curve used in this study. Within the context of a parametric study, a Glos curve based on a peak compressive stress of 30 MPa was also used. Fig. 27 shows the tension and compression properties of the larch and (both 25 / 30 MPa compressive strength versions of the) poplar, as input to the spreadsheet and FE analyses.

Table 10 gives the materials’ parallel-to-grain mechanical constants. Table 12 gives those for the transverse and vertical directions (input to the FE) for larch, sourced from Liu et al. [28]. The elastic constants for poplar were those from Martins [21].

9.3. Finite element modelling for Tomasi et al.

The FE model contained the same layout of 11 lamellas through the depth of the hybrid timber joist as the actual member. The element size was set at 30 mm length × 10.5 mm thickness × 20 mm width, to give the mesh distribution shown in Fig. 28 (a). Concentrated loads are applied at the 1/3rd span locations from the supports. The analysis setups and boundary conditions were the same as used in the FE modelling for Martins [21]. The deformed shape of the model at ultimate is shown in Fig. 28 (b).

9.4. Validation of load-deflection and longitudinal shear bond stress

Fig. 29 compares the spreadsheet- and FE-predicted M-κ curves with the corresponding test plot from Tomasi et al [23]. Regarding the 25 MPa spreadsheet plot relative to the test data, Table 12 shows impressive statistics of 0.847 and 0.838 for the average ordinate and ultimate moment ratios. Further evidence of the power of the spreadsheet approach. The statistics improve slightly for the FE and a bit more when the assumed poplar compressive strength increases to 30 MPa. Note also that the predicted curves mimic the pronounced elasto-plastic non-linearities exhibited by the test curve at higher moments.

Fig. 30 shows the spreadsheet κ(M) plot and two regression equations based on a 30 MPa compressive strength. Both equations are of the sixth order, for better approximation due to the pronounced nonlinearity of the curve.

Fig. 31 shows good agreement between the spreadsheet and FE load-deflection curves, with an average ordinate ratio of 0.954 and ultimate load ratio of 1.001.

Fig. 32 further shows good spreadsheet-FE agreement on the longitudinal shear stress profile at ultimate load, with an average ordinate ratio of 0.938 and standard deviation of 0.197. The longitudinal offset
Fig. 25. Poplar-larch hybrid timber beam - (a) Stacking sequence in section (dimensions in mm) (b) Elevation (c). Cantilever computational model.
Fig. 26. Poplar material test data (Tomasi [23]) and Glos model.

Fig. 27. Material constitutive behaviour for Tomasi et al. [23].

Table 10
Longitudinal mechanical properties for timber species (Tomasi [23]).

<table>
<thead>
<tr>
<th></th>
<th>Poplar (30 MPa)</th>
<th>Poplar (25 MPa)</th>
<th>Larch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressive Strength (MPa)</td>
<td>30</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>Elastic modulus (GPa)</td>
<td>6.115</td>
<td>6.115</td>
<td>13.8</td>
</tr>
<tr>
<td>Tensile Strength (MPa)</td>
<td>60</td>
<td>60</td>
<td>105</td>
</tr>
<tr>
<td>Crushing Strain</td>
<td>0.0145</td>
<td>0.0145</td>
<td>0.0125</td>
</tr>
<tr>
<td>Fracture Strain</td>
<td>0.0098</td>
<td>0.0098</td>
<td>0.0076</td>
</tr>
</tbody>
</table>

Table 11
Transverse and vertical larch material properties Tomasi et al. [23].

<table>
<thead>
<tr>
<th></th>
<th>$E_r$ (MPa)</th>
<th>$E_t$ (MPa)</th>
<th>$G_{lr}$ (MPa)</th>
<th>$G_{lt}$ (MPa)</th>
<th>$G_{rt}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poplar</td>
<td>890.7</td>
<td>458.1</td>
<td>768.6</td>
<td>615.9</td>
<td>112.0</td>
</tr>
<tr>
<td>Larch</td>
<td>342.0</td>
<td>282.0</td>
<td>556.0</td>
<td>446.0</td>
<td>430.0</td>
</tr>
</tbody>
</table>

Table 12
Spreadsheet predictions compared with test results.

<table>
<thead>
<tr>
<th></th>
<th>Average Ordinate Ratio</th>
<th>Ultimate Moment Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spreadsheet 25MPa</td>
<td>0.847</td>
<td>0.838</td>
</tr>
<tr>
<td>Spreadsheet 30 MPa</td>
<td>0.911</td>
<td>0.982</td>
</tr>
<tr>
<td>FE 25 MPa</td>
<td>0.894</td>
<td>0.806</td>
</tr>
<tr>
<td>FE 30 MPa</td>
<td>0.967</td>
<td>0.985</td>
</tr>
</tbody>
</table>

Fig. 28. Tomasi et al. [23] - (a) FE model of glulam joist (b) Deflected shape.

Fig. 29. Comparing spreadsheet predictions with test data, Tomasi et al. [23].

Fig. 30. $k - M$ plot and regression equations for Tomasi et al. [23].

Fig. 31. Applied load versus midspan deflection for Tomasi et al. [23].
between shear stress peaks, 60 mm is only 3.2% of the beam span, while the peak stress ratio is 1.32. Hence the assumption of shear-rigid timber in the spreadsheet leads to modest errors relative to the FE which employs finite shear moduli for the timber materials.

9.5. Longitudinal shear bond stresses for Tomasi et al.

Fig. 33 shows the through-depth distribution of shear stress at the section directly under the load point at ultimate. Compared to Fig. 17, where the shear stresses are all of the same sign, Fig. 33 shows a sign reversal along the height of the section. This reversal is a direct consequence of the post-peak fall-off of axial compressive stress in the Glos model after the peak point, bearing in mind the equilibrium relationship between the longitudinal shear stress and the derivative of the excluded area axial force (Fig. 6, Equation (9)). The axial force within the upper reaches of the section may change in opposition to the bending moment if the compressive strain goes beyond the peak point of the Glos strain–stress curve.

Fig. 34 shows the $F_{ed}(M)$ constitutive characteristic for $h = 23.75$ mm (where the peak shear stress occurs in Fig. 33), along with the regression equation and the $R^2$ value. This characteristic along with Equation (9) leads to the spreadsheet-predicted longitudinal shear stress profiles at

Fig. 32. Predicted peak longitudinal shear stresses at ultimate load, Tomasi et al. [23].

Fig. 33. Through-depth shear stress at load point at ultimate, Tomasi et al. [23].

Fig. 34. $F_{ed}(M)$ plot for $h = 23.75$ mm.

Fig. 35. Longitudinal shear stress profiles from spreadsheet, Tomasi et al. [23].

Fig. 36. Longitudinal shear stress from FE analysis, Tomasi et al. [23].
different load levels as shown in Fig. 35, with the corresponding FE predictions in Fig. 36. As previously, the trend persists of sharper and higher peaks on the spreadsheet curves relative to the more rounded and marginally lower peaks on the FE curves.

10. Conclusions

This paper presents a computational framework to study the nonlinear behaviours of hybrid timber joists which are ductile due to softening of the compression zone timber at high strains. The nonlinear constitutive behaviours of the timbers in compression can strongly influence the response of loaded hybrid glulam members in the approach to failure. In order to understand the associated load-displacement behaviours and stress redistributions, at the core of this framework are two section constitutive characteristics (SCCs), which express curvature and excluded area axial force both as functions of section moment, \( \kappa(M) \) and \( F_{\text{EA}}(M) \), and both (especially the latter) of which are novel features of the present study. When combined with longitudinal equilibrium and compatibility considerations, these SCCs permit rapid prediction of deflections and shear stresses well into the nonlinear regime.

Another novelty of the approach presented in this paper lies in its universality, owing to its programmability via spreadsheets. Hence the approach is useful in both design and research environments, and it produces high quality results well into the nonlinear regime in a highly time-efficient manner.

The computational framework is developed to predict deflections and longitudinal shear stresses along loaded hybrid timber joists, especially in the nonlinear regime when both these performance variables exhibit increasingly sharp rates of ascent with load. High order polynomial curve fitting is repeatedly utilised to describe the nonlinear constitutive behaviour at each stage of the analysis assuming zero slip and relaxation of finite shear deformations. The high order of the equations and high accuracy in the coefficients of the equations ensure high fidelity of the approach.

This twin SCC computational framework has been validated in two ways. One entails use of generalised load vs displacement data, namely local \( (M, \kappa) \) and global \( (P, \delta) \) obtained from flexural loading tests on hybrid joists in two published studies. Now, the test data do not permit validation of spreadsheet-predicted shear bond stresses. Hence, the other way entails use of shear bond stress variations with load as predicted by FE analysis, itself validated using the above test data. Since the tests used multi-point loading, the FEA was subsequently used to also predict behaviour under Uniformly Distributed Loading of the same joists, from which excellent performance of the present computational approach has also been observed. The following key points arise from this study:

1. The twin SCCs which underpin this computational approach were double-checked by considering the section alternately as discretised and continuous.
2. Once the SCCs \( (\kappa(M), F_{\text{EA}}(M) \text{ and indeed } EI(M)) \) have been output by the spreadsheet, they can be used repeatedly without any need to be recalculated from scratch each time. This considerably improves computational efficiency and time economy.
3. Specific features of spreadsheets are eminently suited to implementation of this approach, for example the Goal Seek function which expertly manoeuvres through nonlinear territory to track and identify relevant longitudinal equilibrium states.
4. Curve-fitting (regression analysis) is used not only to describe the material and section constitutive behaviours, but also to describe the spanwise behaviour (e.g. curvature profile) by application to the computed points at multiple stages of nonlinearity. The accuracy in coefficients of the curve-fitted polynomial equations influences the validity of the final results. It was observed that up to six-decimal places were needed particularly in the coefficients of the higher order terms of the polynomials, to enable reliable computation of key variables such as moments.
5. The present framework predicts ductility-influenced features (local \( M(\kappa) \) nonlinearities, global \( P(\delta) \) nonlinearities and shear stress redistributions) of load response that agree well with both test data and FE predictions throughout the nonlinear regime up to ultimate loads.
6. Under 4-point loading, there are pronounced nonlinear longitudinal and through-depth redistributions of shear bond stress near the span loads, with the peak shear stress occurring near the load points, due to the compression-zone timber ductility. However, the influence of material nonlinearity is not as pronounced under UDLs, which induce only gentle nonlinearities within the longitudinal shear stress profile near midspan, resulting in no change to the maximum shear stress locations (the supports) in proceeding from the linear to nonlinear regime.
7. A post-peak reduction in axial stress-strain behaviour leads to through-depth reversal of longitudinal shear stress in peak moment zones at high loads. This is because the shear stresses are related to the derivative of the excluded area axial force and so of the axial stress–strain characteristic.
8. For the examples considered here, under point loads the spreadsheet-predicted peak shear stresses were 1.25–1.35 times the FE-predicted ones, with the two peaks occurring within 3.5% of the span away from each other. In future, stress concentration factors may be obtained in parametric studies on point load member layouts. Under UDL, the spreadsheet-predicted nonlinear zone shear stresses are virtually identical to the FE-predicted ones.
9. This study shows that, provided the hybrid timber section comprises certain stacking sequences of different timber species, the load response can entail a pronounced semblance of ductile behaviour owing to compression zone nonlinearity, before failure occurs by fracture of the timber in the linear tensile zone.
10. The present approach, here applied to study of hybrid ductile glulam joists, can be adapted to other composite structural forms (e.g. timber concrete composites, with the added complexity of slip) which exhibit nonlinear behaviour, by curve-fitting the constitutive nonlinearities at the material and section levels, combined with equilibrium and compatibility requirements along the members for the loads of interest.
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