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#### Abstract

CRYSTALpytools is an open source Python project available on GitHub that implements a user-friendly interface to the CRYSTAL code for quantum-mechanical condensed matter simulations. CRYSTALpytools provides functionalities to: i) write and read Crystal input and output files for a range of calculations (single-point, electronic structure, geometry optimization, harmonic and quasi-harmonic lattice dynamics, elastic tensor evaluation, topological analysis of the electron density, electron transport, and others); ii) extract relevant information; iii) create workflows; iv) post-process computed quantities, and v) plot results in a variety of styles for rapid and precise visual analysis. Furthermore, CRYSTALpytools allows the user to translate Crystal objects (the central data structure of the project) to and from the Structure and Atoms objects of the pymatgen and ASE libraries, respectively. These tools can be used to create, manipulate and visualise complicated structures and write them efficiently to Crystal input files. Jupyter Notebooks have also been developed for the less Python savvy users to guide them in the use of CRYSTALpytools through a user-friendly graphical interface with predefined workflows to complete different specific tasks.


## Program summary

Program Title: CRYSTALpytools
CPC Library link to program files: https://doi.org/10.17632/p2bp3fsk86.1
Developer's repository link: https://github.com/crystal-code-tools/CRYSTALpytools
Licensing provisions: MIT
Programming language: Python and Jupyter Notebook
Nature of problem: The CRYSTAL code [1,2] is a powerful tool for the calculation of materials properties. It stands out in the condensed matter computational landscape because of the use of local basis sets, heavy parallelisation, efficient implementation of non-local Fock exchange, and extensive use of point and space symmetry. However, it currently lacks an easily programmable interface to access its input/output structure needed to be able to use CRYSTAL calculations within computational materials science workflows. Historically, the use of CRYSTAL in such workflows has been achieved through bespoke scripting implemented in a variety of languages which has hindered code reuse and sharing.
Solution method: The CRYSTALpytools project will enable the automation of CRYSTAL calculations in a modular code that can be co-developed by a wide community of users worldwide. It achieves this by transforming standardised input and output files into python objects and providing a suite of functionality to manipulate them. The core implementation is based on a set of data structures denoted the Crystal_objects. CRYSTALpytools, in its current implementation, contains a large variety of functions for input/output manipulation, vibrational and thermodynamic analysis, and visualisation.

[^0]Additional comments including restrictions and unusual features: The exploitation of point group and space group symmetry is one of the strengths of the CRYSTAL code, therefore, all the geometry modification functions have been developed to optimise the use of symmetry. When a structure is downloaded from a database or is modified by external code, such as pymatgen [3] or ASE [4], a symmetry analysis is performed before transforming the structure to be an optimised Crystal_object. All such objects can be directly transformed to standard structures periodic in $0,1,2$ or 3 dimensions used by CRYSTAL (ie: .gui or .f34 files).
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## 1. Introduction

In the framework of condensed matter physics and chemistry many quantum-mechanical codes are now available to computational materials scientists to calculate the properties of extended systems [1-7]. Among them, the Crystal code stands out because of the use of a local atom centred Gaussian rather than plane wave basis set [8-11]. This facilitates all-electron calculations, periodicity in $0,1,2$ and 3 dimensions, the efficient calculation of Coulomb and non-local exchange interactions, an effective exploitation of symmetry, and a straightforward local chemical analysis of the electronic structure and related properties. The Crystal code has been developed since the 1970s by the Theoretical Chemistry Group of the University of Torino (Italy) and, from 1974, in collaboration with the Computational Materials Science Group at Daresbury Laboratory and Imperial College London (UK). It has, throughout the years, grown to be developed by a large community of scientists and software developers from many institutions worldwide.

The CRYSTAL code allowed the computational chemistry and materials science communities to achieve groundbreaking results. These range from the early days Roothaan-Hartree-Fock atomic wavefunctions published in 1974 [12], which have been cited more than 5000 times, the first hybrid-exchange calculations performed in periodic systems [13], to the up-to-date self-consistent, as well as perturbative, treatment of spin-orbit coupling [14-16], generalization of the study of chemical bonding to Lanthanides and Actinides [17-19], structural optimization strategies based on molecular dynamics concepts [20], treatment of thermo-elasticity [2123], description of anharmonic lattice vibrations [24-27], and many others.

Although new and exciting results are constantly obtained by using the CRYSTAL code, the line separating accurate materials simulations from data science and machine learning methods becomes thinner every year. To be able to join these new trends, the user needs to be able to access the computational electronic structure code of choice via a user-friendly and robust programming infrastructure. This is a well-known issue in the computational chemistry and materials science community and as a matter of fact, several interfaces are being developed for other codes [28-31]. These considerations have prompted the beginning of the CRYSTALPytools project presented here. The initial goal of the project was to develop an automated way to prepare input files, and quickly analyse output files to be able to develop customisable workflows where information could be extracted efficiently at each step to facilitate the next one. CRYSTALpytools is developed in

Python as it is a well supported, flexible and easy to use language that has been adopted by many data science and computational materials projects $[28,29,32-36]$ in addition to providing a wide variety of libraries for plotting and numerical analysis [37-39].

Thanks to the object-oriented logic implemented in CRYSTALpytools, important information contained in CRySTAL input and output files are translated into Python objects, hereafter referred to as CRystal objects (COs). Such objects are the central data structure of the project. These allow the user to prepare input files in an automated fashion, quickly analyse output files and extract, post-process and plot relevant information.

In addition, COs can be transformed into the pymatgen Structure [29] and ASE Atoms [28] objects and vice versa. This enables the user to access the large range of functions of these distributions to manipulate the geometry of the system within Crystal workflows. For example, pymatgen and ASE can be used to efficiently build defective or adsorbed model structures, instead of having to construct them by hand, which is a cumbersome and error prone process. Conversion functions to transform pymatgen and ASE objects back into COs have also been developed. Furthermore, new functions have been created to export structural COs to commonly used formats such as .cif and .xyz that can be opened by most visualisation tools [40,41].

The CRYSTALpytools project also provides extra functionalities for data post-processing and plotting, for the electronic band structure, spatial dependence of mechanical properties, analysis of the electron density and related quantities, visualization of vector fields such as non-collinear magnetisation, orbital and spin current densities, electron transport properties, and thermodynamics.

## 2. Structure of the project

The CRYSTALpytools project is open source and shared through GitHub. The work discussed in this article can be found at the GitHub URL given in Ref. [42], which was created as a container for all current and future open source developments of tools to interact with the CRystal code. Currently, the page contains two main repositories:

- CRYSTALpytools: this is a set of Python functions that provide the core functionality for the interaction with the input/output structure of the CRYSTAL code, plotting functionalities, and much more. The presentation of CRYSTALpytools is the main goal of this paper;
- CRYSTALnotebooks: this repository contains an ever growing set of Python Jupyter Notebooks each designed for a spe-


Fig. 1. Representation of the flow of data in different modules interacting in CRYSTALpytools. Colour legend: orange=file, yellow=module containing specific functions (e.g. the functions labelled crystal_io can be found in the file crystal_io.py file), light blue $=$ python object (CRYSTAL output), purple= output extracted from a CRYStal file, but not yet saved to file (e.g. a band structure displayed using Matplotlib), pink = python object (pymatgen Structure or ASE Atoms). (For interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)
cific task, where the functions from CRYSTALpytools are used. Examples of these tasks are plotting electronic band structures, contour maps, computing and plotting mechanical properties, and many others. These Notebooks are developed and made available for the less Python experienced users, as they pre-combine functions in the right sequence, to achieve a given task accurately and efficiently. As a matter of fact, they act as an extra layer between the user and the CRYSTALpytools code. For instance, through a graphical interface, the user can select the files needed for the task while task-specific cells handle the calls to the corresponding CRYSTALpytools functions.

As mentioned above, the central data structure of the project is called Crystal object. A CO can either be generated by reading Crystal input/output files, or by conversion from a pymatgen or ASE object. COs play a central role in the CRYSTALpytools set of functions, where the underlying strategy is that the communication among functions contained in different modules (or even among functions belonging to the same module) passes through the use of COs. This is represented graphically in Fig. 1, where examples of data flows between different modules in CRYSTALpytools and input/output is depicted.

## 3. Reading, writing, and converting

The functions to read/write from/to CRYSTAL files are implemented in the crystal_io module of CRYSTALpytools. Their main goal is transforming CRYSTAL input/output files into COs and vice versa. They are, therefore, most likely to be used at the beginning and/or at the end of a workflow. The Crystal program suite also contains the Properties code originally designed to perform postSCF analysis of the converged wave function of the system. Both Crystal and Properties have their own input/output files, which is why the crystal_io module of CRYSTALpytools has been organized into four main classes: Crystal_input, Crystal_output, Properties_input, Properties_output. The type of attributes, methods and functions of each class varies largely depending on the information contained in the file being read or written. For instance, a CO obtained from the Crystal_output class can be operated on with a
set of methods to extract information found in the Crystal output file such as the final energy, band gap, optimised geometry, etc. An example of how such a CO can be created and used is shown below:

```
from CRYSTALpytools import Crystal_output
Cout = Crystal_output().read_cryst\overline{l}_output('file')
ene = Cout.get_final_energy()
gap = Cout.get_band_gap()
cell, atnums, coord = Cout.get_last_geom()
```

In the script above, the first line creates a CO (namely Cout) by use of the read_crystal_output() method of the Crystal_output class, which reads a CRYSTAL output file (file in the script above). Lines 3 and 4 extract information from the CO, namely, the final energy and the band gap by acting on it with the two methods get_final_energy() and get_band_gap(). In this case, the outcome of these operations is stored into variables ene and gap. In line 6, the get_last_geom() method is used to act on the CO, which extracts the final optimized geometry with information on the lattice vectors stored into the cell variable, on the atomic numbers of the atoms in the reference cell into the atnums variable, and on the Cartesian coordinates of the atoms of the reference cell into the coord variable.

The COs from the Crystal_input class are characterized by four attributes, corresponding to the four main blocks of a CRYSTAL input file (i.e. geometry, basis set, DFT functional, and SCF parameters). These blocks can be generated either by reading an existing Crystal input file (file1 in the script below), whose path and name are specified as an argument to the from_file() method:

```
1 from CRYSTALpytools import Crystal_input
2 Cin = Crystal_input().from_file('file1')
```

or by building it block by block explicitly uing the from_blocks() method, which requires the four blocks to passed as its arguments. The same logic applies to COs generated by the Properties_input class. Both the Crystal_input and Properties_input classes also contain writing functionalities. For instance, the CO Cin in the script above can be written to a specific file (file2 in the script below) using the write_crystal_input() method as follows:

1 Cin.write_crystal_input('file2')
The functions contained in the convert module were developed in order to convert COs into different data structures characteristic of other Python infrastructures (e.g. pymatgen [29] and ASE [28]), or standard formats, such as .xyz and .cif. The opposite conversion (from other python distributions to COs) is also possible. This allows the user to move back and forth between COs and other data structures in order to take advantage of existing functionalities of other Python projects. For example, a Crystal user might be interested in optimising the geometry of a structure, convert the optimised geometry into a pymatgen Structure object to then use pymatgen functions to modify the volume of the cell, replace or remove atoms via a Python loop, and write the modified geometry back to a Crystal input file (or multiple files if several structures are generated in the process). In the code below, a CRYSTAL output object is converted into a pymatgen Structure object using the cry_out2pmg() function:

```
from CRYSTALpytools import Crystal_output 
Cout = Crystal_output().read_crystal o
```

The option initial=False in the script above specifies that the last geometry found in the Crystal output file should be used to generate the pymatgen Structure object. This refers to both the lattice parameters and atomic positions. Intuitively, initial=True would generate a pymatgen Structure object from the initial geometry found in the Crystal output file. In addition, this module


Fig. 2. A) Electronic band structure of a Bi (001) bi-layer computed without spin-orbit coupling (dashed grey line), and with spin-orbit coupling as treated within the spin DFT (blue line), and spin current DFT (red line). B) Density-of-States (DOS) of a Weyl semi-metal: the tetragonal phase of TaAs, space group $I 4_{1} \mathrm{md}$; total DOS in the bottom panel and contributions from the atomic orbitals of Ta and As atoms in the upper panels. C) A Combined plot of the electronic band structure and DOS of TaAs.
allows the experienced pymatgen or ASE users to save their structures to files in Crystal format.

The functionalities of CRYSTALpytools discussed in this section have been used in a recent work: the study of $\mathrm{Li}_{2} \mathrm{TiS}_{3}$ solid solutions for battery applications [43]. A workflow was generated to read the 4023 symmetry irreducible nuclear configurations generated by Crystal and analyse their local atomic environment (in terms of the Ti-Ti distance) in order to perform a cluster analysis and extract a subset of structures as representative of the whole set.

## 4. Data post-processing and plotting

The CRYSTALpytools library provides several functionalities to post-process and plot data obtained from different types of calculations performed with Crystal as well as with its sub-module Properties. Depending on the specific calculation, different output files are produced by Crystal and Properties. These can be read via the crystal_io module of CRYSTALpytools and transformed into COs. In this Section, the main functionalities of the plotting functions are discussed.

### 4.1. Electronic band structure and density-of-states

The visual inspection of the electronic band structure of a material constitutes one of the first preliminary steps of any quantum-mechanical investigation in a condensed matter context. Flexible tools to plot the electronic band structure, density-ofstates, and combination of the two were implemented in the plot module of CRYSTALpytools. These properties are computed by the Properties module of Crystal and data is stored in files named BAND.DAT and DOSS.DAT. Such files can be read by the read_cry_band() and read_cry_doss() methods, respectively (as available through the Properties_output class in the crystal_io module of CRYSTALpytools) to generate the corresponding COs. The different types of plots that can be generated are discussed below.

- Electronic Band Structure: A plot of the electronic band structure can be obtained from the plot_cry_band() function of the plot module of CRYSTALpytools. Customised plots can be made through a selection of arguments available in this
function. For example, multiple band structures can be superimposed in the same plot. Fig. 2 A) is an example where the electronic band structure of a strained Bi (001) bi-layer is shown at the onset of an insulator to topological insulator phase transition, as computed without and with inclusion of spin-orbit coupling (SOC) [44-47,14,48] as implemented in CRystal23 [11].
As long as the path on the x axis is consistent, the plot_cry_band() function is also able to handle multiple band structures corresponding to different geometries. For instance, one could superimpose the electronic structure of a material as computed at different pressures on the same plot. The plotting function would automatically scale the x coordinate to make them consistent across the different geometries. Technical details on how to customise such plots are reported on the project GitHub page.
- Density-of-States: Plots of the electronic DOS can be generated by using the plot_cry_doss() function on the corresponding CO previously generated from the reading of the DOSS.DAT file. As for the electronic structure, plots can be customised through a selection of arguments available in this function. For instance, if the total DOS is computed along with a set of projections on specific atomic orbitals, one can choose to have all data plotted in a single panel or as many panels as there are projections. Fig. 2 B) is an example of the latter case for the DOS of the TaAs Weyl semi-metal [49] where three panels are combined with the total DOS (bottom) and contributions from the atomic orbitals of Ta and As atoms in the upper panels. Technical details on how to customise such plots can be found on the project GitHub page.
- Combined Plot: The electronic band structure and DOS can be combined in a single figure using the plot_cry_es() function once the two corresponding COs have been obtained by reading the BAND.DAT and DOSS.DAT files. An example of this plot is presented in Fig. 2 C ).


### 4.2. Elastic properties

The elastic response of any material is fully described by its fourth-rank elastic stiffness tensor $\mathbf{C}$, whose elements $C_{i j k l}$ (with
A)
B)

$$
\mathbf{u}=\left(\begin{array}{c}
\sin \vartheta \cos \varphi \\
\sin \vartheta \sin \varphi \\
\cos \vartheta
\end{array}\right)
$$




$G_{\text {avg }}(\vartheta, \varphi, \chi) \quad \nu_{\max }(\vartheta, \varphi, \chi)$


$$
\mathbf{v}=\left(\begin{array}{c}
\cos \vartheta \cos \varphi \cos \chi-\sin \varphi \sin \chi \\
\cos \vartheta \sin \varphi \cos \chi+\cos \varphi \sin \chi \\
-\sin \vartheta \cos \chi
\end{array}\right) \stackrel{\underset{\sim}{\mathbf{L}}}{\stackrel{\perp}{\mathbf{N}}}
$$



Fig. 3. A) Graphical representation of the geometrical parameters needed for the definition of the four mechanical properties: the two directions $\mathbf{u}$ and $\mathbf{v}$ and the three angles $\vartheta, \varphi$, and $\chi$. B) Young modules $E$, linear compressibility $\beta$, average shear modulus $G_{\text {avg }}$ and maximum Poisson's ratio $\nu_{\max }$ (all in GPa) for four systems: coesite $\mathrm{SiO}_{2}$, $\mathrm{CO}_{2}$ molecular crystal, water ice XI, and ZIF-8.
$i, j, k, l=x, y, z)$ are the so-called elastic constants defined as second energy derivatives with respect to a pair of lattice strains [50]. The Crystal program contains built-in functionalities for the automated numerical evaluation of such derivatives and for the oneshot calculation of the whole elastic tensor at the equilibrium volume [51-53], at a given pressure [54] or temperature [21]. Once the elastic tensor is computed, a variety of mechanical properties of the system can be evaluated. Because materials are generally anisotropic, the value of each mechanical property depends on the particular crystallographic direction along which it is measured. The spatial dependence of these properties can be computed from the elastic constants and requires advanced plotting utilities to be properly visually analysed.

CRYSTALpytools contains functions to read the computed elastic tensor from an elastic CRyStal calculation and to compute and plot several directional mechanical properties: the Young modulus $E$ (i.e. the strain response of a solid to an uniaxial stress, in the direction of this stress), the linear compressibility $\beta$ (i.e. the linear strain under the application of an external hydrostatic stress), the shear modulus $G$ (i.e. the strain response to a shear stress), and Poisson's ratio $v$ (i.e. the strain response in the directions orthogonal to a uniaxial stress) [55]. The first two quantities depend on a single direction $\mathbf{u}$ (and thus on two angles $\vartheta$ and $\varphi$ in spherical coordinates), whereas, the latter two depend on two directions $\mathbf{u}$ and $\mathbf{v}$ (if orthogonal, the two directions can be defined in terms of three angles $\vartheta, \varphi$, and $\chi$ in spherical coordinates). Fig. 3 A ) reports a graphical definition of such geometrical quantities. For each direction (i.e. for each pair of $\vartheta$ and $\varphi$ angles), the value of the Young modulus can be computed as:
$E(\vartheta, \varphi)=\frac{1}{u_{i} u_{j} u_{k} u_{l} S_{i j k l}}$,
where Einstein's notation is used according to which indices that are repeated are meant to be summed over, and where $S_{i j k l}$ are the
elements of the inverse of the elastic tensor $\mathbf{S}=\mathbf{C}^{-1}$. The value of the directional linear compressibility can be computed as:
$\beta(\vartheta, \varphi)=S_{i j k k} u_{i} u_{j}$.
The directional shear modulus is computed as:
$G(\vartheta, \varphi, \chi)=\frac{1}{u_{i} v_{j} u_{k} v_{l} S_{i j k l}}$.
Its dependence on three angles makes its graphical representation difficult. Here we follow the same strategy already adopted by other authors $[56,57]$ where for each direction (i.e. for each pair of $\vartheta$ and $\varphi$ angles) the shear modulus is computed for all values of the third angle $\chi$ and the maximum, minimum and average values are stored. Three distinct plots are possible where for each direction either the minimum, maximum or average value is reported. The same logic applies to Poisson's ratio:
$\nu(\vartheta, \varphi, \chi)=-\frac{u_{i} u_{j} v_{k} v_{l} S_{i j k l}}{u_{i} u_{j} u_{k} u_{l} S_{i j k l}}$.
In CRYSTALpytools, the get_elatensor() method of the Crystal_output class reads the computed elastic tensor from the main Crystal output file and stores it into an appropriate CO. The mechanical properties above can be computed and plotted in 3D by use of the plot_cry_ela() function. Fig. 3 B) reports some plots produced with this function. In particular, 3D plots of the spatial dependence of the Young modules $E$, linear compressibility $\beta$, average shear modulus $G_{\text {avg }}$ and maximum Poisson's ratio $\nu_{\text {max }}$ are reported for four systems: coesite $\mathrm{SiO}_{2}, \mathrm{CO}_{2}$ molecular crystal, water ice XI, and ZIF-8. Different customised plots can be made through a selection of arguments available in the plot_cry_ela() function. For instance, a reference elastic tensor can be provided to define a reference colour scale to be kept constant across multiple plots. Also the angular resolution can be customised.


Fig. 4. A-E) 2D contour maps of different electronic properties of the Urea molecular crystal: the total electron density $\rho(\mathbf{r})$ (A), the deformation density $\Delta \rho(\mathbf{r})$ (B), the Laplacian of the density $\nabla^{2} \rho(\mathbf{r})(\mathrm{C})$, the electron localization function $\operatorname{ELF}(\mathbf{r})(\mathrm{D})$, the kinetic energy density $K(\mathbf{r})(\mathrm{E})$. F) 2D plot of the projected trajectories of the gradient of the electron density $\nabla \rho(\mathbf{r})$ on the molecular plane of the Urea molecule.

### 4.3. Analysis of the electron density and associated properties

Arguably, the quantum theory of atoms in molecules (QTAIM) represents the most comprehensive formal framework for the analysis of the electron density of a quantum-mechanical system $[58,59]$. It is based on a topological analysis of the electron density $\rho(\mathbf{r})$, and it is often complemented with a topological analysis of the Laplacian of the electron density $L(\mathbf{r})=-\nabla^{2} \rho(\mathbf{r})$ [60]. The QTAIM was implemented in the Crystal package with the Topond module [61], which has recently been extended to parallel computing [62] and to high angular momentum basis functions [18,17]. The Topond module performs a full topological analysis of both $\rho(\mathbf{r})$ and $L(\mathbf{r})$ looking for their respective critical
points and allows for an atomic partitioning of all related properties.

Furthermore, starting from the ground state wavefunction obtained from the self-consistent field process, the Topond module can compute a variety of electronic properties at a 2D grid of points in space, including the electron density itself $\rho(\mathbf{r})$, its Laplacian $L(\mathbf{r})$, local kinetic, potential, and total energy densities $K(\mathbf{r})$, $V(\mathbf{r})$ and $H(\mathbf{r})$, the electron localization function $\operatorname{ELF}(\mathbf{r})$. These are all scalar fields associating a scalar value to each point of space $\mathbf{r}$. In CRYSTALpytools, user-friendly functions to produce 2D contour plots of all these quantities were implemented. The read_cry_contour() method of the Properties_output class can read the output files generated by Topond (such as SURFRHOO.DAT for


Fig. 5. A) 2D representation of the vector field of the magnetization $\mathbf{m}$ of the $I_{2}^{+}$molecule (with its molecular axis along $z$ ) in the $x z$ plane; B) 2 D representation of the vector field of the orbital current density $\mathbf{j}$ of the $I_{2}^{+}$molecule in the $x z$ plane; C-D) top and side view of the WSe ${ }_{2} 2 \mathrm{D}$ system; E) 2 D representation of the vector field of the spin current density $\mathbf{J}^{\mathbf{z}}$ of the $2 \mathrm{D} \mathrm{WSe}_{2}$ in the horizontal plane passing through the W atoms.
$\rho(\mathbf{r})$, SURFLAPP.DAT for the Laplacian, SURFKKIN.DAT for the local kinetic energy density $K(\mathbf{r})$, etc.) and generate the corresponding COs. By acting on such COs with the plot_cry_contour() function, 2D contour plots can be produced. As an example, Fig. 4 shows 2D contour plots for some of the properties discussed in this section for the molecular crystal of Urea.

In addition, the plot_cry_difference() function implemented in CRYSTALpytools take two COs obtained from two separate calculations as input and generate difference 2D plots. This is particularly convenient when 2D plots of deformation and interaction densities $\Delta \rho(\mathbf{r})$, or deformation and interaction Laplacians $\Delta L(\mathbf{r})$ are to be analysed. Deformation properties is defined as the difference between the property of the interacting system and that given by the superposition of non-interacting atomic contributions. Interaction properties are defined as the difference between the property of the interacting system and that given by the superposition of non-interacting molecular contributions. The latter can only be defined for molecular crystals. Fig. 4 B) shows an example of deformation density $\Delta \rho(\mathbf{r}) 2 \mathrm{D}$ contour plot for the molecular crystal of Urea. Lastly, the read_cry_contour() method and plot_cry_contour() function have also been generalised to be able to read and plot the TRAJGRAD.DAT output file from Topond to visualize trajectories of the gradient of the electron density $\nabla \rho(\mathbf{r})$ projected on a plane. Fig. 4 F) shows such trajectories when projected in the molecular plane of the Urea molecule.

### 4.4. Plots of vector fields: non-collinear magnetization, orbital and spin current densities

Both the Hartree-Fock and DFT methods implemented in CRYStal have recently been generalised to a two-component spinor basis [46,48]. Such generalization paved the way to an effective self-consistent treatment of the spin-orbit interaction [14]. These extensions allow to compute a variety of advanced electronic properties of materials at any point $\mathbf{r}$ of space, such as the magnetization vector $\mathbf{m}(\mathbf{r})$ (collinear or non-collinear based on the adopted approach), the orbital current density $\mathbf{j}(\mathbf{r})$, and the three spin current densities $\mathbf{J}^{\mathbf{x}}(\mathbf{r}), \mathbf{J}^{\mathbf{y}}(\mathbf{r})$ and $\mathbf{J}^{\mathbf{Z}}(\mathbf{r})$. All such properties are vector fields represented by a Cartesian vector of three components at each point $\mathbf{r}$ of space.

The Properties module of the Crystal suite has been extended to compute all these properties at 2D or 3D grid of points. When the properties are computed on user-defined 2D grids of points on selected planes, data is stored in .f25 format files. These files can be read by the read_vecfield() function of the Properties_output class. The generated CO can then be plotted. The plot_vecfield_2D_m(), plot_vecfield_2D_j() and plot_vecfield_2D_J() functions
are able to produce 2 D plots of the properties listed above, where a colour map is used to represent the module of the property at each point of the selected plane. Arrows are superimposed to the plot to show the projections of the local 3D vectors of the property in the plane. Fig. 5 shows selected examples of the obtained graphical representation.

### 4.5. Electron transport properties

A module for the calculation of electron transport properties has recently been implemented in Crystal. Such module is based on the semiclassical Boltzmann transport theory in the constant relaxation-time approximation [63]. Properties such as the Seebeck coefficient matrix $\mathbf{S}$ (with elements $S_{i, j}$ where $i, j=x, y, z$ ) and the electron conductivity matrix $\sigma$ (with elements $\sigma_{i j}$ where $i, j=x, y, z$ ) are computed by the Properties module. Computed values are saved into the output files SEEBECK.DAT and SIGMA.DAT. These can be read by the read_cry_seebeck() and read_cry_sigma() functions of Properties_output class to generate the corresponding COs. These quantities can be plotted in different ways: i) as a function of the chemical potential with functions plot_cry_seebeck_potential() and plot_cry_sigma_potential() (as displayed in Fig. 6 B); ii) as a function of the charge carrier concentration with functions plot_cry_seebeck_carrier() and plot_cry_sigma_carrier() (as done in Fig. 6 A); iii) by superimposing data from multiple calculations on a single plot with functions plot_cry_multiseebeck() and plot_cry_multisigma(). The plot_cry_powerfactor_potential() and plot_cry_powerfactor_carrier() functions were developed to compute and plot the thermoelectric power factors $\mathrm{PF}_{i j}=S_{i j}^{2} \sigma_{i j}$, as shown in Fig. 6 C) and D).

### 4.6. Thermodynamics

Thanks to the underlying robust implementation of analytical forces [64-68], the CRYSTAL program can efficiently describe the lattice dynamics within the harmonic approximation (HA) [69,70], the quasi-harmonic approximation (QHA) [71-75], and, more recently, some explicit anharmonic approaches [24-27]. From computed phonons, thermodynamic properties of materials at finite temperatures and pressures can be derived via a statistical thermodynamic approach. The Thermodynamics module of CRYSTALpytools provides functionalities to derive harmonic and quasiharmonic thermodynamic properties of materials from harmonic phonons computed with CRystal.

In the current implementation, this module comprises three classes: Mode to read (from the .out Crystal output file) and store


Fig. 6. Electron transport coefficients of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ for $i=x$ and $j=x$ at three different temperatures. A) Seebeck coefficient $S_{x x}$ as a function of charge carrier concentration; B) Seebeck coefficient $S_{x x}$ as a function of chemical potential; C) Power Factor $\mathrm{PF}_{x x}$ as a function of charge carrier concentration; and D) Power Factor $\mathrm{PF}_{x x}$ as a function of chemical potential. To differentiate transport coefficients due to n-type or p-type conduction (electrons or holes as majority carriers) dashed and solid lines are used, respectively. Data from Ref. [63].
frequencies and eigenvectors of harmonic vibrational modes, Harmonic to compute harmonic thermodynamic properties of a system (i.e. at constant volume), and Quasi_harmonic to compute quasiharmonic thermodynamic properties of a system.

For the HA, relevant thermodynamic properties include zeropoint energy, phonon vibration contribution to internal energy, Helmholtz free energy, Gibbs free energy, vibration entropy, and constant-volume specific heat. The following script shows how to calculate and print harmonic thermodynamic properties at different user-specified temperatures (in K):

```
Cha = Harmonic(temperature=[298,400],write_out=True,
filename='file2').from_file('file1')
```

Harmonic phonons are read from a CRYSTAL out file (file1 in the example above), thermodynamic properties are computed at 298 and 400 K and results printed in a specified file (file2 in the example above).

The class Quasi_harmonic is capable of more comprehensive jobs at the QHA level, such as computing thermal expansion curves and getting high-pressure high-temperature thermodynamic prop-
erties. Crucially, a QHA approach relies on harmonic phonons computed at different volumes. The Quasi_harmonic class can either read a single QHA Crystal output file or a set of independent harmonic Crystal calculations at different volumes. The latter approach may lead to numerical noise when running calculations with default settings because of overlap-based truncation thresholds for bielectronic Coulomb and exchange integrals [76,77]. More details and possible solutions are addressed in [78]. The main QHA working equation expresses the Helmholtz free energy of the system as a function of temperature and volume as:

$$
\begin{align*}
F(T, V) & =E(V)+\frac{1}{2} \sum_{i} \hbar \omega_{i}(V) \\
& +k_{B} T \sum_{i}\left[\ln \left(1-e^{-\frac{\hbar \omega_{i}(V)}{k_{B} T}}\right)\right] \tag{5}
\end{align*}
$$

where $E(V)$ is the zero-temperature internal energy of the crystal (excluding the vibrational zero-point energy) and $\omega_{i}(V)$ are the
harmonic phonon frequencies at volume $V$. The Gibbs free energy of the system is:
$G(T, V, p)=F(T, V)+p V$
The equilibrium volume at a given temperature and pressure, $V(T, p)$, can be obtained by minimising Eq. (6) with respect to the volume $V$, keeping $T$ and $p$ fixed. Two different strategies have been devised for the calculation of quasi-harmonic thermodynamic properties, implemented in two methods: I) thermo_freq; and II) thermo_eos.

The first strategy, implemented in method thermo_freq, involves three steps: i) fitting the static internal energy $E(V)$ to a variety of equations of state (EoS), as implemented in pymatgen [29], with third-order Birch-Murnaghan being the default one [79]; ii) individual polynomial fitting of each harmonic frequency as a function of the volume, $\omega_{i}(V)$, where the order of the polynomial can be set by the user, with cubic as a default (note that this step relies on the identification of matching phonons at different volumes, as described in [72]); iii) the minimization of $G(T, V, p)$ with the BFGS and the L-BFGS-B minimisation algorithms implemented in SciPy [38], with the unbounded BFGS being the default option. The following code shows how quasi-harmonic thermodynamic properties of a system can be computed at given temperatures and pressures from a single .out file of a QHA Crystal calculation (file in the example below) via strategy I) implemented in method thermo_freq:

```
from CRYSTALpytools.thermodynamics import Quasi harmonic
import numpy as np
Cqha = Quasi harmonic().from QHA file('file')
Cqha.thermo \overline{freq(temperature=np.\overline{linspace(10,1000,11),}}\mathbf{=}\mathrm{ (t)}
    pressure=np.linspace (0,10,6))
print(Cqha.equilibrium_volume[0,:])
```

In this case, quasi-harmonic thermodynamic properties are computed at 11 equally-spaced temperatures in the range [10-1000] K and at 6 equally-spaced pressures in the range [0-10] GPa. The last line of the script prints the computed equilibrium volumes at the 11 temperatures at zero pressure.

The second strategy, implemented in method thermo_eos, involves three steps: i) fitting the Helmholtz free energy $F(V ; T)$ to a variety of EoS, as implemented in pymatgen [29], with thirdorder Birch-Murnaghan being the default one [79], or to polynomials of different orders; ii) getting the thermal pressure analytically from $\tilde{p}(V ; T)=-\partial F(V ; T) / \partial V$; iii) the equilibrium volume at a given temperature and pressure $V(T, p)$ is obtained by minimizing the square root residue of fitted pressure: $V(T, p)=$ $\min \left\{\sqrt{[\tilde{p}(V ; T)-p]^{2}}\right\}$. The following code illustrates how to get quasi-harmonic thermodynamic properties from four separate harmonic phonon Crystal calculations (each performed at a different volume) by fitting the Helmholtz free energy $F(V ; T)$ to the Birch-Murnaghan EoS, via strategy II) implemented in method thermo_eos:

```
from CRYSTALpytools.thermodynamics import Quasi_harmonic
import numpy as np
Cqha = Quasi_harmonic().from_HA_files(['file1', 'file2', '
file3', 'file4'], sort_phonon=False)
Cqha.thermo eos(eos method='birch murnaghan'
temp\overline{perature=np.lin}space (10,300,7),
    pressure=np.linspace(0,0.5,6))
```

Strategy II) is preferable for medium-to-large sized systems with low symmetry where the one-to-one identification of matching phonons at different volumes of strategy I) may prove critical. Table 1 shows the comparison between the zero pressure thermal expansion of Form I of the paracetamol crystal as obtained with the two strategies presented above.

Table 1
Computed thermal expansion at zero pressure of Form I of paracetamol crystal with the two strategies, I) and II), described in the text in the temperature range [0-300] K.

| $T(\mathrm{~K})$ | $V\left(\AA^{3}\right)$ |  |
| :--- | :--- | :--- |
|  | I) | $\mathrm{II})$ |
| 0 | 773.52 | 773.30 |
| 50 | 775.06 | 774.63 |
| 100 | 778.29 | 777.70 |
| 150 | 780.79 | 780.30 |
| 200 | 782.54 | 782.22 |
| 250 | 783.80 | 783.64 |
| 300 | 784.74 | 784.73 |



Fig. 7. Volume (upper panel) and thermal expansion coefficient (lower panel) of Form I paracetamol crystal.

The implementation of the Thermodynamics module of CRYS TALpytools is flexible enough to explore new computational strategies. For instance, in the following example, a hierarchical method is adopted to determine the thermal expansion of Form I paracetamol crystal, which combines the static electronic energy from plane-wave DFT (PW-DFT) calculations and phonons from CRystal. PW-DFT is free from the well-known basis set superposition error (BSSE) of atom-centered Gaussian orbitals, while CRystal uses local Gaussian orbitals but implements various cost-effective semi-empirical corrections to the DFT [80]. Both factors are critical to predicting the thermodynamic properties of weakly bound materials such as molecular crystals.

Here, the thermal expansion of Form I paracetamol crystal is computed in two ways: i) with a consistent CRYSTAL calculation of both the electronic and phonon contributions with the PBEh-3c composite method [81]; and ii) with a PW-DFT calculation of the electronic energy by Quantum-Espresso [1] (with the B86bPBEXDM functional, built-in PAW, and 1100 eV energy cut-off), and
phonons from the PBEh-3c CRYSTAL calculation. Results obtained with the two approaches are shown in Fig. 7 and compared to experimental data [82].

## 5. Conclusions

In this paper, the CRYSTALpytools open source Python project, which implements a user-friendly interface to the Crystal code for quantum-mechanical condensed matter simulations has been presented. The project provides functionalities to write and read CRystal input and output files for several types of calculations, and to extract relevant information. It implements tools to translate Crystal objects (the central data structure of the project) to and from the Structure and Atoms objects of pymatgen and ASE, respectively. Several computed properties, including elastic constants and phonons, can be post-processed to get extra insight. All these functionalities make CRYSTALpytools a powerful tool to design computationally effective workflows to interact with the Crystal program. Additionally, several tools have been developed to plot results in a variety of styles for rapid and precise visual analysis.
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