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Temperature-modulated solution-based synthesis
of copper oxide nanostructures for glucose
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Glucose sensors are widely applied in society as an effective way to diagnose and control diabetes by

monitoring the blood glucose level. With advantages in stability and efficiency in glucose detection,

non-enzymatic glucose sensors are gradually replacing their enzymatic counterparts and copper(II) oxide

(CuO) is a leading material. However, previous work extensively shows that even if the synthesis of CuO

nanostructures is performed under nominally similar conditions, entirely different nanostructured

products are obtained, resulting in varying physical and chemical properties of the final product, thereby

leading to a differing performance in glucose detection. This work investigates the temperature

dependence of a wet chemical precipitation synthesis for CuO nanostructures with the resulting

samples showing selectivity for glucose in electrochemical tests. X-ray diffraction (XRD), Raman

spectroscopy, and X-ray photoelectron spectroscopy (XPS) demonstrate that all products are

predominantly CuO, with some contribution from Cu(OH)2 and other surface species varying across

synthesis temperatures. The most important change with increasing synthesis temperature is that the

overall nanostructure size changes and the morphology shifts from nanoneedles to nanoparticles

between 65 and 70 1C. This work helps to understand the critical relationship between synthesis

temperature and final nanostructure and can explain the seemingly random nanostructures observed in

the literature. The variations are key to controlling sensor performance and ultimately offering further

development in copper oxide-based glucose sensors.

1 Introduction

Diabetes mellitus, commonly known as diabetes, is a group of
metabolic disorders characterised by elevated levels of blood
glucose, in which the body’s immune system attacks and
destroys the cells that produce insulin (type 1 diabetes), or in
which the body does not produce enough insulin or the body’s
cells do not react to insulin (type 2 diabetes).1 Diabetes can
trigger many additional complications, such as retinopathy,
heart attack, neuropathy, tinnitus, and nephropathy.2–4 Unfor-
tunately, recent years have witnessed a steady increase in the
number of cases and no effective method to cure diabetes
exists. It is important to control diabetes and to keep diabetic

patients from further deterioration, such as serious secondary
symptoms or even death. The increase of glucose levels in the
bloodstream can indicate the onset of diabetes. Therefore,
monitoring the blood sugar level precisely is essential for early
diabetes diagnosis and further treatment.

Traditionally, diabetic tests have relied on enzymatic sensors
based on glucose oxidase (GOD) or glucose dehydrogenase
(GDH) immobilised on a screen-printed electrode, which is an
electrochemical or colorimetric readout system.5–7 Although
enzymatic glucose sensors are still dominating the market, their
environmental sensitivity limits their use.5,8–11 Non-enzymatic
glucose sensors not only eliminate the environmental restric-
tions associated with the use of enzymes, but also make the
reaction more efficient with the help of modified electrodes.12,13

Therefore, they are gradually replacing their enzymatic counter-
parts. Generally, non-enzymatic glucose sensors rely on the
direct redox reaction of glucose on the surface of a metal (Au,
Pt), metal oxide (Co3O4, CuO, ZnO, RuO2), or alloy (PtPb, PtRu)
electrode.6,14–16 Copper(II) oxide (CuO), also known as cupric
oxide, has been widely explored for non-enzymatic glucose

a Department of Chemistry, University College London, 20 Gordon Street,

London WC1H 0AJ, UK. E-mail: a.regoutz@ucl.ac.uk
b Centre for Biosensors, Bioelectronics and Biodevices (C3Bio), Department of

Electronic and Electrical Engineering, University of Bath, Claverton Down,

Bath BA2 7AY, UK

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d3ma00149k

Received 31st March 2023,
Accepted 11th July 2023

DOI: 10.1039/d3ma00149k

rsc.li/materials-advances

Materials
Advances

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 8

/1
5/

20
23

 5
:3

7:
28

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-5631-555X
https://orcid.org/0000-0001-7814-1741
https://orcid.org/0000-0001-9175-5852
https://orcid.org/0000-0002-3747-3763
http://crossmark.crossref.org/dialog/?doi=10.1039/d3ma00149k&domain=pdf&date_stamp=2023-07-25
https://doi.org/10.1039/d3ma00149k
https://doi.org/10.1039/d3ma00149k
https://rsc.li/materials-advances
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ma00149k
https://pubs.rsc.org/en/journals/journal/MA
https://pubs.rsc.org/en/journals/journal/MA?issueid=MA004016


© 2023 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2023, 4, 3572–3582 |  3573

sensors with a large body of published work since the 1990s.17–21

Its high electrochemical activity, relatively low cost, and non-
toxicity, as well as the possibility to readily modify it into different
nanostructures have led to its status as a promising material in
this area.21–24 Besides the material itself, the structure also
impacts the glucose sensing properties of final products. Nano-
structures are widely synthesised because they greatly improve the
efficiency of non-enzymatic sensors. This is due to their higher
surface area to volume ratio compared to structures on the
micrometer length scale, which consequently results in a greater
number of active sites for the electron transfer process across the
electrode, leading to a higher turnover reaction.25

Since You et al. first enhanced glucose sensor sensitivity and
stability with CuO/Cu(OH)2 in 2002,19 there has been a large
drive in CuO-based non-enzymatic glucose sensor research.
In the past two decades, various synthesis methods for copper
oxide nanostructures have been proposed and consistently
optimised to fabricate sensors. Among them, wet chemical
precipitation synthesis is widely applied as it is simple and
controllable.26–28 A notable fact is that although syntheses are
performed under similar conditions in the literature, even
nominally identical protocols create entirely different product
nanostructures, from zero-dimensional (nanoparticles) to
three-dimensional (nanoflowers or spherical structures), which
induces different final properties.29–31 Synthesis temperature
has been identified as having a strong influence on the final
nanostructures and a small number of previous studies has
reported that a synthesis temperature increase leads to the
growth of nanoparticles, which become more crystalline and
have a narrower band gap (Eg).32–34

This work investigates how synthesis temperature impacts
the growth of nanostructures and aims to establish a connection
between nanostructure type and glucose sensing properties. CuO
nanostructures are synthesised by a facile wet chemical precipi-
tation method and cyclic voltammetry is used to test their
glucose sensing behaviour. An extensive range of materials
characterisation techniques, including scanning electron micro-
scopy (SEM), transmission electron microscopy (TEM), X-ray
diffraction (XRD), X-ray photoelectron spectroscopy (XPS),
Raman spectroscopy, and ultraviolet-visible (UV-vis) spectro-
scopy, is applied to explore the morphology, structure, surface
chemistry, and electronic structure of the nanostructures. Clear
differences are observed following the change in synthesis
temperature, including a change in morphology from nanonee-
dles to nanoparticles and a variation of their surface chemistry.

2 Experimental
2.1 CuO nanostructure synthesis

A wet chemical precipitation synthesis method derived from
the work by Ahmad et al. was applied to synthesise copper oxide
nanostructures.35 Copper (2) acetate (Z98%, Sigma-Aldrich),
sodium hydroxide (Z97%, Fisons Scientific Equipment), acetic
acid (Z99%, Honeywell), and deionised (DI) water were used. A
copper (2) acetate solution (0.02 M, 200 mL) was placed in a

three-neck round-bottom flask connected to a reflux condenser.
The solution was heated, and stirred continuously at 400 rpm
until it reached the target synthesis temperature, which was
varied between 45 and 85 1C in 10 1C increments. An additional
synthesis was performed at 70 1C based on initial electron
microscopy results. Temperature control was achieved using an
Al DrySyn single position block on a ceramic stirring hotplate
(Thermo Fisher Scientific, UK), which was temperature cali-
brated before the experiment and the temperature deviation was
controlled within �1 1C. 0.02 mol (0.8 g) of sodium hydroxide
(NaOH) powder was added in the flask once the required tem-
perature was reached, followed by 0.5 mL of concentrated acetic
acid. This solution was mixed and heated for 15 min. Thereafter, it
was left to cool down to room temperature and the nanostructures
were separated by centrifugation (Sigma 2-16KL) at 7000 rpm for
5 min. After removing the supernatant and resuspending the
nanostructures using an ultrasonic bath, the samples were
washed twice in deionised (DI) water and twice in ethanol
(Z99.8%, Fisher Chemical), and centrifuged after each washing
step at the same speed and duration as the initial centrifugation.
Finally, they were placed in a vacuum desiccator to dry completely.

2.2 Glucose sensing behaviour

Cyclic voltammetry (CV) was employed to test the glucose-sensing
behaviour of the nanostructures. An AUTOLAB PGSTAT302 poten-
tiostat (Metrohm Electrochemistry Instrumentation, UK) was used
for all CV measurements. The gold working electrodes (f = 2 mm,
CHI101), counter electrode (Pt wire), reference electrode (Ag/AgCl
with saturated NaCl solution), and SVC-3 glass cell (20 mL) with
Teflon cap were purchased from IJ Cambria Scientific Ltd. In the
cleaning process, the working electrode was incubated in 50 mM
KOH/30% H2O2 for 15 min and then rinsed using DI water. It was
then polished using a 1 mm Al2O3 slurry for 3 min followed by
6 min sonication (3 min in ethanol and 3 min in DI water). The
polishing process was then repeated using a 0.3 mm Al2O3 slurry
and same sonication procedures. The electrolyte for the electro-
chemical cleaning was an acidic aqueous solution containing
500 mM H2SO4 and the CVs were performed at a scan rate of
0.2 V s�1 from 0 to 1.5 V for 50 cycles. The CuO nanostructures
were then drop-cast onto the clean working electrode as follows.
2 mg of the CuO nanostructures were dispersed in 1 mL DI water
and sonicated for at least one hour to ensure that the suspension
was uniform before drop casting. Five times 5 mL of the suspen-
sion were drop cast onto the active area of the working electrode
(one by one, waiting for each layer to dry completely before drop-
casting another). The glucose detection was performed in a 0.1 M
NaOH solution with 1 mM glucose from �0.5 V to 1 V (100 cycles)
with a 0.05 V s�1 scan rate. The control experiment including
fructose interference was performed in the same concentration of
fructose alkaline solution under the same CV conditions.

2.3 Materials characterisation

A STOE STADI P X-ray diffractometer with a Cu Ka source
(l = 1.54 Å) in transmission geometry was used to examine the
crystal structure and phase composition of the as-synthesised
samples and TOPAS Academic v7 was applied for data analysis.36
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Samples were ground in an agate mortar and mounted in XRD
capillary tubes (f = 0.3 mm, wall thickness = 0.01 mm, borosi-
licate glass) supplied by Capillary Tube Supplies Ltd. A beam
voltage of 40 kV and current of 30 mA were used. The data were
collected across a 2y range of 2–901 with a scanning rate of 0.51
per step and 5 s per step. The peak profile, Chebychev poly-
nomial background parameters, and instrument factors para-
meters were refined. A pseudo-Voigt function was used.

The morphologies of all samples were investigated using a
field emission SEM (JEOL JSM-6701F) with 10 kV accelerating
voltage and 10 mA emission current, and a TEM (JEM-2100)
fitted with a tungsten filament thermionic gun, 200 kV analy-
tical electron microscope. Electron microscopy images were
processed using the ImageJ software package.37

XPS measurements were conducted on a Thermo Scientific
K-Alpha spectrometer, which employs a monochromated Al Ka

X-ray source (hv = 1486.7 eV), a 1801 double focusing hemi-
spherical analyser, and a 128 channel position sensitive detector.
The energy resolution was 0.6 eV at 20 eV pass energy, deter-
mined by extracting the Fermi edge width from the measure-
ment of a polycrystalline gold foil (Z99.95%, Alfa Aesar) using
the 16/84% method.38 A 400 mm elliptical spot size was used with
the X-ray gun operating with a 12 kV cathode voltage and 6 mA
current, and a flood gun operating at 100 mA emission current.
Samples were mounted on the holder plate using conductive
carbon tape. Survey, core level and valence band spectra were
collected using pass energies of 200, 20 and 15 eV, respectively.
CuO (Z99.9995%, Alfa Aesar) and Cu2O (Z99.99%, sealed
ampoule, Sigma-Aldrich) powders were measured as reference
points. All data were analysed using the Thermo Avantage
(V5.9925) software package. Spectra were aligned with respect
to the binding energy (BE) of the adventitious C 1s peak at
284.8 eV, and normalised to the Cu 2p3/2 area.

A Renishaw inVia Raman Microscope with a 633 nm He:Ne
laser setting at three iterations with 30 s accumulation time
each was applied for Raman spectroscopy. A UV-2600 UV-vis
spectrophotometer with an integrating sphere (Shimadzu,
Japan) was employed to investigate electronic and optical
properties. CuO samples and BaSO4 (Fisher Scientific, Z98%)
were mixed in an agate mortar in a weight ratio of 1 : 4 and then
mounted on the sample plate. Absorbance spectra were collected
from 200 to 1000 nm with medium scan speed. The sampling
interval was 1 nm and the accumulation time 0.1 s. The light
source wavelength change occurred at 370 nm. Before each
measurement, the baseline was corrected using a white board
filled with BaSO4 only.

3 Results and discussion

Fig. 1 displays the CV characteristics of as-prepared CuO nano-
structures in glucose and fructose NaOH solution. The different
plot colours used represent the colour change of the solution as
the temperature is increased and before adding NaOH. Redox
peaks at 0.45 V and 0.70 V, marked with red arrows in the solid
curves, indicate an efficient reaction occurred within the

specified potential region between glucose and the as-prepared
copper oxide nanostructures. No peaks were observed in the
fructose control group (see dashed lines in the figure), which
demonstrates that the CuO samples exhibit selectivity towards
glucose. The corresponding reactions are presumed as follows:39,40

CuO + OH� - CuO(OH) + e�, (1)

2CuO(OH) + glucose - 2CuO + 2H2O + gluconolactone.
(2)

The redox peak position for 45, 55, and 65 1C synthesis
temperature occurs at 0.70 V, and with an increase in tempera-
ture (70, 75, and 85 1C), this oxidation peak shifts to 0.45 V. As
the conditions of CV collection are kept consistent for all
samples, the shift observed is attributed to the changes in
physico-chemical characteristics of the samples, including
morphology, crystallinity, and surface chemical state. The CV
data can also be used to determine the surface area of porous
materials.41,42 Shown in Table 1 are the electroactive surface
area (ESA) values calculated from the observed CV peak
currents.42 An overall trend of a decrease in ESA with increasing
synthesis temperature is observed. However, values are not
entirely systematic, which can be partly explained by the
intrinsic limitations of this method, as it only measures the
area of the outer contour of the diffusion layer, i.e. it measures
the surface area of large pores rather than small voids.43,44

Both nanoneedle and nanoparticle samples show a high
level of stability during repeat CV cycles with the redox peak
position remaining stable over 100 repeat CV cycles for all

Fig. 1 Cyclic voltammograms collected at 0.05 V s�1 in 0.1 M NaOH
solution with 1 mM glucose (solid lines) and with 1 mM fructose (dashed
lines). All curves shown are taken from the 30th cycle of each CV run,
which is representative of the stable behaviour of the nanostructures
during electrochemical testing (the full data set across 100 cycles can be
found in the ESI†). The main redox peaks are marked with red arrows.
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samples, with minimal variations of � 0.01 V. Except for the
sample synthesised at 45 1C, the peak current density and
therefore the ESA show only small variations. Table 1 compares
the ESA values for the 30th and 100th CV cycles and the redox
peak positions and peak current densities can be found in the
ESI.† The observed level of stability is promising for repeat and
real-time applications. To further understand this difference in
electrochemical sensing performance, and in particular the
clear outlier behaviour of the sample synthesised at 70 1C, a
range of materials characterisation techniques was employed.

Electron microscopy was used to study the effect of synthesis
temperature variation on the morphology and size of the nano-
structures. From the SEM and TEM images shown in Fig. 2, it is
clear that nanoneedles gradually convert into nanoparticles with
an increase in synthesis temperature. The temperature range
between 65 and 75 1C represents a transition region from
nanoneedles to nanoparticles. Therefore, another batch of
nanostructures was synthesised at 70 1C in order to follow the
change of morphology more closely. The SEM and TEM images of
the 70 1C sample in Fig. 2(d) show that the morphology change is
not sudden and it proceeds through a mixture of morphologies
explaining the behaviour observed in the ESA results. In addition
to the overall change in morphology, the size of the nanostruc-
tures changed. The diameter of the nanoneedles was determined
via SEM imaging while the nanoparticle dimensions were deter-
mined from TEM images. Values for the nanoneedle length are
not reported due to the high level of uncertainty in quantifying
this value due to the entangelement of individual needles. The size
measurements performed using the ImageJ software package
from the images of the CuO nanostructures are summarised in
Table 2. With increasing temperature the nanostructures decrease
in length with a clear difference in width observed between
nanoneedles and nanoparticles. At the crucial transition tempera-
ture of 70 1C, nanoparticles appear. When the temperature
exceeds 70 1C, the primary CuO nanoparticles agglomerate into
nanospheres (Fig. 2(d) and (e)), a common occurrence in small
particles which is driven by a need to minimise surface energy.45,46

Table 3 summarises the size of these agglomerated nano-
spheres. With the increase in synthesis temperature, a clear
increase in the number as well as the size of observed agglom-
erated nanospheres occurs, which can be understood as follows.
The specific surface area of a sphere is less than that of any other
shape so that the lowest possible surface area to volume ratio

requires the least energy to maintain its shape. Temperature
plays an important role in the formation of CuO spherical
nanoparticles by reducing the size of coalesced particles through
providing more energy, stimulating the particle movement, as
well as increasing collisions among particles. This causes higher
nucleation rates of CuO particles which leads to the preferential
formation of spherical nanoparticles.32 As discussed, individual
nanoparticles tend to agglomerate to reduce the overall surface
energy and therefore, nanospheres dominate the morphology
at relatively high temperatures. From the TEM images in
Fig. 2(d)–(f), the clear boundary of the primary nanoparticles
in spheres indicates oriented attachment as a plausible growth
mechanism.47–49 The morphology transformation with synthesis
temperature observed in electron microscopy can explain the
redox peak shift observed in the CV curves. When nanoneedles
dominate, the redox peak is around 0.75 V, while when nano-
particles/nanospheres dominate, the peak shifts to 0.45 V.

Following from the clear observation of changes to the
morphology of the nanostructures, XRD was carried out to
characterise the crystallinity and phase composition of the
CuO nanostructures. XRD patterns are shown in Fig. 3(a). All
observed diffraction peaks could be indexed to match CuO (ICSD
Collection Code: 67850),50 confirming that the bulk of all samples
is in the monoclinic CuO phase (space group C2/c (15)). No
additional phase or impurity peaks are detected, indicating the
formation of a single crystalline phase. Le Bail refinement was
performed to further characterise all samples and a representative
Le Bail refinement of the 45 1C sample is shown in Fig. 3(b). All
other refinements can be found in Fig. S1 in the ESI.† The minimal
difference between experiment and fit (Yobs � Ycalc) shows that
there is very good agreement between experimental data (Yobs) and
fit (Ycalc) across all samples. The experimental lattice parameters
determined from the Le Bail refinements are summarised in Table
S1 in the ESI.† The lattice parameters match CuO and only
minimal changes are observed between samples.50–52

The crystallite size (CS) of the nanostructures can be deter-
mined from XRD and compared with observations from elec-
tron microscopy. Two approaches are compared in Table 4
using (i) the Scherrer equation,53 and the full width at half
maximum (FWHM) of the main peaks at 35.51 and 38.71
determined from Le Bail refinement, and (ii) direct analysis
implemented in the TOPAS software package. As expected a
deviation between the two methods is observed as the Scherrer
equation simply uses the FWHM of the peaks, whereas the size/
strain method using the TOPAS Macro uses a full peak profile.
The size/strain method implemented here assumes spherical
crystallites.54–56 Comparing these values with the nanostruc-
ture sizes obtained from electron microscopy, the crystallite
sizes are consistently smaller than the observed particle sizes.
This suggests that the nanostructures are polycrystalline.

Complementary structural information of the CuO nano-
structures was obtained by Raman spectroscopy. Fig. 3(c) shows
the corresponding spectra. Previous studies have demonstrated
that the zone centre Raman active modes GRA of CuO crystals
can be described as 4Au + 5Bu + Ag + 2Bg.57–59 There are three
acoustic modes (Au + 2Bu), six infrared active modes (3Au + 3Bg),

Table 1 Electroactive surface area (ESA) of CuO nanostructures synthe-
sised at temperatures T from 45 to 85 1C calculated using the CV peak
current method. Values are calculated from the 30th and 100th CV cycles.
All values are given with an estimated error of � 0.05 cm2

T/1C

ESA/cm2

30th cycle 100th cycle

45 2.01 1.71
55 1.22 1.24
65 2.23 2.06
70 1.18 1.12
75 1.58 1.52
85 1.06 1.04
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and three Raman active modes (Ag + 2Bg).59 The main modes
observed at 294, 341, and 618 cm�1 are attributed to Ag, Bg

1 and
Bg

2 modes, respectively.60 Clear variations in the positions across
the samples are observed, with the Ag mode varying from 281 to
291 cm�1, the Bg

1 mode varying from 328 to 340 cm�1, and the Bg
2

mode varying from 594 to 605 cm�1. These differences originate
from the observed changes in nanostructure size and
morphology,61–64 and further confirm the observations from
electron microscopy and XRD that the CuO nanostructures
synthesised are crystalline and exhibit the monoclinic CuO phase,

Fig. 2 Electron microscopy images of the synthesised nanostructures, including SEM images of CuO nanostructures synthesised at (a) 45, (b) 55, (c) 65,
(d) 70, (e) 75, and (f) 85 1C. TEM images of CuO nanostructures synthesised at 70, 75, and 85 1C are shown as insets in (d)–(f). The scale bars are 1 mm for
SEM images, and 100 nm and 200 nm for TEM images.
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but significantly vary in their morphology. Overall the morpholo-
gical and structural bulk characteristics of the nanostructures
suggest that the difference in glucose sensing properties can be
attributed to the changes in size and shape observed, with a clear
difference between nanoneedles and nanoparticle regimes.

In order to probe beyond the bulk and structural properties of
the nanostructures, X-ray photoelectron spectroscopy (XPS) and
UV-Vis spectroscopy were used. XPS was employed to monitor
changes in the surface chemistry of the as-prepared samples. The
XPS survey spectra collected for all samples show the expected
elements – Cu and O, as well as a small amount of C (see Fig. S2 in
the ESI†). The main XPS core level spectra of interest are shown in
Fig. 4. In Fig. 4(a), the Cu 2p3/2 peak for the majority of the as-
prepared samples is slightly shifted towards lower binding ener-
gies (BEs) relative to a CuO reference. In addition, subtle differ-
ences in the spectral width are noted. These differences are
particularly obvious for the lower synthesis temperatures. One
might suggest that this is due to the presence of Cu2O, which
occurs at a lower BE compared to CuO (932.8 eV and 933.6 eV),
respectively.65–68 However, the BE shift is not large enough for this
to be the case and the difference in spectra in fact originates from
a mixture of CuO and Cu(OH)2 being present. The presence of
hydroxide can be explained by the reactions occurring when the
solution reaches the required temperature and NaOH is added:

Cu2++ 2OH� -Cu(OH)2, (3)

CuðOHÞ2 �!
D

CuOþH2O: (4)

Depending on the synthesis temperature the conversion of
Cu(OH)2 to CuO may not be complete and therefore hydroxide

remains within the nanostructures. Aside from the main photo-
emission peak in the Cu 2p3/2 spectra, a noticeable satellite
feature is observed on the higher BE side between 940–945 eV, a
typical fingerprint for Cu2+ which is not observed for Cu1+. Such
satellites occur due to the change in effective nuclear charge
after the emission of an electron, which then leads to a
reduction in the shielding of electrons. When Cu2+ is present,
e.g. in CuO, satellite peaks can be observed in the spectra
because of the open 3d9 configuration of Cu2+.69–73

For a full exploration of the oxidation and chemical state of
Cu in the samples, Cu Auger lines were also collected with XPS
(see Fig. 4(b)). The main Auger line of interest for Cu com-
pounds is L3M4,5M4,5,74,75 occurring due to transitions between
the 2p3/2 (L3) and 3d5/2 and 3d3/2 (M4,5) levels. The spectral line
shape and kinetic energy position of the Auger peaks are near
identical for all samples and are in good agreement with the
CuO reference. The main peak is at a kinetic energy of 917.7 eV
and the modified Auger parameter for all samples is 1851.0 �
0.2 eV. The Auger spectra further confirm that the samples are
predominantly CuO, as the reference spectrum for Cu2O
appears at much lower kinetic energy.

The O 1s spectrum shown Fig. 4(c) exhibits three identifiable
contributions at BEs of 529.7, 531.2, and 533.7 eV, respectively.
The dominant peak at 529.7 eV is attributed to lattice oxygen in
a metal oxide, such as CuO, the peak at 531.2 eV is assigned
predominantly to hydroxyl groups (although undercoordinated
oxygen sites in metal oxides as well as adsorbed surface species
also contribute), and the peak at 533.7 eV indicates the exis-
tence of COO environments, most likely from trace amounts of
acetate species remaining from the synthesis.76,77 The C 1s
spectra shown in Fig. 4(d) confirm this assignment. They show
small amounts of carbon present in the samples, with the main
low BE peak assigned to adventitious C0 and smaller, higher BE
features arising from C–O and COO environments.

The O 1s spectra show the largest differences across the
samples, with a strong variation in the intensity of oxide
observed in comparison to other species. The atomic ratio
between Cu and O in the features assigned to metal oxide
environments is 1 : 1 within the associated errors (see Table S2
in the ESI†). The ratio does not change with the increase of
temperature, confirming that CuO was formed for all samples.
The ratio between OOxide and OOther is around 2 : 1 for the low
synthesis temperatures and drops when the temperature increases,
representing an increase in hydroxyl groups in particular. This can
be explained by the change in the morphology of the nanostruc-
tures and therefore a change in how much of the nanostructures is
probed due to the surface sensitivity of XPS. To summarise, XPS
confirms the formation of CuO in all samples in agreement with
the structural characterisation presented. In addition, varying
amounts of Cu(OH)2 depending on the nanostructure morphology
are observed with nanoneedles synthesised at lower temperatures
exhibiting a higher proportion of CuO compared to nanoparticle
samples synthesised at higher temperatures.

Finally, UV-Vis spectroscopy and XPS were used to explore
the electronic structure of the nanostructures. The optical
absorption spectra from UV-Vis spectroscopy are shown in

Table 2 Average size of CuO nanostructures synthesised at temperatures
T from 45 to 85 1C, including length l and width w. Nanoneedle measure-
ments are based on SEM images and nanoparticle measurements are
based on TEM images. For each data set 100 different nanostructures were
measured and the resulting standard deviation is also included in the Table

Nanoneedles

T/1C l/nm w/nm

45 — 35 � 8
55 — 23 � 5
65 104 � 23 24 � 7
Nanoparticles
70 42 � 21 10 � 3
75 21 � 9 10 � 2
85 17 � 7 9 � 2

Table 3 Average diameter d of agglomerated CuO nanospheres synthe-
sised at temperatures T of 70, 75, and 85 1C, determined from SEM and
TEM measurements. The number N of individual particles observed and
consequently measured for each sample is also given. The standard
deviation is also included in the Table

T/1C dSEM/nm N dTEM/nm N

70 348 � 65 50 337 � 76 50
75 289 � 90 100 262 � 80 100
85 385 � 87 100 389 � 75 100
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Fig. 5(a). All samples show three main absorption features
typical for copper nanostructures marked with dashed lines
in the figure. The peak around 225 nm is due to interband
transitions of electrons near the Cu Fermi level.78,79 The broad
absorption feature between 300–400 nm is typical for the
formation of CuO nanostructures.80 The weak peak at 620 nm
is attributed to the plasma resonance absorption of the copper
particles.80,81 It is clear that the synthesis temperature affects
the optical absorption peaks as well as the overall absorption,
which increases gradually with the temperature. The size of
the formed nanostructures influences the UV-Vis absorp-
tion, which is particularly noticeable for the feature between

300–400 nm. The overall shape, width, and position are dis-
tinctly different between the low synthesis temperature nano-
needles and the higher synthesis temperature nanoparticles.

Beyond the qualitative changes observed in the UV-Vis
spectra, the optical band gap (Eg) can be determined from the
data based on Tauc analysis (see Fig. S3 in the ESI† for the Tauc
plots of all samples), following equation:82

(ahn)1/n = A(hn � Eg), (5)

where a is the absorption coefficient, hn is the photon energy,
A is a proportionality constant of the material, and n is either 2
for a direct transition or 1/2 for an indirect transition. A factor

Fig. 3 Structural characterisation of the nanostructures using XRD and Raman. (a) Diffraction patterns for CuO nanostructures synthesised at 45–85 1C
including a simulated reference pattern for CuO (ICSD Coll. Code: 67850).50 (b) Representative Le Bail refinement of the XRD pattern of CuO nanostructures
synthesised at 45 1C. Yobs is the raw data from XRD and Ycalc is the Le Bail refinement. (c) Raman spectra of as-prepared CuO nanostructures.
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of 1/2 was chosen for CuO as it has an indirect band gap
of 1 eV.83–85 Linear fits to the onset between 2.8 and 3.5 eV in
the Tauc plots were used to obtain the optical band gap Eg, and
all values can be found in the ESI.† Although the observed
differences are small, again a clear distinction between nano-
needles and nanoparticle samples is found with the latter
having higher Eg values. Differences in Eg values for nano-
structures are often correlated to changes in the particle size.
Chen et al. reported that Eg decreases with a decrease in
nanostructure size.86 In the present case, this holds partially
true, but is complicated by the emergence of agglomerated
nanospheres giving rise to higher Eg values at higher synthesis

temperatures (although the individual nanoparticles are
smaller).

XPS valence band spectra provide further information on the
electronic structure of the nanostructures formed and are
shown in Fig. 5(b). Five principal features are identified and
labelled with Roman numerals 1 to 5, located at 1.4, 3.6, 10.3,
12.2, and 17.1 eV, respectively. The dominant feature 2 as well

Table 4 Crystallite size (CS) for nanostructures synthesised at varying
temperatures T determined from XRD using both the Scherrer equation
(CSScherrer) and size analysis based on peak shape as implemented in
TOPAS (CSTOPAS). All values are given with an estimated error of �0.1 nm

T/1C CSScherrer/nm CSTOPAS/nm

45 11.2 11.6
55 7.3 5.5
65 10.5 9.0
70 8.8 14.8
75 9.8 14.3
85 11.3 15.4

Fig. 4 XPS core level and Auger spectra of CuO nanostructures synthe-
sised from 40 to 85 1C, including (a) Cu 2p3/2 core level including reference
lines for Cu2O and Cu(OH)2, (b) Cu L3M4,5M4,5 Auger line, (c) O 1 s core level,
and (d) C 1 s core level. All subfigures include spectra collected for a CuO
reference powder and the Auger spectra also include data for a Cu2O
reference. Grey dotted lines in all plots indicate average peak positions from
peak fit analysis. The Cu L3M4,5M4,5 spectra are normalised [0 to 1] and the
core level spectra are normalised by their respective Cu 2p3/2 areas.

Fig. 5 (a) UV-Vis Absorption (Abs.) spectra of CuO nanostructures. The
main absorbance features at around 255 nm, in the range between 300 to
400 nm, and at around 620 nm are marked with dashed lines. (b) XPS
valence band (VB) spectra of CuO nanostructures and a CuO reference
(stacked to enable easier comparison). EF is the Fermi energy at 0 eV. The
main VB features are marked with Roman numerals I to V.
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as feature 1 originate from Cu 3d states,87 and features 3–5 are
predominantly due to O 2p states. The overall shape of the
nanostructure VB spectra is in good agreement with a CuO
reference powder spectrum as well as the existing
literature.72,88 The position of the valence band maximum
(VBM) was determined from linear fits to the final drop in
intensity close to the Fermi energy (EF) at 0 eV (the VBM-EF

separation values can be found in the ESI†). The observed
values relative to the optical band gap from UV-Vis are typical
for a p-type semiconductor with the VBM located close to EF.
For the nanoneedle samples, the value is around 0.3 eV, which
then decreases once nanoparticles start to form. With increas-
ing agglomeration and the formation of nanospheres it
increases again, showing a clear correlation of nanostructure
morphology and size with the electronic structure in line with
the observation of the optical band gap.

4 Conclusions

This work clearly demonstrates the influence of the synthesis
temperature T on the physico-chemical properties of CuO
nanostructures, including morphology, structure, chemistry,
and electronic structure, and explains the seemingly random
results presented in the existing literature. All prepared nano-
structures show selectivity towards glucose with excellent
stability over repeat sensing cycles. A clear difference is found
in the position of the main redox peak with synthesis tempera-
ture, which decreases from 0.70 eV at lower T to 0.5 eV at higher
T in line with the change from nanoneedles to nanospheres
being formed during synthesis. This change in morphology
goes hand-in-hand with a change in surface chemistry and
electronic structure and the interplay between the different
material characteristics results in the changes in electrochemi-
cal sensing behaviour observed. The collected data also illus-
trates the influence of agglomeration on the characteristics of
the nanostructures, with the formation of nanospheres driving
e.g. changes in electronic structure. Overall, the presented
results highlight the importance of a high level of synthetic
control to target specific nanostructures and sensing perfor-
mance. Furthermore, this study motivates future investigations
into the structure and surface chemistry sensitivity of metal-
oxide-based glucose sensors.
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