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Abstract—The full-duplex (FD) communication can achieve
higher spectrum efficiency than conventional half-duplex (HD)
communication; however, self-interference (SI) is the key hurdle.
This paper is the first work to propose the intelligent omni surface
(IOS)-assisted FD multi-input single-output (MISO) FD com-
munication systems to mitigate SI, which solves the frequency-
selectivity issue. In particular, two types of IOS are proposed,
energy splitting (ES)-IOS and mode switching (MS)-IOS. We aim
to maximize data rate and minimize SI power by optimizing the
beamforming vectors, amplitudes and phase shifts for the ES-IOS
and the mode selection and phase shifts for the MS-IOS. However,
the formulated problems are non-convex and challenging to
tackle directly. Thus, we design alternative optimization algo-
rithms to solve the problems iteratively. Specifically, the quadratic
constraint quadratic programming (QCQP) is employed for
the beamforming optimizations, amplitudes and phase shifts
optimizations for the ES-IOS and phase shifts optimizations
for the MS-IOS. Nevertheless, the binary variables of the MS-
IOS render the mode selection optimization intractable, and
then we resort to semidefinite relaxation (SDR) and Gaussian
randomization procedures to solve it. Simulation results validate
the proposed algorithms’ efficacy and show the effectiveness of
both the IOSs in mitigating SI compared to the case without an
IOS.

Index Terms—Full-duplex communication, self-interference
cancellation, intelligent omni surface, MISO communication,
semidefinite relaxation, non-convex optimization.

I. INTRODUCTION

The full-duplex (FD) communication has been developed
to meet the ever-increasing traffic demand for wireless com-
munications. Unlike the conventional half-duplex (HD) com-
munication, FD communication can ideally double the ergodic
capacity since it can transmit and receive in the same time slots
and frequency band [1, 2]. It not only improves the ergodic
capacity, but also enhances network secrecy [3] and reduces
signalling overhead, and end-to-end delay [4]. Thanks to these
features, FD communication has gained much attention from
industry and academia. In [5], the authors applied multiple FD
nodes to maximize the sum-rate of the nodes by jointly opti-
mizing the subcarrier assignment and power allocation. Also, a
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novel two-phase protocol was proposed in a wireless commu-
nication FD network which ensured uninterrupted information
transmissions and self-energy recycling by exploiting the fea-
tures of FD nodes [6]. An FD receiver was introduced in the
mmWave communication network [7] to cover the presence of
a transmitter in the presence of a watchful warden by jointly
optimizing the beamforming, transmit power and jamming.
Besides, the authors of [8] investigated an FD relay in device-
to-device communications underlaying a cellular network from
both analysis and optimization perspectives. To boost the sum-
throughput and reduce the total energy of Internet-of-Things
networks, a rotary-wing unmanned aerial vehicle equipped
with an FD access point was introduced [9]. In addition, the
authors of [10] utilized a double deep Q-network to solve
the throughput maximization and secrecy rate maximization
problems in a secure cognitive radio relay network where the
relay nodes operated in the FD mode and transmitted jamming
signals to the eavesdropper. Furthermore, an optimal power
allocation strategy was proposed for the dual-hop FD decode-
and-forward relay system to minimize the outage probability.
However, the FD system cannot achieve the ideal performance
due to the self-interference (SI) [11].

As a downside of FD communications, SI imposed by the
devices’ own transmissions cannot be neglected. The SI, if left
unattended, could result in reduced capacity for FD systems
that fall below that of HD systems [2]. Fortunately, self-
interference cancellation (SIC) techniques have been exploited
to tackle this issue. The SIC techniques can be classified into
three steps: passive suppression, analogue cancellation and
digital cancellation. The passive suppression relies on a large
physical distance between transmit and receive antennas, thus
high isolation can be achieved [12]. Secondly, the analogue
cancellation exploits the degrees of freedom bestowed by
antenna arrays. Specifically, the beam patterns of transmitters
can be designed to suppress the signal strength received at the
receive antennas [13, 14]. Furthermore, the digital cancella-
tion technique applies digital cancellation protocols, such as
ZigZag [15] to mitigate residual SI further. The authors of [16]
proposed a novel digital SIC technique to mitigate the SI signal
and the transmitter and receiver impairments. However, con-
ventional RF cancellation techniques are frequency-selective
due to analogue SI cancellation circuits, such as Balun, i.e., the
best cancellation result can be achieved at the centre frequency,
and the SIC result is not promising for frequency components
that are far apart from the centre frequency [17]. This imposes
severe bandwidth limitations for FD radio, which would fail
to operate at high-frequency bands such as millimetre waves.
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Other problems include implementation complexity and large
insertion loss associated with RF SIC circuits. In addition,
it was demonstrated that the operational bandwidth and the
performance of RF-based cancellation were usually restricted
by the hardware [18]. Moreover, although SI can be reduced
via designing the beam pattern of the transmitter [19], the size,
weight, and power (SWaP) limitations of small devices do not
allow the deployment of enough RF units to achieve flexible
and efficient FD transmissions [20]. In a nutshell, the SIC is
still a key hurdle to FD communications to double the channel
capacity for wireless communication networks.

In recent years, the reconfigurable intelligent surface (RIS)
has been exploited to meet the increasing demands for fu-
ture sixth-generation (6G) wireless networks because it can
enhance the performance of wireless communication at low
costs. In principle, RIS is constructed by a number of com-
ponents whose electromagnetic responses can be adjusted
to enhance a given performance metric [21]. The research
regarding RIS has been spreading in various areas such as
unmanned aerial vehicle communications [22], cooperative
networks [23], dual-function radar communication systems
[24], physical layer security enhancement [25]. In particular,
RIS supports wide frequency bands such as mmWave, the
authors of [26] demonstrated that the RIS was capable of
improving the sum-rate of the proposed mmWave systems.
More recently, the authors of [27] conceived a multiple-access
framework for RIS-assisted communications which improves
MAC efficiency, reduces the computational complexity of RIS
as well as offers fairness for multiple users. In addition, by
training and deploying a multi-task learning model at a RIS
controller, [28] efficiently maximized the throughput of RIS-
assisted aerial-terrestrial communications.

Moreover, it has been demonstrated that the utility of
RISs in FD communications can enhance the performance of
wireless communication networks [29, 30]. For example, the
weighted sum rate of the multi-input multi-output (MIMO)
communication system with an FD base station can be im-
proved by introducing a RIS [31]. Additionally, the weighted
sum transmit power consumption of the base station and uplink
user can be greatly reduced by jointly optimizing their transmit
power, and the phase shifts [32], subject to the rate constraints
at the users and uni-modulus constraints at the RISs. Fur-
thermore, the authors studied the RIS technology in an FD
wireless communication system where the outage and error
probabilities were derived [33]. More specifically, the authors
provided some insights into how to enhance the performance
and save energy consumption, via obtaining the closed-form
expressions of ergodic capacity and symbol error rate, in the
RIS-assisted FD systems [34]. Besides, the authors of [35]
investigated a RIS-aided FD wireless communication system
and demonstrated that the RIS was capable of enhancing the
performance of FD systems with a large number of elements
when the SI cannot be ideally removed. Notice that the above
works only use the RISs to enhance signal strength at the
receiver, and they have not utilized the RIS to balance the
SIC and data transmission. In addition, all of the above works
assumed that the traditional SIC techniques could eliminate
the SI instead of mitigating the SI with the assistance of RISs.

Therefore, the aforementioned frequency-selectivity and SWaP
problems for the conventional SIC schemes have not yet been
well addressed.

To tackle this problem, we utilize the intelligent omni
surface (IOS), which was developed by NTT DOCOMO INC.
to achieve reflection and refraction in 360-degree coverage
[36], in reducing SI as well as boosting the transmission rate
of FD communication networks, and solving the bandwidth
constraint and SWaP limitation incurred by traditional SIC
techniques. Also, the authors of [37] investigated the per-
formance of an IOS in a downlink communication system,
however, the full-duplex transmissions and the impact of IOSs
on the self-interference cancellation were not considered. To
the best of our knowledge, this work is the first of its kind to
establish an IOS-aided FD multi-input single-output (MISO)
wireless communication network in canceling SI and enhanc-
ing data rate. Specifically, we consider two modes of the IOS,
namely, energy splitting (ES)-IOS and mode selection (MS)-
IOS, to maximize the downlink data rate while minimizing the
SI power, subject to the downlink rate thresholds. The main
contributions of this paper are summarized as follows:

1) We propose a novel IOS-aided MISO FD communi-
cation network and introduce two types of IOS, ES-
IOS and MS-IOS. The proposed schemes not only can
enhance the data rate at the destination but also mitigate
the SI and against the frequency-selectivity and SWaP
limitations issues that exist widely in the traditional SIC
schemes.

2) We investigate two optimization problems, including
downlink rate maximization and SI power minimization
problems. Firstly, we aim to maximize the downlink
rate at the destination, subject to the transmit power,
uplink rate threshold, and phase shift constraints. On
the other hand, SI power is minimized, subject to the
downlink rate threshold, transmit power and phase shift
constraints.

3) We utilize alternative algorithms for two non-convex
problems with different types of IOS to solve the
sub-problems iteratively. The quadratically constrained
quadratic programming (QCQP) method is applied to
solve the beamforming, joint amplitudes and phase shifts
optimizations with the ES-IOS as well as the phase shifts
optimizations with the MS-IOS. Besides, we resort to the
semi-definite relaxation (SDR) and Gaussian randomiza-
tion methods to solve the binary optimizations for the
cases with MS-IOS.

4) Simulation results validate the efficiency of the proposed
algorithms and demonstrate the flexibility and effec-
tiveness of the utility of IOS to strike a good balance
between SIC and data transmission for FD MISO com-
munication networks. More specifically, we show that
the SI can be reduced to a limited region by IOSs. At
the same time, the data rate requirement is guaranteed
for ES-IOS and MS-IOS, which shows the effective
implementation of IOS in MISO FD communication
networks.

The remainder of this paper is organized as follows. Section
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II presents the system model of our proposed IOS-assisted
MISO FD communication system and the problem formula-
tions. Section III maximizes the data rate at the destination
by optimizing the beamforming vectors of the transmitter,
the amplitudes and phase shifts of the ES-IOS, and the
mode selection and phase shifts of the MS-IOS, iteratively.
Section IV presents the SI power minimization for the cases
with ES-IOS and MS-IOS, respectively. Section V presents
numerical results to validate the efficiency of our proposed
algorithms and the merits of applying IOS to the MISO FD
communication system. Finally, Section VI concludes this
paper.

Notations: In this paper, scalars are denoted by italic letters,
and vectors and matrices are denoted by bold lowercase
letters and bold uppercase letters, respectively. aH gives the
Hermitian of the vector a, aT and a∗ denote its transpose and
conjugate operators, respectively. [A]i,j is the element located
on the ith row and jth column of matrix A, [a]i is the ith
element of vector a. B⊙CT is the Hadamard product of B and
C. The trace of a matrix A is represented by Tr(A). Re {·}
denotes the real part of a complex value, 1M stands for the
M×1 identity vector. diag {·} and (·)∗ denote the operator for
diagonalization and the optimal value, respectively and O (·)
is the big-O notation.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System model

We design an IOS-assisted FD MISO communication net-
work where the transmitter sends signals to the single-antenna
destination with the assistance of a L-element IOS; and
simultaneously design the phase shifts of the IOS to mitigate
the SI between the receive antennas and the transmit antennas.
The transmitter is equipped with M transmit antennas and N
receive antennas and is integrated with an IOS. Furthermore,
two types of IOSs are employed: 1) ES-IOS, the elements
capable of reflecting and refracting signals simultaneously, as
illustrated in Fig. 1(a). 2) MS-IOS1, where each element can
only reflect or refract signal at one-time slot, is illustrated
in Fig. 1(b). In addition, the reflecting and refracting phase
shifts coefficient matrices of the ES-IOS are represented as
Θe = diag

{
ae,1e

jαe,1 , ae,2e
jαe,2 , . . . , ae,Le

jαe,L
}

∈ CL×L

and Φe=diag
{
be,1e

jβe,1 , be,2e
jβe,2 , . . . , be,Le

jβe,L
}
∈CL×L,

where ae,l, be,l denote the reflecting and refracting amplitudes
at the lth element, l = 1, 2, . . . , L, and αe,l, βe,l indicate the
phase shifts of the lth element, respectively. Hence, according
to [37], the constraints 2 for the ES-IOS can be given by

a2
e,l + b2e,l ≤ 1, (1a)

0 ≤ ae,l, be,l ≤ 1, (1b)

1It is worth mentioning that the MS-IOS is more readily implementable than
the ES-IOS because of the low hardware design complexity, while the ES-IOS
provides higher flexibility [38]; in addition, the phase shifts for reflection and
refraction can generally be chosen independently of each other for both cases.
Therefore, in this paper, we investigate both cases.

2Note that continuous phase shifts are considered in this paper, similar
to [30–32], which is the upper bound of the system performance. Besides,
the discrete phase shifts can be derived by quantifying the obtained optimal
continuous phase shifts, which will be shown in Section V.

0 ≤ αe,l, βe,l ≤ 2π, ∀l. (1c)

On the other hand, the reflecting and refracting phase shifts
coefficient matrices of the MS-IOS are denoted as Θm =
diag

{
am,1e

jαm,1 , am,2e
jαm,2 , . . . , am,Le

jαm,L
}
∈ CL×L and

Φm = diag
{
bm,1e

jβm,1 , bm,2e
jβm,2 , . . . , bm,Le

jβm,L
}

∈
CL×L and the constraints for the MS-IOS are listed as follows:

am,l + bm,l = 1, (2a)

am,l, bm,l ∈ {0, 1} , (2b)

0 ≤ αm,l, βm,l ≤ 2π, ∀l, (2c)

where (2a) indicates that the lth element of the MS-IOS
operates in either reflection or refraction mode. In addition,
the signals from the transmitter and the destination are given
by

xDL = wsDL, (3)

xUL =
√
PdsUL, (4)

where w ∈ CM×1 is the baseband beamforming vector, Pd is
the transmit power of the destination, sDL and sUL are the
downlink and uplink transmit signals, respectively. Besides, we
denote the channel coefficients between the transmit antennas
and the IOS, the transmit antennas and the receive antennas,
the IOS (ES-IOS/MS-IOS) and the destination, the IOS and
the receive antennas, the destination and receive antennas, and
between the destination itself as Hti ∈ CL×M , Htr ∈ CN×M ,
hid ∈ CL×1, Hir ∈ CL×N , hdr ∈ CN×1 and hdd ∈ C1×1,
respectively. Therefore, the received signals 3 at the destination
and the receiver with ES-IOS and MS-IOS are given by

yd,x = hH
idΦxHtixDL︸ ︷︷ ︸
desired signals

+ hddxUL︸ ︷︷ ︸
self interference

+ nd︸︷︷︸
noise

, (5)

yr,x =
(
HH

tr +HH
irΘxHti

)
xDL︸ ︷︷ ︸

self interference

+ hH
drxUL︸ ︷︷ ︸

desired signals

+ nr︸︷︷︸
noise

, (6)

respectively, the first and second terms of (5) are the downlink
desired signal from the transmitter and the self-interference4,
respectively. Besides, the first and second terms of (6) are the
self-interference and uplink desired signal from the destina-
tion, respectively, where x = {e,m} denotes the case with ES-
IOS and MS-IOS. nd ∼ CN

(
0, σ2

dI
)

and nr ∼ CN
(
0, σ2

rI
)

represent the additive Gaussian noise received at the desti-
nation and receive antennas, respectively. σ2

d and σ2
r are the

noise powers at the destination and the receiver antennas,
respectively. As illustrated in Fig. 1(a) and Fig. 1(b), to facili-
tate presentation, we characterize the positions of the transmit
antennas by (rl,m, θl,m, ϕl,m), rl,m ≥ 0, θl,m ∈

[
0, π

2

]
,

3We assume that the ES/MS-IOS-assisted transmitter has the knowledge of
the channel state information (CSI) of the transmitter-IOS-destination link, as
well as the link between transmit antennas and receive antennas. The details
of the channel estimation can be found in [39, 40]. Moreover, [41] showed
that the rate with estimated channels reaches that of perfect channels using
the proposed PARAFAC-based method. How to perform channel estimation
is out of the scope of this paper. Besides, to provide further information, we
compare the imperfect CSI case as a benchmark in Section V.

4Since in this paper we mainly focus on the effect of the IOS at the
transmitter node, the traditional SIC is assumed at the destination so that
the residual SI at the destination node can be kept at the noise floor level
[12, 16].
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Fig. 1. (a) An ES-IOS-assisted MISO FD network. (b) An MS-IOS-assisted MISO FD network.

ϕl,m ∈ [0, 2π], in L different spherical coordinate systems
whose respective origins are the positions of the IOS elements
[42]. Here, θl,m denotes the elevation angle of the mth transmit
antenna, ϕl,m represents the azimuth angle of the mth transmit
antenna and rl,m is the distance between the lth IOS element
and the mth transmit antenna. In a similar manner, we have the
positions of the receive antennas at the elements of the IOS, the
positions of the receive antennas at the transmit antennas, and
the positions of the transmit antennas at the receive antennas as
(rl,n, θl,n, ϕl,n), (rm,n, θm,n, ϕm,n) and (rn,m, θn,m, ϕn,m),
where rl,n, rm,n, rn,m ≥ 0, θl,n, θm,n, θn,m ∈

[
0, π

2

]
,

ϕl,n, ϕm,n, ϕn,m ∈ [0, 2π]. Then we can define the corre-
sponding channel coefficients as follows:

Hti=

[
λ
√

Gt (θl,m, ϕl,m)

4πrl,m
e−j

2πrl,m
λ

]
l,m

, (7)

Htr =

[
λ
√

Gt (θm,n, ϕm,n)Gr (θn,m, ϕn,m)

4πr
κ/2
m,n

×

(√
K

K + 1
e−j

2πrm,n
λ +

√
1

K + 1
hnlos
tr

)]
m,n

,

(8)

hdr =

[
λ

4πr
κ/2
d,n

(√
K

K + 1
e−j

2πrd,n
λ +

√
1

K + 1
hnlos
dr

)]
n

, (9)

hid=

[
λ

4πr
κ/2
l,d

(√
K

K+1
e−j

2πrl,d
λ +

√
1

K+1
hnlos
id

)]
l

, (10)

Hir =

[
λ
√

Gr (θl,n, ϕl,n)

4πrl,n
e−j

2πrl,n
λ

]
l,n

, (11)

where λ is the wavelength, Gt (θ, ϕ) and Gr (θ, ϕ) are the an-
tenna gains at the transmit and receive antennas5, respectively.
In addition, K and κ are Rician factor and exponent of the
channels, rl,d and rd,n are the distance between the lth element

5The transmit and receive antenna gain models with respect to the elevation
angles can be found in [42].

at the IOS and destination, and that between destination and
nth receive antenna. hnlos

tr , hnlos
dr and hnlos

id are the non-line-
of-sight channel components, generalized using zero-mean and
unit-variance circularly symmetric complex Gaussian random
variables.

Then, based on (5) and (6), we can derive the data rates
at the destination, the transmitter and SI power at the receive
antennas for ES-IOS and MS-IOS as follows:

Rd,x = log2

(
1 +

hd,xwwHhH
d,x

σ2
d

)
, (12)

Rr,x = log2

(
1 +

√
Pdh

H
drhdr∥∥Hr,xwwHHH

r,x

∥∥+ σ2
r

)
, (13)

Pr =
∥∥∥Hr,xwwHHH

r,x

∥∥∥, (14)

where hd,x = hH
idΦxHti, Hr,x = HH

tr +HH
irΘxHti.

B. Problem formulation

In this paper, we aim to solve two optimization problems,
firstly by maximizing the data rate at the destination, subject to
the power consumption constraint at the transmitter, the phase
shift unit modulus constraint, and the uplink rate at the receive
antennas above a threshold6:

max
Θx,Φx,w

Rd,x (15)

s.t. Tr
(
wwH

)
≤ Pmax, (15a)

Rr,x ≥ RUL
th , (15b)

(1a) − (1c) or (2a) − (2c), (15c)

where (15a) denotes the power constraint of the transmitter,
Pmax is the maximum transmit power. In addition, (15b)

6In this paper, we mainly consider data rate maximization and SI power
minimization with ES-IOS and MS-IOS. The balance between data rate
maximization and SI power minimization can be achieved, by considering
a positive weighted factor for the data rate and a negative weighted factor for
the SI power, which could be considered for future work.
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represents the data rate of the uplink transmission, which is
above a threshold RUL

th . Also, it is worth mentioning that the
first item of (15c) is selected for the case with ES-IOS and
the second item is chosen for the case with MS-IOS.

Secondly, the SI power is minimized at the transmitter,
subject to the power consumption constraint at the transmitter,
the phase shift unit modulus constraint and the data rate
at the destination above a threshold. Accordingly, the two
optimization problems are formulated as follows:

min
Θx,Φx,w

∥∥∥Hr,xwwHHH
r,x

∥∥∥ (16)

s.t. Tr
(
wwH

)
≤ Pmax, (16a)

Rd,x ≥ RDL
th , (16b)

(1a) − (1c) or (2a) − (2c), (16c)

where (16b) represents that the data rate of the downlink
transmission at the destination above a threshold RDL

th , and
(16c) should be selected according to ES-IOS or MS-IOS
mode.

III. MAXIMIZING THE DATA RATE

Given the data rate maximization problem in (15), we notice
that the problem is non-convex and difficult to solve since
the reflecting, refracting amplitudes/mode selection and phase
shifts Θx, Φx and the beamforming vector w are coupled.
Especially, the mode selection optimization for MS-IOS is
NP-hard, rendering the maximization problem intractable.
Therefore, we propose an alternating algorithm to solve them
iteratively.

A. Optimizing beamforming vector w for given Θx and Φx

Firstly, with given reflecting and refracting amplitudes and
phase shifts Θx and Φx for ES-IOS and MS-IOS, the beam-
forming vector w optimization problem for maximizing the
data rate at the destination can be reformulated as follows:

max
w

log2

(
1 +

hd,xwwHhH
d,x

σ2
d

)
(17)

s.t. Tr
(
wwH

)
≤ Pmax, (17a)

log2

(
1 +

√
Pdh

H
drhdr∥∥Hr,xwwHHH

r,x

∥∥+ σ2
r

)
≥ RUL

th , (17b)

which is equivalent to the following problem:

max
w

wHhH
d,xhd,xw (18)

s.t. Tr
(
wwH

)
≤ Pmax, (18a)

Tr
(
wHHH

r,xHr,xw
)
≤

√
Pdh

H
drhdr

2R
UL
th − 1

, (18b)

however, this problem is still non-convex due to the non-
concavity of the objective function. Thus by applying the first-
order Taylor expansion to (18), the objective function can be
convexified as [24]:

wHhH
d,xhd,xw≥2Re

{
wHhH

d,xhd,xw̃
}
−w̃HhH

d,xhd,xw̃, (19)

where w̃ is the beamforming vector value of the last iteration.
Therefore, the beamforming vector optimization problem can
be formulated as follows:

max
w

Re
{
wHhH

d,xhd,xw̃
}

(20)

s.t. Tr
(
wwH

)
≤ Pmax, (20a)

Tr
(
wHHH

r,xHr,xw
)
≤

√
Pdh

H
drhdr

2R
UL
th − 1

, (20b)

which is a QCQP problem and can be solved by convex
optimization tools such as CVX.

B. Optimizing reflecting and refracting amplitudes/mode se-
lection and phase shifts Θx and Φx for given w

Secondly, since the binary optimization in mode selection
for the case with MS-IOS is NP-hard, we classify the data
rate maximization problem into the two cases for a given
beamforming vector w, according to the type of IOS.

a) Optimizing reflecting and refracting amplitudes and
phase shifts Θe and Φe for ES-IOS

For a given beamforming vector w, the data rate maximiza-
tion problem with the ES-IOS can be reformulated as follows:

max
Θe,Φe

hH
idΦeHtiwwHHH

tiΦ
H
e hid (21)

s.t.
Tr
((

HH
tr+HH

irΘeHti

)
wwH

(
HH

tr+HH
tiΘ

H
e Hir

))
≤

√
Pdh

H
drhdr

2R
UL
th − 1

,
(21a)

a2
e,l + b2e,l ≤ 1, (21b)

0 ≤ ae,l, be,l ≤ 1, (21c)
0 ≤ αe,l, βe,l ≤ 2π, ∀l, (21d)

which can be reformulated as

max
Θe,Φe

Tr
(
ΦH

e Xe,1ΦeYe,1

)
(22)

s.t.
Tr
(
ΘH

s Xe,2ΘeYe,2

)
+ Tr (ΘeZe,2)

+Tr
(
ΘH

e ZH
e,2

)
+ de,2 ≤

√
Pdh

H
drhdr

2R
UL
th − 1

,
(22a)

a2
e,l + b2e,l ≤ 1, (22b)

0 ≤ ae,l, be,l ≤ 1, (22c)
0 ≤ αe,l, βe,l ≤ 2π, ∀l, (22d)

where

Xe,1=hidh
H
id, Xe,2=HirH

H
ir , de,2=Tr

(
HH

trwwHHtr

)
,

Ye,1=Ye,2=HtiwwHHH
ti , Ze,2 = HtiwwHHtrH

H
ir .

However, this problem is still not convex due to the objective
function (22) and constraints (22b)-(22d). By introducing
new variables αe =

[
ae,1e

jαe,1 , ae,2e
jαe,2 , . . . , ae,Le

jαe,L
]
∈

CL×1 and βe =
[
be,1e

jβe,1 , be,2e
jβe,2 , . . . , be,Le

jβe,L
]

∈
CL×1, we can reformulate the constraint (22b)-(22d) as fol-
lows:

diag
{
αeα

H
e + βeβ

H
e

}
≤ 1L, (23)
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Algorithm 1 Gaussian randomization procedure
1. Set a number of randomizations G, given the SDR solution X.
2. Generate ξg ∼ N (0,X), g = 1, 2, ..., G and construct a feasible point
x̃g = sgn (ξg).
3. Determine g⋆ =arg max

g=1,...,G
Tr

(
Ξ′

m,1x̃gx̃T
g

)
and [xg⋆ ]L+1 =1 for

the data rate maximization problem, g⋆ = arg min
g=1,...,G

Tr
(
Ξ′

m,2x̃gx̃T
g

)
and [xg⋆ ]L+1=1 for the SI power minimization problem.
4. Set b = [xg⋆ ]1:L, calculate am = b+1L

2
, and output Am =

diag {am}.

which is now convex with respect to αe and βe. In addition,
according to the matrix properties in [43, Eq. (1.10.6)], we
have Tr

(
ΦH

e Xe,1ΦeYe,1

)
= βH

e Ξe,1βe and

Tr
(
ΘH

eXe,2ΘeYe,2

)
+Tr (ΘeZe,2)+Tr

(
ΘH

e ZH
e,2

)
+de,2

= αH
e Ξe,2αe + zHe,2α

∗
e + αT

e ze,2 + de,2,
(24)

where Ξe,1 = Xe,1 ⊙ Ye,1, Ξe,2 = Xe,2 ⊙ Ye,2 and
ze,2 = diag {Ze,2}. Therefore, the reflecting and refracting
phase shifts optimization problem for maximizing the data rate
can be reformulated as follows:

max
αe,βe

βH
e Ξe,1βe (25)

s.t. diag
{
αeα

H
e + βeβ

H
e

}
≤ 1L, (25a)

αH
e Ξe,2αe+zHe,2α

∗
e+αT

e ze,2+de,2≤
√
Pdh

H
drhdr

2R
UL
th − 1

, (25b)

so far, (25) is the only obstacle for this optimization, which
can be approximated via the first-order Taylor expansion as
follows:

βH
e Ξe,1βs ≥ 2Re

{
βH

e Ξe,1β̃e

}
− β̃H

e Ξe,1β̃e, (26)

where β̃e is the refracting phase shifts derived at the last
iteration, therefore, the reflecting and refracting phase shifts
optimization can be rewritten as follows:

max
αe,βe

Re
{
βH

e Ξe,1β̃e

}
(27)

s.t. diag
{
αeα

H
e + βeβ

H
e

}
≤ 1L, (27a)

αH
e Ξe,2αe+zHe,2α

∗+αT
e ze,2+de,2≤

√
Pdh

H
drhdr

2R
UL
th − 1

, (27b)

which now is a convex problem with convex constraints, and
can be solved by CVX using QCQP. Therefore, the joint
amplitudes and phase shifts of the ES-IOS are solved. In
addition, the overall algorithm for maximizing the data rate
for the ES-IOS is summarized in Algorithm 1.

b) Optimizing reflecting and refracting phase shifts Θ′
m and

Φ′
m for MS-IOS
In the MS-IOS case, with a given beamforming vector w,

we reformulate the rate maximization problem as follows:

max
Θm,Φm

hH
idΦmHtiwwHHH

tiΦ
H
mhid (28)

s.t.
Tr
((

HH
tr+HH

irΘmHti

)
wwH

(
HH

tr+HH
tiΘ

H
mHir

))
≤

√
Pdh

H
drhdr

2R
UL
th − 1

,

(28a)
am,l + bm,l = 1, (28b)
am,l, bm,l ∈ {0, 1} , (28c)
0 ≤ αm,l, βm,l ≤ 2π, ∀l, (28d)

however, this problem is non-convex since the binary variables
are contained in the coefficient matrices. To tackle this prob-
lem, we further divide the problem into two sub-problems.

Firstly, we reconstruct the phase shifts coefficient
matrices as Θm = AmΘ′

m and Φm = BmΦ′
m,

where Am = diag {am,1, am,2, . . . , am,L} ∈ CL×L

and Bm = diag {bm,1, bm,2, . . . , bm,L} ∈ CL×L indi-
cate the elements for reflecting and refracting. Θ′

m =
diag

{
ejαm,1 , ejαm,2 , . . . , ejαm,L

}
∈ CL×L and Φ′

m =
diag

{
ejβm,1 , ejβm,2 , . . . , ejβm,L

}
∈ CL×L are the reflecting

and refracting phase shifts matrices, respectively. Thereby, the
channels can be reformulated as follows:

hd,m = hH
id (I−Am)Φ′

mHti, (29)

Hr,m = HH
tr +HH

irAmΦ′
mHti, (30)

then the problem with fixed mode selection matrix Am and
Bm can be reformulated as follows:

max
Θ′

m,Φ′
m

hH
id (I−Am)Φ′

mHtiwwHHH
tiΦ

′H
m (I−Am)H hid

(31)

s.t.
Tr
((
HH

tr+H
H
irAmΘm′Hti

)
wwH

(
Htr+H

H
tiΘ

H
m′AH

mHir

))
≤

√
Pdh

H
drhdr

2R
UL
th − 1

,

(31a)
0 ≤ αm,l, βm,l ≤ 2π, ∀l. (31b)

Note that by introducing αm=
[
ejαm,1 , ejαm,2 , . . . , ejαm,L

]
∈

CL×1 and βm =
[
ejβm,1 , ejβm,2 , . . . , ejβm,L

]
∈ CL×1, the

constraint (31b) can be reformulated as

diag
{
αmαH

m

}
= 1L, (32)

diag
{
βmβH

m

}
= 1L, (33)

and the problem can be reformulated as

max
αm,βm

βH
mΞm,1βm (34)

s.t. αH
mΞm,2αm+zHm,2α

∗
m+αT

mzm,2+dm,2≤
√
Pdh

H
drhdr

2R
UL
th − 1

,

(34a)

diag
{
αmαH

m

}
= 1L, (34b)

diag
{
βmβH

m

}
= 1L, (34c)

where

Ξm,1 = Xm,1 ⊙Ym,1, Ξm,2 = Xm,2 ⊙Ym,2,
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Xm,1=(I−Am)Hhidh
H
id (I−Am) , Xm,2=AH

o HirH
H
irAm,

Ym,1 = HtiH
H
ti , Ym,2 = HtiwwHHH

ti ,

Zm,2=HtiwwHHtrH
H
irAm, dm,2=Tr

(
HH

trwwHHtr

)
,

and zm,2 = diag{Zm,2}, however, this problem is non-convex
due to (34), (34b) and (34c). By applying the first-order Taylor
expansion to (34), and relaxation to (34b) and (34c), the
problem can be transformed as follows:

max
αm,βm

Re
{
βH

mΞm,1β̃m

}
(35)

s.t. αH
mΞm,2αm+zHm,2α

∗
m+αT

mzm,2+dm,2≤
√
Pdh

H
drhdr

2R
UL
th − 1

,

(35a)

diag
{
αmαH

m

}
≤ 1L, (35b)

diag
{
βmβH

m

}
≤ 1L, (35c)

where β̃o is the value at the last iteration, now this problem
can be solved. In the following subsection, the mode selection
for the case with MS-IOS will be discussed.

C. Optimizing mode selection Am with given w, Θ′
m and

Φ′
m for MS-IOS

In this subsection, we aim to optimize Am with given phase
shifts and beamforming vector, for the case with MS-IOS. The
problem is formulated as follows:

max
Am

hH
id (I−Am)Φ′

mHtiwwHHH
tiΦ

′H
m (I−Am)H hid (36)

s.t.
Tr
((
HH

tr+HH
irAmΘm′Hti

)
wwH

(
Htr+HH

tiΘ
H
m′AH

mHir

))
≤

√
Pdh

H
drhdr

2R
UL
th − 1

,

(36a)
am,l + bm,l = 1, (36b)
am,l, bm,l ∈ {0, 1} , (36c)

however, this problem is difficult to tackle due to the binary
variables. Firstly, we need to reconstruct the problem, by
introducing a vector am = [am,1, am,2, . . . , am,L] ∈ CL×1,
we can rewrite the problem as follows:

max
am

aT
mΞm,1am−2Re

{
aT
mwm,1

}
+dm,1 (37)

s.t. aT
mΞm,2am+2Re

{
aT
mwm,2

}
+dm,2 ≤

√
Pdh

H
drhdr

2R
UL
th − 1

,

(37a)
am,l ∈ {0, 1} , (37c)

where

Ξm,1 = Um,1 ⊙Vm,1, Ξm,2 = Um,2 ⊙Vm,2,

Um,1 = hidh
H
id, Vm,1 = Φ′

mHtiwwHHH
tiΦ

′H
m,

Um,2 = HirH
H
ir , Vm,2 = Θ′

mHtiwwHHH
tiΘ

′H
m,

Wm,1 = diag
{
hH
id

}
Φ′

mHtiwwHHH
tiΦ

′
m

H
hid,

Wm,2 = Θ′
mHtiwwHHtrH

H
ir ,

Algorithm 2 Data rate maximizations for both ES-IOS and
MS-IOS

Initialize the beamforming vector w0, the reflecting, refracting amplitudes
and phase shifts Θ0

e , Φ0
e of the ES-IOS, the phase shifts matrix of

MS-IOS Θ0
m, Φ0

m, as well as the mode selection matrix of the MS-
IOS A0

m, compute Rd,e

(
w0,Θ0

e,Φ
0
e

)
and Rd,m

(
w0,Θ0

m,Φ0
m,A0

m

)
,

respectively. Set t = 0 and the accuracy for iteration ε1.
repeat

1. Given wt, A0
m, Θt

e, Φt
e, Θt

m and Φt
m, compute the data rates as

Rd,e

(
wt,Θt

e,Φ
t
e

)
and Rd,m

(
wt,Θt

m,Φt
m,At

m

)
, respectively.

2. Given Θt
e, Φt

e for the case with ES-IOS and given At
m, Θt

m and
Φt

m for the case with MS-IOS, optimize wt+1 by solving problem
(20).
3. Given wt+1, optimize Θt+1

e and Φt+1
e by solving problem (27) for

the ES-IOS. As for the MS-IOS, optimize Θt+1
m and Φt+1

m with given
wt+1 and At

m for the case with MS-IOS, by solving problem (35).
4. By solving (42) for the case with MS-IOS, optimize X given wt+1,
Θt+1

m and Φt+1
m .

5. For the case with MS-IOS, retrieve At+1
m from X using Gaussian

randomization procedure.
6. Compute the data rates Rd,e

(
wt+1,Θt+1

e ,Φt+1
e

)
and

Rd,m

(
wt+1,Θt+1

m ,Φt+1
m ,At

m

)
for both the IOSs.

7. Set t = t+ 1.
until |Rd,e(wt+1,Θt+1

e ,Φt+1
e )−Rd,e(wt,Θt

e,Φ
t
e)|

Rd,e

(
wt+1,Θt+1

e ,Φt+1
e

) ≤ ε1 or

|Rd,m(wt+1,Θt+1
m ,Φt+1

m ,At+1
m )−Rd,m(wt,Θt

m,Φt
m,At

m)|
Rd,m

(
wt+1,Θt+1

m ,Φt+1
m ,At+1

m

) ≤ ε1.

dm,1=h
H
idΦ

′
mHtiwwHHH

tiΦ
′H
mhid, dm,2=Tr

(
HH

trwwHHtr

)
.

However, (37) is still not convex due to the binary
variables. By reconstructing the expressions aTmΞm,1am =
L∑

l1=1

L∑
l2=1

[Ξm,1]l1,l2al1al2 , and Re
{
aTmwm,1

}
=

L∑
l1=1

al1 [Re {wm,1}]l1 . In addition, by introducing slack

variables Sm = {sl1,l2 | l1, l2 = 1, 2, . . . , L} ∈ CL×L we can
reformulate the problem as follows:

max
am,Sm

L∑
l1=1

L∑
l2=1

[Ξm,1]l1,l2sl1,l2−2al1

L∑
l1=1

[Re {wm,1}]l1 (38)

s.t.

L∑
l1=1

L∑
l2=1

[Ξm,2]l1,l2sl1,l2+2al1

L∑
l1=1

[Re {wm,2}]l1

+dm,2 ≤
√
Pdh

H
drhdr

2R
UL
th − 1

,

(38a)

am,l ∈ {0, 1} , (38b)
sl1,l2 ≤ al1 , (38c)
sl1,l2 ≤ al2 , (38d)
sl1,l2 ≥ al1 + al2 − 1, (38e)

this problem can be solved by CVX, however, is NP-hard [44]
thus this problem is intractable for a large L.

Thus, we transform the above problem using the SDR
method. By introducing a new binary variable b = 2am−1L ∈
RL×1, where b = [b1, b2, . . . , bL]

T and bl ∈ {−1, 1}, then the
objective function of the rate maximization problem is given
by

1

4

(
Tr (Ξm,1B) + 2Re

{
hTb

})
+ cm,1, (39)
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where B = bbT . Thereby, by introducing another binary
slack variable x = [b; 1] ∈ R(L+1)×1, we can reconstruct
the objective function and the SI power as

1

4
Tr
(
Ξ′

m,1X
)
+ cm,1, (40)

1

4
Tr
(
Ξ′

m,2X
)
+ cm,2, (41)

respectively. The derivation is given in Appendix A.
Thus, the problem can be transformed as follows:

max
X

1

4
Tr
(
Ξ′

m,1X
)
+ cm,1 (42)

s.t.
1

4
Tr
(
Ξ′

m,2X
)
+ cm,2 ≤

√
Pdh

H
drhdr

2R
UL
th − 1

, (42a)

diag {X} = 1L+1, (42b)
Rank (X) = 1, (42c)

however, the rank-one constraint renders the problem in-
feasible, thus by dropping this constraint, we can optimize
the problem by utilizing the SDR method. Then using the
Gaussian randomization procedure, we can extract am from
X, the details of the Gaussian randomization procedure is
provided in Algorithm 1.

D. Overall Algorithm, convergence and complexity analysis

In a nutshell, the overall alternative optimization algorithm
for maximizing the data rate is provided in Algorithm 2.
The QCQP method is applied to solve the beamforming
vector, the reflecting, refracting amplitudes and phase shifts
optimization for the case with the ES-IOS and phase shifts
optimization for the case with the MS-IOS. Furthermore,
the SDR method and Gaussian randomization procedure are
exploited for solving the element mode selection for MS-IOS.
Every step in Algorithm 2 guarantees the objective function
increases monotonically, that is, Rd,x

(
wt+1,Θt+1

x ,Φt+1
x

)
>

Rd,x (w
t,Θt

x,Φ
t
x) > . . . > Rd,x

(
w0,Θ0

x,Φ
0
x

)
, there-

fore, the proposed algorithm’s convergence is guaranteed.
It is worth pointing out that the complexity of the QCQP
method for beamforming optimization is on the order of
O
(
M3

)
[45], and the computational complexities of the

QCQP method for optimizing phase shifts matrices for both
the ES-IOS and MS-IOS are O

(
L3

)
. In addition, the com-

putational complexities of the SDR method and Gaussian
randomization procedure for the mode selection optimiza-
tion with the MS-IOS are O

(
L3.5

)
[46] and O (G), re-

spectively. Therefore, the overall complexity order of the
proposed system amounts to O

(
Nite ×max

{
M3, L3

})
and

O
(
Nite ×max

{
M3, L3.5, G

})
, respectively, where Nite is

the number of optimization iterations and G is the number for
randomizations.

IV. MINIMIZING THE SI POWER

To minimize the SI power, we notice that the problem is dif-
ficult to solve since the reflecting, refracting amplitudes/mode
selection and phase shifts Θx, Φx and the beamforming vector
w are coupled. Therefore, we propose an alternating algorithm
to solve them iteratively.

A. Optimizing beamforming vector w for given Θx and Φx

Firstly, with given reflecting, refracting amplitudes/mode
selection and phase shifts Θx and Φx for ES-IOS and MS-
IOS, the SI power minimization problem can be reformulated
as follows:

min
w

∥∥∥Hr,xwwHHH
r,x

∥∥∥ (43)

s.t. Tr
(
wwH

)
≤ Pmax, (43a)

log2

(
1 +

hd,xwwHhH
d,x

σ2
d

)
≥ RDL

th , (43b)

which can be rewritten as follows:

min
w

wHHH
r,xHr,xw (44)

s.t. wHw ≤ Pmax, (44a)

wHhH
d,xhd,xw ≥

(
2R

DL
th − 1

)
σ2
d. (44b)

We notice that constraint (44b) renders this problem non-
convex, by using the first-order Taylor expansion, this problem
can be reformulated as a convex optimization problem:

min
w

wHHH
r,xHr,xw (45)

s.t. wHw ≤ Pmax, (45a)

2Re
{
wHhH

d hdw̃
}
≥w̃HhH

d,xhd,xw̃+
(
2R

DL
th −1

)
σ2
d,

(45b)

which is a QCQP problem and can be solved.

B. Optimizing reflecting and refracting amplitudes/mode se-
lection and phase shifts Θx and Φx for given w

Firstly, we aim to optimize reflecting, refracting amplitudes/
mode selection and phase shifts Θ and Φ, for given
beamforming vector w.

a) Optimizing reflecting and refracting amplitudes and
phase shifts Θe and Φe for ES-IOS

For the ES-IOS, the SI power minimization problem can be
formulated as follows:

min
Θe,Φe

Tr
((

HH
tr+H

H
irΘeHti

)
wwH

(
HH

tr+H
H
tiΘ

H
e Hir

))
(46)

s.t. hH
idΦeHtiwwHHH

tiΦ
H
e hid ≥

(
2R

DL
th − 1

)
σ2
d, (46a)

a2
e,l + b2e,l ≤ 1, (46b)

0 ≤ ae,l, be,l ≤ 1, (46c)
0 ≤ αe,l, βe,l ≤ 2π, ∀l. (46d)

Following the methodology in maximizing the data rate,
we can reformulate the SI power minimization problem as
follows:

min
αe,βe

αH
e Ξe,2αe + zHe,2α

∗
e +αT ze,2 (47)

s.t. diag
{
αeα

H
e + βeβ

H
e

}
≤ 1L, (47a)

2Re
{
βH

e Ξe,1β̃e

}
≥ β̃H

e Ξe,1β̃e+
(
2R

DL
th −1

)
σ2
d, (47b)

which completes the joint amplitudes and phase shifts
optimization part for ES-IOS. Note that the algorithm for
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Algorithm 3 SI power minimizations for both ES-IOS and
MS-IOS

Initialize the beamforming vector w0, the reflecting, refracting amplitudes
and phase shifts Θ0

e , Φ0
e of the ES-IOS, the phase shifts of MS-IOS

Θ0
m, Φ0

m, as well as the mode selection matrix of MS-IOS A0
m, compute

Pe
(
w0,Θ0

e,Φ
0
e

)
and Pm

(
w0,Θ0

m,Φ0
m,A0

m

)
, respectively. Set t = 0

and the accuracy for iteration ε2.
repeat

1. Given wt, A0
m, Θt

e, Φt
e, Θt

m and Φt
m, compute the SI powers as

Pe
(
wt,Θt

e,Φ
t
e

)
and Pm

(
wt,Θt

m,Φt
m,At

m

)
, respectively.

2. Given Θt
e, Φt

e for the case with ES-IOS and given At
m, Θt

m and
Φt

m for the case with MS-IOS, optimize wt+1 by solving problem
(45).
3. Given wt+1, optimize Θt+1

e and Φt+1
e by solving problem (47) for

the ES-IOS. As for the MS-IOS, optimize Θt+1
m and Φt+1

m with given
wt+1 and At

m for the case with MS-IOS, by solving problem (48).
4. By solving (49) for the case with MS-IOS, optimize X given wt+1,
Θt+1

m and Φt+1
m .

5. For the case with MS-IOS, retrieve At+1
m from X using Gaussian

randomization procedure.
6. Compute the SI powers Pe

(
wt+1,Θt+1

e ,Φt+1
e

)
and

Pm

(
wt+1,Θt+1

m ,Φt+1
m ,At

m

)
for both the IOSs.

7. Set t = t+ 1.
until |Pe(wt+1,Θt+1

e ,Φt+1
e )−Pe(wt,Θt

e,Φ
t
e)|

Pe

(
wt+1,Θt+1

e ,Φt+1
e

) ≤ ε2 or

|Pm(wt+1,Θt+1
m ,Φt+1

m ,At+1
m )−Pm(wt,Θt

m,Φt
m,At

m)|
Pm

(
wt+1,Θt+1

m ,Φt+1
m ,At+1

m

) ≤ ε2.

minimizing the SI power can be found in Algorithm 3.

b) Optimizing reflecting and refracting phase shifts Θ′
m and

Φ′
m for ES-IOS
For the case with MS-IOS, following the similarity of the

methodology above, the SI power minimization problem can
be formulated as follows:

min
αm,βm

αH
mΞm,2αm + zHm,2α

∗
m +αT

mzm,2 + dm,2 (48)

s.t. 2Re
{
βH

mΞm,1β̃m

}
≥ β̃H

mΞm,1β̃m+
(
2R

DL
th −1

)
σ2
d,

(48a)

diag
{
αmαH

m

}
≤ 1L, (48b)

diag
{
βmβH

m

}
≤ 1L, (48c)

which is a quadratically constrained quadratic problem and
can be solved by CVX using QCQP method.

C. Optimizing mode selection Am with given w, Θ′
m and

Φ′
m for MS-IOS

In this subsection, we aim to optimize the mode selection
matrix Ao with given phase shifts and beamforming vector for
the case with MS-IOS. The SI power minimization problem
is formulated as follows:

min
X

1

4
Tr
(
Ξ′

m,2X
)
+ cm,2 (49)

s.t.
1

4
Tr
(
Ξ′

m,1X
)
+ cm,1 ≥(2R

DL
th − 1)σ2

d, (49a)

diag {X} = 1L+1, (49b)

which is a convex problem with convex constraints, and shares
the similarity as the data rate maximization problem which can
be easily solved using the SDR method.

D. Overall Algorithm, convergence and complexity analysis

To sum up, the overall alternative optimization algorithm
for minimizing the SI is provided in Algorithm 3. The QCQP
method is applied to solve the beamforming vector, reflecting,
reflecting joint amplitudes and phase shifts optimizations for
the case with ES-IOS, as well as the phase shifts optimiza-
tion for the MS-IOS. Furthermore, the SDR method and
Gaussian randomization procedure are exploited for solving
the element mode selection for the case with MS-IOS. Al-
gorithm 3 guarantees the objective function Pr (w,Θx,Φx)
decreases monotonically, therefore, Pr

(
wt+1,Θt+1

x ,Φt+1
x

)
<

Pr (w
t,Θt

x,Φ
t
x) < . . . < Pr

(
w0,Θ0

x,Φ
0
x

)
, which demon-

strates the convergence of the proposed algorithm. Every
step in Algorithm 3 guarantees the objective function de-
creases monotonically, therefore, the convergence of the pro-
posed algorithm is guaranteed. The overall computational
complexities of SI minimization problem for the cases with
ES-IOS and MS-IOS are O

(
Nite ×max

{
M3, L3

})
and

O
(
Nite ×max

{
M3, L3.5, G

})
, respectively.

V. NUMERICAL RESULTS

In this section, simulation results are provided to demon-
strate the performance of the proposed optimization methods.
The 3-dimensional coordinates of the destination, the first
transmit antenna, the first receive antenna, and the first element
at the IOS are set as [15,−10, 1.5], [0, 0, 5], [0, 1, 5] and
[0.1, 0, 5] m, respectively. In addition, λ = 0.05 m and the
distance between any two adjacent elements/antennas is λ

2 , the
Rician path-loss exponent and Rician factor are κ = 2.5 and
K = 3 dB, respectively. The noise powers at the destination
and transmitter are nd = nr = −90 dBm, the uplink and
downlink data rate thresholds RUL

th and RDL
th for the optimiza-

tions are 0 ∼ 4 and 0 ∼ 3 bps/Hz, respectively. Furthermore,
the length of the Gaussian randomization procedure G = 103,
and the convergence thresholds are set to ε1 = ε2 = 10−5.
Specifically, we compare the performance of our proposed
algorithms with the following three schemes:

1) WO-IOS: In this scheme, only the beamforming vectors
of the transmit signals are optimized in the proposed
system without the assistance of IOS. This scheme is
set as the benchmark for performance evaluation.

2) ES-IOS: The ES-IOS is employed to assist signal trans-
mission and SI mitigation; specifically, the beamforming
vectors of the transmitter, as well as the reflecting and
refracting phase shifts of the ES-IOS, are designed using
the QCQP method.

3) MS-IOS: Compared with the ES-IOS, each element of
the MS-IOS can either reflect or refract signals in the
one-time slot; therefore, the beamforming vectors, both
the reflecting and the refracting phase shifts, jointly
with the mode selection, are optimized for the proposed
system.

Fig. 2 shows the data rate convergence behaviours of the
proposed joint optimization method with uplink rate threshold
RUL

th = 0.5 bps/Hz, number of elements L = 128 and
different numbers of receive antenna N for the three schemes.
It is shown that the downlink rates of all schemes converge
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Fig. 2. Iteration behaviour of the downlink rate maximization
problem with the three schemes.
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Fig. 3. Downlink rate performance of the three schemes with
different L and N .

fast with the proposed algorithms, which demonstrates their
efficiency. Furthermore, the downlink rates increase with N ,
this is because as the number of receive antennas increases,
the uplink transmission benefits from the channel diversity. It
is evident that both ES-IOS and MS-IOS outperform WO-IOS
in performance due to the degrees of freedom bestowed by the
IOSs. Besides, the rates with MS-IOS are lower than that of
ES-IOS because each element of the MS-IOS can only reflect
or refract signals at one time, and it can not fully exploit the
reflecting and refracting resource as ES-IOS does.

The comparison of data rates with different numbers of
elements L, different numbers of receive antennas N and
different RUL

th is illustrated in Fig. 3. As we can see, to
guarantee the SI power above a threshold RUL

th = 0.5 bps/Hz,
the case with WO-IOS can not achieve a high downlink rate.
In addition, it can be noticed that the data rates with ES-
IOS and MS-IOS increase with the number of elements, and
the performance of ES-IOS is better than that of MS-IOS.
Significant improvement can be achieved by introducing ES-

0.1 0.3 0.5   1   2   3   4

Uplink rate threshold  R
th

UL
 (bps/Hz)

0

0.5

1

1.5

2

2.5

3

3.5

D
o
w

n
lin

k
 r

a
te

 (
b
p
s
/H

z
)

M=2, N=2, L=128, ES-IOS

M=2, N=2, L=128, MS-IOS

M=2, N=2, L=64, ES-IOS

M=2, N=2, L=64, MS-IOS

M=2, N=3, L=64, ES-IOS

M=2, N=3, L=64, MS-IOS

M=2, N=2, WO-IOS

M=2, N=3, WO-IOS

Fig. 4. Downlink rate performance of the three schemes with
different uplink rate threshold RUL

th .

IOS or MS-IOS into FD wireless communication networks;
for example, 2.23 and 1.36 bps/Hz can be obtained with ES-
IOS and MS-IOS, respectively, when L = 192, M = 2 and
N = 2. However, without the assistance of an IOS, only
the beamforming can be designed to mitigate the SI; thus,
only 0.02 bps/Hz can be achieved even with N = 3. In
addition, the data rates with RUL

th = 1 bps/Hz are smaller
compared with RUL

th = 0.5 bps/Hz due to the stringent uplink
transmission requirement, e.g. 0.71 bps/Hz with L = 128,
M = 2, N = 2 for ES-IOS case, around 47% smaller than
the former case. Fig. 4 illustrates the data rate performance of
the proposed algorithm with L = 64/128 and different uplink
rate thresholds for the three schemes. It can be noticed that the
data rates degrade quickly with the uplink rate thresholds for
ES-IOS and MS-IOS. As we can see, the downlink rates with
IOSs are very competitive when RUL

th = 0.1 to 0.5 bps/Hz.
Also, the degree of freedom brought by the ES-IOS and MS-
IOS boosts the data rate significantly compared to the case
without an IOS. Furthermore, the cases without an IOS are
introduced for comparison; both downlink rates with N = 2
and N = 3 are much lower than that with ES-IOS and MS-
IOS. Moreover, the performance gap between the ES-IOS and
MS-IOS is not obvious as the distance increases since the
channel gains between the IOSs and the antennas degrade,
rendering the limited abilities of self-interference cancellation
via both ES-IOS and MS-IOS.

In addition, the impact of the distances between transmit and
receive antennas on the data rate is shown in Fig. 5, where
RUL

th = 0.5 bps/Hz is considered. It is shown that the downlink
rates of the proposed schemes benefit from antenna isolation,
by increasing the distance from 0.2 m to 1 m with different L
and N in the proposed system. Using the IOS will guarantee
transmission and reflection beam patterns are the dominant
factors to balance the tradeoff between the downlink rates and
uplink rates against the distance’s effect. Also, it is evident
that for all curves, the data rates with the ES-IOS case are
larger than that with the MS-IOS case.

Fig. 6 illustrates the impact of the distance between the
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Fig. 6. The impact of the distance between transmitter and
IOSs on the data rates.

transmitter and IOSs on the data rates, where M = N = 2.
The curves clearly show that the data rates decrease with the
distance between the transmitter and IOSs. This is because as
the distance increase, the channel gains between transmit and
the IOS are weakened by propagation, rendering the limited
ability of the IOS to mitigate the SI at the transmitter. Fur-
thermore, the data rates with continuous phase shifts slightly
outperform the discrete phase shifts with 4 bits quantization
with M = 2, N = 2 and L = 64 for the ES-IOS case, e.g. 0.5
bps/Hz with continuous phase shifts compared to 0.43 bps/Hz
with discrete phase shifts. Also, for the case of imperfect
channel estimation, we define the estimated channels between
the IOSs and destination, the transmit and receive antennas as
h̄id =

√
ηhid+

√
1− η∆hid and H̄tr=

√
ηHtr+

√
1−η∆Htr,

where η∈ [0, 1] represents the estimation accuracy, ∆hid and
∆Htr are the estimation errors, which have the same statistical
properties as of hid and Htr in terms of mean and variance
values. The rate performance loss can be observed when
imperfect CSI is considered for MS-IOS case with M = 2,
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Fig. 8. SI power performance of the three schemes with
different data rate threshold Rth.

N = 2 and η = 0.95, for example, 0.32 bps/Hz compared to
0.40 bps/Hz with perfect CSI when the distance between the
transmitter and the IOS is 0.1 m.

The performance of the SI power minimization concerning
different RDL

th and different numbers of elements L is shown
in Fig. 7, where M = N = 2. The data rate threshold Rth =
0.5 and 1 bps/Hz are introduced for both ES-IOS and MS-
IOS. It is obvious that all the SI powers of ES-IOS and MS-
IOS can be effectively reduced by increasing the number of
elements. For example, the SI power can be reduced to around
−62 dBm by employing 128 IOS elements even when the
numbers of transmit and receive antennas are limited, with
M = 2 and N = 2 or 3. However, the SI powers of L < 96
with RUL

th = 1 bps/Hz is still large for both ES-IOS and MS-
IOS, the reason for it is to meet a certain rate threshold with
small L, a large proportion of the IOS elements should fully
participate in increasing the downlink rate, thus renders high
SI. Furthermore, the SI powers with MS-IOS are larger than
that with ES-IOS, e.g. −58.5 dBm for MS-IOS compared to
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−62 dBm for ES-IOS with M = 2, N = 2, L = 128 and
Rth = 0.5 bps/Hz. In addition, it is evident that SI powers
with Rth = 0.5 bps/Hz for both IOSs are smaller than that
with Rth = 1 bps/Hz, and it can be noticed that fewer receive
antennas lead to higher SI powers. Nevertheless, even with a
high rate requirement, both IOSs are still capable of achieving
the required data rate, as well as reducing the SI power to a
limited region, via deploying more reflecting and refracting
elements.

Fig. 8 shows the SI powers at the transmitter with different
N and different downlink rate thresholds for the cases with
ES-IOS and MS-IOS, where L = 64. It can be observed that a
higher downlink rate requirement would lead to higher residual
SI power, and the SI mitigation performance with ES-IOS is
slightly better than that with MS-IOS. In theory, the MS-IOS
can be regarded as a special case of the ES-IOS, by considering
the reflecting and refracting amplitudes of the ES-IOS in (1a)
as integers (0 or 1), therefore, the ES-IOS outperforms the MS-
IOS. Also, it is evident that the number of receive antennas
impacts the SI power significantly in the proposed FD wireless
communication system.

VI. CONCLUSION

In this paper, we proposed a new IOS-assisted FD MISO
implementation, which solved the frequency-dependent and
SWaP limitation in the traditional FD scheme by completely
bypassing the analogue SIC. To maximize the data rate
at the destination and minimize SI power received at the
antennas, beamforming vectors at the transmitter, the phase
shifts, and mode selection optimizations of ES-IOS and MS-
IOS were conducted. However, both the formulated problems
were non-convex and intractable due to the coupling of the
variables. Alternative optimization algorithms were designed
to circumvent this issue to solve the problems iteratively.
Specifically, the QCQP method was applied to solve the
beamforming vectors and the phase shifts for ES-IOS cases.
On the other hand, the mode selection optimization for the
case with MS-IOS was still intractable. Hence, we resorted to
the SDR and Gaussian randomization procedure to solve it.
Furthermore, the first-order Taylor expansions were leveraged
to convexify the non-convex constraints for the optimization
problems. The simulation results demonstrated the efficacy of
the proposed algorithms and the flexibility of utilizing the IOSs
for trading off the SIC and data transmission. The applications
of IOS in FD communication networks with multiple users and
transmitters, and the maximization of the uplink transmission
rate will be left as our future work.

APPENDIX A
DERIVATIONS OF (37) AND (38)

With the binary variable b = 2am−1L, the objective func-
tion of the data rate maximization problem can be reformulated

as follows:

aT
mΞm,1am − 2Re

{
aT
mwm,1

}
+ dm,1

= aT
mΞm,1am + 2Re

{
aT
m (−wm,1)

}
+ dm,1

=

(
1L + b

2

)T

Ξm,1

(
1L + b

2

)
+ dm,1

+2Re

{(
1L + b

2

)T

(−wm,1)

}
=

1

4
Tr (Ξm,1B) +

1

4
Tr (Ξm,1) +

1

2
Tr
(
Ξm,11Lb

T
)

+Re
{
bT (−wm,1)

}
+Re

{
1T
L (−wm,1)

}
+ dm,1

=
1

4

(
Tr (Ξm,1B) + 2Re

{
hTb

})
+ cm,1,

(50)

where B = bbT , h = −2wm,1 + hm,1, and

hm,1 =

[
L∑

i=1

[Ξm,1]1,i;

L∑
i=1

[Ξm,1]2,i; . . . ;

L∑
i=1

[Ξm,1]L,i

]T
, (51)

cm,1 =
1

4
Tr (Ξm,1) + Re

{
1T
L (−wm,1)

}
+ dm,1. (52)

Similarly, we can obtain the SI power function as follows:

1

4

(
Tr (Ξm,2B) + 2Re

{
gTb

})
+ cm,2, (53)

where
g = 2wm,2 + hm,2, (54)

hm,2 =

[
L∑

i=1

[Ξm,2]1,i;

L∑
i=1

[Ξm,2]2,i; . . . ;

L∑
i=1

[Ξm,2]L,i

]T
, (55)

cm,2 =
1

4
Tr (Ξm,2) + Re

{
1T
L (−wm,2)

}
+ dm,2. (56)

Then by introducing another binary variable x = [b; 1]
T , we

can reformulate the objective function and SI power as follows:

1

4
Tr
(
Ξ′

m,1X
)
+ cm,1, (57)

1

4
Tr
(
Ξ′

m,2X
)
+ cm,2, (58)

respectively, where Ξ′
m,1 =

[
Ξm,1 h

hT 0

]
, Ξ′

m,2 =[
Ξm,2 g

gT 0

]
and X = xxT , which completes the derivation.
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