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1. Introduction

Fast IP routers equipped with Terabit-capable Network Processing Units and pluggable module cages where low-
cost, compact transceivers (known as 400ZR/ZR+ modules) can be plugged into are enabling, for the first time,
an integrated IPoWDM architecture. Although still limited by the reach of ZR/ZR+ modules, this architecture
exhibits two remarkable features for potentially higher capacity exploitation in the core. First, the dynamicity
of the IP layer is transferred to the optical layer, allowing the allocation of spectrum resources only when and
where required. Second, hop-by-hop wavelength convertible operation eliminates spectrum fragmentation due
to continuity constraints. Both features are vital to achieving significant resource savings compared to current
static operation [1]. These features make core IPoWDM networks an attractive near-term alternative for network
operators when reach limitations are overcome.

One of the many challenges faced by this new integrated IPoWDM architecture is the lack of planning tools that
include the parameters of the 400ZR/ZR+ pluggable modules [2]. In this paper, we present the first step to building
a fast and accurate tool (available at GitLab 1) to support the dimensioning stage of the planning process of an
integrated IPoWDM architecture. Dimensioning requires determining how much capacity is required to operate the
network for a maximum blocking ratio. This task is usually performed by iteratively simulating the network under
different capacity scenarios for dynamic networks. However, this approach is very time-consuming. Integer Linear
Programming models, also computationally complex, struggle with the non-linear nature of dynamic networks.
Last, analytical models such as Erlang/Engset models are significantly faster. However, they usually rely on some
unrealistic assumptions (e.g., link blocking independence, homogeneous traffic), thus inaccurate in most cases.

In this paper, we present a computationally simple and yet accurate tool to support the dimensioning process
of an IPoWDM network by estimating the blocking ratio for a given capacity analytically. By applying a novel
recurrence-based approach, the tool is four orders of magnitude faster than simulation and achieves the same
results. This allows for fast and accurate dimensioning, a key stage of the network planning process.

2. Network Model

The integrated IPoWDM network is represented by a graph G=(N,L), where N is the set of nodes and L is the set
of unidirectional links, with cardinalities N and L, respectively. The set of connections C ⊆ N2, with cardinality
C, is made of all source-destination node pairs on graph G.

Each node represents an IP router with Z 400ZR+ modules per link. Each 400ZR+ module can transmit at 400
Gbps using a spectral width of 75 GHz with a maximum reach of 960 km [3]. The IP router is assumed to perform
electronic grooming of slow-rate client signals onto 400 Gbps optical channels.

Traffic requests are represented by the triplet (s,d,m), where s and d are the identifiers of the source and desti-
nation nodes, and m is an integer number representing how many 400Gbps signals are requested. Traffic temporal
evolution between each node pair follows an ON-OFF model. During the ON period (of average length tON c), the
source transmits at a constant rate bwc (a multiple m of 400 Gbps). During the OFF period (average length tOFFc),
the source is inactive. The traffic load ρc offered by a given connection c is given by ρc =

tON c
tON c+tOFFc

.

1Code available at: https://gitlab.com/njarac/ipowdm-engine



3. The Maths Behind the Tool

Planning tools’ performance depends on the speed and accuracy of their inner computing engines. Here, we present
the maths enabling a fast and accurate engine for blocking evaluation of IPoWDM networks. By organising the
computation steps in a novel recurrence-based manner (see Eq.(3) below), the engine takes fractions of a second
to compute blocking.

Link Blocking Independence Assumption Relaxation. The computation of BCc, the probability of connec-
tion c request being blocked can be simplified assuming link independence [4], as shown in Eq. (1):

BCc = 1− ∏
ℓ∈rc

(
1−BLℓ

)
, (1)

where BLℓ is the probability that a connection request is blocked on link ℓ, with ℓ ∈ L. The link independence
assumption decreases accuracy, but can be relaxed by using Kelly’s Reduced Load Fixed Point method [5]. This
method is an iterative procedure where the value of BCc is successively refined until the relative difference between
2 consecutive values is lower than a given threshold. The refinement is performed by adjusting the arrival rate of
each connection as λ ′

c = λc(1−BCc), modifying the link blocking, and consequently the connections blocking.
For a fast calculation of BLℓ, for all ℓ ∈ L, we have derived a recursive method, succinctly explained below.

Definitions. Let Tℓ = {c | ℓ ∈ rc} be the set of connections that use a given link ℓ ∈ L in their respective
paths, where rc is the path used by connection c. To simplify the notation, connections using link ℓ ∈ L are
(arbitrarily) renumbered with the numbers 1,2, . . . ,Tℓ. Let X = {Xc | c ∈ Tℓ} be the set composed by Xc the state
of the connection c ∈ Tℓ, where Xc = 1 if the connection is active (ON), and 0 otherwise (OFF). Let P(Xc) be
the probability that connection c is in a given state Xc. The state of a connection in link ℓ is independent of the
state of the other connections, thus P(X) = ∏

c:c∈Tℓ
P(Xc). Let β (X) be the total bandwidth occupied by the active

connections (in ON state) belonging to the set X . That is, β (X) = ∑
c:Xc∈X

bwc ·Xc.

Fast Link Blocking Evaluation. Let Pℓ(bw,Tℓ) the probability that link ℓ has exactly bw frequency slots used.
Thus, bw is the sum of the bandwidth used by all active connections in Tℓ and Pℓ(bw,Tℓ) is the sum of the
probability associated with all states X where the total bandwidth occupied equals bw, e.g., β (X) = bw. Going
through all 2Tl combinations of X increases exponentially with the size of the network and would make the method
very slow. However, we can compute each P(X) recursively adding one by one connection of the set X using
conditional probabilities, this is P(X) = P(Xc) ·P((X −{Xc})/Xc). Due to the independence of the states of the
connections of the same link, the conditional probability P((X −{Xc})/Xc) does not depend on the state Xc, so
the evaluation of Pℓ(bw,Tℓ) can be reduced to:

Pℓ(bw,Tℓ) = ∑
X : β (X)=bw

P(X) = ∑
X : β (X)=bw

P(Xc) ·P(X −{Xc}). (2)

By mean value definition, ρc,ℓ, the average traffic load of the connection c ∈ Tℓ in the link ℓ is given by ρc,ℓ =
P(Xc = 1) ·1+P(Xc = 0) ·0 , for all c ∈ Tℓ. Therefore, P(Xc = 1) = ρc,ℓ and P(Xc = 0) = 1−ρc,ℓ. These definitions
allow us to rewrite (2) in the following recurrence, key for fast calculation of blocking:

Pℓ(bw,Ck) =


1, if bw = k = 0

ρk,ℓ ·Pℓ(bw−bwk,Ck−1)+(1−ρk,ℓ) ·Pℓ(bw,Ck−1), if 0 ≤ bw ≤
k
∑

i=0
bwi,k ̸= 0, bw ̸= 0

0, otherwise.

(3)

where Ck is a subset of Tℓ that contains k connections. Note that (3) allows evaluating Pℓ(bw,Tℓ) recursively, and
it does not depend on the identity of the k connections in Ck, but only that Ck contains k different connections.
Consequently, the order in which Eq. (3) is evaluated in terms of the set CTℓ is arbitrary. Note that we do not need
to save all the probability, but only the last ones, which are the ones needed to evaluate.

Finally, BLℓ is equal to the rate of connection requests blocked in link ℓ divided by the total rate of connections
arriving at link ℓ. The probability that connection c is blocked on ℓ link occurs when such connection requests are
attempted to be established, and the available capacity of the link Zℓ is less than bwc. In this case, the c connection
is blocked because there is not enough spectrum to service the request. Thus:

BLℓ =

Tℓ
∑

c=1
λc,ℓ(1−ρc,l)

Zℓ
∑

bw=Zℓ−bwc+1
Pℓ(bw,Tℓ−{c})

Tℓ
∑

c=1
λc,ℓ(1−ρc,l)

Zℓ
∑

bw=0
Pℓ(bw,Tℓ−{c})

. (4)

where λc,ℓ is the arrival rate from connection c to link ℓ computed as λc,ℓ = 1/tON c+tOFF : c, and Pℓ(bw,Tℓ−{c})
is evaluated by means of the (3), for which the set Ck corresponds to the connections belonging to the set Tℓ−{c}.



4. Numerical Results

The accuracy and execution time of the blocking computing engine were evaluated and compared against an
ad-hoc event-driven simulation built in Python. The simulation stops when enough connection requests were gen-
erated to obtain a relative statistical error of less than 5%, achieving a confidence interval of 95%. The threshold for
the difference between two consecutive values of connection blocking was set to 10−6. 21-node UKNet network
topology with link lengths under the reach limit of ZR+ modules were studied (maximum link length equal to 460
km). The bitrate requested by each source-destination pair was assumed to be a multiple m=[1,3] of 400 Gbps.
The mean ON period was set to 10 ms and the mean OFF period was varied to obtain different traffic loads ρc, in
the range [0.05-0.5]. Each node was assumed to be equipped with Z = 16, 20 and 24 ZR+ modules per link.
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Fig. 1: Network blocking probability as a function of traffic
load, obtained by simulation (Sim) and our engine (Mat).

ZR+ Modules Method Execution Time(s)
16 Mat 9.30 ·10−3

16 Sim 4.63 ·102

20 Mat 1.47 ·10−2

20 Sim 6.30 ·102

24 Mat 1.72 ·10−2

24 Sim 7.83 ·102

Table 1: Average execution time of simulation (Sim) and
our engine (Mat) for different network capacities.

Figure 1 shows the blocking probability obtained by the method presented here contrasted against simulation.
The engine always obtained results very close to simulation, showing that the proposed procedure is highly accu-
rate. Similar results were obtained for 3 other topologies, not included here due to lack of space. The proposed
engine slightly overestimates blocking with respect to simulation, which allows the dimensioning process to guar-
antee the required quality of service.

The main difference between our engine and the simulation method is the average time required to evaluate
the blocking probability for all traffic loads, as shown in Table 1. In all the experiments, we can observe that our
proposal is four orders of magnitude faster than the simulation technique. For instance, in the case of IP routers
equipped with 20 ZR+ modules per node, our engine took a hundredth of a second (1.47 ·10−2 seconds) while the
simulation tool required around 10 minutes and 30 seconds (6.30 ·102 seconds). In dimensioning tasks, where the
blocking evaluation must be repeated hundreds of times to adjust the network capacity to the required blocking,
such a difference can amount to several hours or even days of additional computational effort using simulation.

Future work will evaluate the benefits of the engine for dimensioning survivable IPoWDM network configura-
tions and extending the tool into a proper network planning tool to ease the decision-making process of IPoWDM
networks.
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