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Abstract

Many methods for the verification of complex computer systems require the existence of a tractable mathematical abstraction of the system, often in the form of an automaton. In reality, however, such a model is hard to come up with, in particular manually. Automata learning is a technique that can automatically infer an automaton model from a system – by observing its behaviour. The majority of automata learning algorithms is based on the so-called L* algorithm. The acceptor learned by L* has an important property: it is canonical, in the sense that, it is, up to isomorphism, the unique deterministic finite automaton of minimal size accepting a given regular language. Establishing a similar result for other classes of acceptors, often with side-effects, is of great practical importance. Non-deterministic finite automata, for instance, can be exponentially more succinct than deterministic ones, allowing verification to scale. Unfortunately, identifying a canonical size-minimal non-deterministic acceptor of a given regular language is in general not possible: it can happen that a regular language is accepted by two non-isomorphic non-deterministic finite automata of minimal size. In particular, it thus is unclear which one of the automata should be targeted by a learning algorithm. In this thesis, we further explore the issue and identify (sub-)classes of acceptors that admit canonical size-minimal representatives.

In more detail, the contributions of this thesis are three-fold.

First, we expand the automata (learning) theory of Guarded Kleene Algebra with Tests (GKAT), an efficiently decidable logic expressive enough to model simple imperative programs. In particular, we present GL*, an algorithm that learns the unique size-minimal GKAT automaton for a given deterministic language, and prove that GL* is more efficient than an existing variation of L*. We implement both algorithms in OCaml, and compare them on example programs.
Second, we present a category-theoretical framework based on generators, bialgebras, and distributive laws, which identifies, for a wide class of automata with side-effects in a monad, canonical target models for automata learning. Apart from recovering examples from the literature, we discover a new canonical acceptor of regular languages, and present a unifying minimality result.

Finally, we show that the construction underlying our framework is an instance of a more general theory. First, we see that deriving a minimal bialgebra from a minimal coalgebra can be realized by applying a monad on a category of subobjects with respect to an epi-mono factorisation system. Second, we explore the abstract theory of generators and bases for algebras over a monad: we discuss bases for bialgebras, the product of bases, generalise the representation theory of linear maps, and compare our ideas to a coalgebra-based approach.
Impact

Outside Academia  As hardware and software systems continue to grow in complexity, methods for their verification become increasingly important. Classical model checking approaches to verification require the prior existence of a rich model of the system of interest, able to express all its relevant behaviour. In reality such a model is often unavailable, for instance, when the system comes in the form of a black-box with no access to the source code, or the system is simply too complex for manual processing. The black-box automata learning technique addresses this issue and has been successfully applied in a wide range of use cases, from finding bugs in network protocols [48], reverse engineering smartcard reader for internet banking [42], and other industrial applications [61]. A comprehensive survey can be found in [153].

One of the bottle-necks for learning algorithms in an industrial setting is scalability. Identifying canonical target acceptors of minimal size is thus of great practical importance. As it happens, establishing uniqueness and minimality results for classes of acceptors with side-effects, which are often exponentially more succinct than their deterministic counterparts, can be surprisingly difficult [49]. In this thesis, we provide a general categorical framework that incorporates existing constructions of canonical minimal automata with side-effects and unveils new ones, and present a unifying minimality result. Another variable that impacts scalability is the maximum number of observation and equivalence queries an algorithm requires to learn a model. In this thesis, we present GL, which deduces automata representations of simple imperative programs, and generally requires less queries than existing approaches. This is particularly interesting in view of potential applications to network verification [143].
**Inside Academia**  The lack of a canonical target acceptor when learning non-deterministic models has lead to a number of independent approaches, for different variants of non-determinism [28, 53]. More recently, there have been efforts to give a unifying perspective on those approaches. In this thesis, we present a category-theoretic framework that generalises ideas of Van Heerdt [63, 64, 66], the notion of a scoop by Arbib and Manes [19], and the universal-algebraic treatment of Myers et al. [119]. We present the first general algorithm for the construction of succinct automata and give a unifying minimality result. In particular, we discover a previously unknown canonical acceptor of regular languages. By using bialgebras and distributive laws, we are able to clarify the central role of algebraic generators and bases, which has previously been underappreciated. We further explore this direction by developing the independent abstract theory of generators and bases. We expect those results to be also valuable outside of the automata learning community.

Guarded Kleene Algebra with Tests is a variation of Kleene Algebra with Tests that one obtains by restricting the union and iteration operations to guarded versions [142]. Recently, this variation has become the subject of increasing interest [135]. We contribute to the development of its automata (learning) theory, for example, by establishing the existence of a unique size-minimal acceptor. Our treatment leads to numerous directions that could be further explored; for instance improving efficiency through more compact data-structures, or an adaption to a probabilistic extension.

The results of this thesis have been published at the 37th and 38th International Conference on Mathematical Foundations of Programming Semantics [161, 160], and at the 10th Conference on Algebra and Coalgebra in Computer Science [159]. Additionally, some of the results have been presented at the 8th Symposium on Compositional Structures [161].
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Chapter 1

Introduction

As hardware and software systems continue to grow in size and complexity, methods for their analysis become increasingly important. To study the characteristics of a system, classical approaches require the existence of a simplified mathematical model that captures the relevant behaviour of the system. One of the simplest models is the automaton, which can be thought of as a diagram generated by the states of the system and transitions between them. Unfortunately, in reality a complex model is only rarely available, for instance, when the system comes in the form of a black-box with no access to the source code, or the system is too complex for manual processing.

The aim of automata learning is to automatically infer a minimal sized automata representation of a system by observing its behaviour. The incremental approach has been successfully applied to a wide range of verification tasks from finding bugs in network protocols [48], reverse engineering smartcard reader for internet banking [42], and industrial applications [61]. A comprehensive survey of the key developments in automata learning can be found in [153]. As a result of its success, automata learning has inspired numerous adaptations which target more expressive models.

This thesis develops along two orthogonal axes. On the one hand, we contribute to the branches of automata learning by developing an algorithm that efficiently learns a model that captures the behaviour of a simple imperative program by applying domain-specific optimisations. On the other hand, we further develop the abstract perspective on automata learning by presenting a mathematical framework that unifies numerous constructions of minimal target models, and unveils new ones.
Figure 1.1: Up to isomorphism, the unique size-minimal DFA accepting the language $\{ab, ac, ba, bc, ca, cb\} \subseteq \{a, b, c\}^*$ [20]

The introduction is structured as follows. In Section 1.1 we present the seminal $L^*$ automata learning algorithm. We continue with an example run of $L^*$ in Section 1.2. The content of Section 1.3 is an overview of adaptations of $L^*$ to other types of target models. In Section 1.4 we present Guarded Kleene Algebra with Tests, and discuss its ramifications with automata learning. We then discuss the concept of size-minimality for target models in Section 1.5. The unifying perspective of category theory on automata learning is explored in Section 1.6. We continue with a presentation of the main objectives of the thesis in Section 1.7, and conclude with an overview of the structure and the contributions of the thesis in Section 1.8.

1.1 Automata Learning

Automata learning can be broadly divided into active and passive learning algorithms. Active learning algorithms infer a model from a system by interacting with (or querying) the system during the execution of the algorithm. In contrast, during passive learning, there is no direct access to a system for the duration of the run of an algorithm. Instead, passive learning algorithms try to model a system based on potentially insufficient stored data obtained through prior observation. In this thesis, we will focus on active automata learning.

A non-deterministic finite automaton (NFA) over a fixed input alphabet set of characters consists of a set of states, partitioned into accepting and rejecting states, a distinguished initial state, and a transition function that assigns to each state and input character a set of next states. If at every transition the set of next states
1.1. Automata Learning

consists of a single state, then we speak of a deterministic finite automaton (DFA). Any NFA can be depicted as a directed graph of nodes, which represent its states, and arrows, which represent transitions, thus are labelled by input characters. The node representing the initial state is annotated by an arrow without domain. Nodes that correspond to accepting states are indicated by a double circle. A simple example of a DFA over the input alphabet \( \{a,b,c\} \) with six states of which one is accepting is given in Figure 1.1.

A finite sequence of characters in the input alphabet is referred to as \textit{word}. A set of words is called a \textit{language} (over the input alphabet). A word is \textit{accepted} by a DFA, if consecutively reading in its characters leads to a transition from the initial state to an accepting state. A DFA \textit{accepts} the language that consists of the words it accepts. A language that is accepted by a DFA is called regular. For any regular language there is a unique size-minimal DFA accepting it, defined up to a structure-preserving bijection. For example, the size-minimal DFA accepting the regular language of words over the alphabet \( \{a,b,c\} \) that have length two and start and end in different characters is depicted in Figure 1.1.

In active automata learning it is usually assumed that the behaviour of the system one tries to model is given in terms of an unknown regular language. In consequence, there exists, in principle, an (unknown) size-minimal DFA that accurately models the behaviour of the system. Under this assumption, the most simple form of interacting with a system is through a \textit{membership query}. During such an idealised interaction, the learning algorithm \textit{submits} a word to the system and observes its response. Either, the word is \textit{accepted}, that is, it is an element of the regular language that represents the behaviour of the system, or, it is \textit{rejected}.

In [118] Moore showed that membership queries alone are insufficient to deduce, in finite time, a DFA that correctly models the behaviour of a system. Later, Angluin [13] proved that with the auxiliary knowledge of the number \( n \) of states of the minimal DFA accepting the behaviour of the system, there exists a correct algorithm that converges in finite time, but performs a number of membership queries that is exponential in \( n \) in the worst case. Consequently, Angluin described and studied several other types of queries, in particular, the \textit{equivalence query} [15]. During such a query, a hypothesis model is submitted, and either accepted, if it correctly models the target
An example run of (a variation of) Angluin’s L* algorithm for the target regular language $1 + a \cdot a \cdot a^* = \{\varepsilon, aa, aaa, \ldots\} \subseteq \{a\}^*$.

behaviour, or rejected. In the case of rejection, a counterexample is provided, that is, a word that is either incorrectly accepted or incorrectly rejected by the hypothesis.

In her seminal work [14] Angluin presented L*, an algorithm that learns the minimal DFA accepting a target regular language, by assuming a minimally adequate teacher, which can answer membership and equivalence queries. The algorithm runs in time polynomial in the number of states of the minimal DFA and the maximum length of any counterexample.

The minimal adequate teacher framework should be understood as an elegant mathematical abstraction, rather than a precise implementation guideline. For instance, verifying whether the behaviour of the hypothesis matches the target language can in practice easily become unfeasible. Equivalence queries are thus often approximated via testing [43]. If a bound to the size of the target model is known, or the target language is represented by a known automaton for experimental purposes, equivalence queries can be performed exactly. In the latter case, for example, one can utilise efficient bisimulation algorithms (see e.g. [70, 32]).

1.2 An Example Run of L*

We will now give an intuitive account of how Angluin’s L* algorithm can be used to learn via membership and equivalence queries the minimal DFA accepting a given
1.2. An Example Run of $L^*$

regular language. In our example, we fix the regular target language $L = 1 + a \cdot a \cdot a^*$, which consists of words over the singleton input alphabet $\{a\}$, either of length 0 or of length at least 2. The complete run of $L^*$ (more precisely, a slight variation\(^1\) of it) for $L$ can be found in Figure 1.2. Its result, the minimal DFA accepting $L$, has 3 states, and is depicted in Figure 1.2f.

At the heart of $L^*$ is a data-structure called observation table, which consists of partial information about $L$, gathered by performing membership queries. The binary value of an observation table at row $i$ and column $j$ specifies whether the word $w_i \cdot w_j$, obtained by concatenating the words $w_i$ and $w_j$ at respective indices, is contained in $L$, or not. In the former case, the table contains a one, and in the latter case a zero. An observation table consists of two disjoint parts: an upper part, and a lower part, visually distinguished by two horizontal lines. Every row in the upper part of the table denotes the state of a hypothesis automaton that is not necessarily well-defined yet. The lower part of the table is used to establish the transitional structure of the automaton. During the run of $L^*$, the observation table is extended until a well-defined hypothesis can be constructed. The hypothesis is then checked for equivalence, leading to termination, if positive, or further refinement of the table via a counterexample, if negative.

Initially, the observation table for $L$ is initiated with one upper row and one column, both indexed by the empty word $\varepsilon$. Since the concatenation $\varepsilon = \varepsilon \cdot \varepsilon$ is accepted by $L$, the upper left entry of the table in Figure 1.2a contains a one. To deduce from the table an automaton, we need to determine the state that is reached from the state indexed by $\varepsilon$, when reading in the character $a$. To do so, we construct the lower row indexed by $a = \varepsilon \cdot a$. The resulting table is depicted in Figure 1.2a.

Since the row indexed by $a$ differs from all rows in the upper part of the table (that is, the one indexed by $\varepsilon$), the automaton potentially corresponding to the table in Figure 1.2a contains at least two states. Formally, we move the row indexed by $a$ to the upper part of the table. In consequence, we also need to determine the state that is reached from the state indexed by $a$, when reading in the character $a$. The

\(^1\)In contrast to the original presentation of $L^*$, which adds rows for all prefixes of a counterexample, we use a variation by Maler and Pnueli [108], which adds columns for all suffixes of a counterexample. This has the advantage that consistency checks become redundant.
new table, with a row indexed by $a \cdot a$ in its lower part, is depicted in Figure 1.2b. As every row in the lower part of the table coincides with one upper row, we now can deduce a well-defined automaton.

The well-defined hypothesis corresponding to the observation table in Figure 1.2b is given in Figure 1.2c. Its initial state corresponds to the row indexed by $\varepsilon$. The initial state is also accepting, because the corresponding row contains a one at the column indexed by $\varepsilon$. Is the behaviour of the hypothesis given by the target language $L$? There exists at least one counterexample that witnesses that this is not the case. For example, the word $aaa$ is accepted by $L$, but rejected by the hypothesis.

To account for the imprecise behaviour, we add to the observation table in Figure 1.2b one column for each suffix of the counterexample $aaa$. The updated table is depicted in Figure 1.2d. While the rows indexed by $\varepsilon$ and $aa$ have previously contained identical values, they now differ, as is witnessed by their entry at the column indexed by $a$. As the lower row indexed by $aa$ now differs from all upper rows, we move it to the upper part of the table. To derive a well-defined transitional structure, we add a new row indexed by $aaa$ to the lower part of the table. The resulting structure is depicted in Figure 1.2e.

Since every row in the lower part of the table corresponds to one row in the upper part of the table, we can derive the well-defined hypothesis Figure 1.2f. As one verifies, the language accepted by the hypothesis is precisely the target language $L$, which completes the execution of $L^*$.

### 1.3 Other Types of Models

Since its publication, Angluin’s seminal $L^*$ algorithm [14] for learning the minimal DFA accepting a given regular language has inspired numerous variations. On the one hand, authors have adjusted $L^*$ by using more efficient data structures [83, 74] and handling counterexamples differently [130]. On the other hand, $L^*$ has been extended to output models other than DFAs, often either equally expressive, but more succinct, or more expressive, but still efficiently learnable. In this section, we will focus on the latter type, and give a few examples of such target models.

Some authors have remarked that DFAs are inappropriate to capture the be-
haviour of many complex systems [139]. This is due to the behaviour of such systems being often naturally characterized in terms of complex input-output pairs: the system receives an input from the environment, transitions, and produces an output to the environment. DFAs lack such general input-output behaviour, being classifiers, which either output 0 (reject) or 1 (accept).

A more natural model for systems exhibiting general input-output behaviour are Mealy machines [109], which often are also more concise than DFAs. Learning algorithms for Mealy machines based on L* have appeared in [124, 139]. Practical introductions to the general development of active learning, with a focus on Mealy machines, were given in [145, 144].

Mealy machines are as expressive as Moore automata [118], which generalise DFA from the two-element Boolean set to an arbitrary output set. Angluin’s L* algorithm can naturally be extended to Moore automata. An optimized version for learning the products of Moore automata has been presented in [110]. A passive learning algorithm for Moore automata is the subject of [59].

Another class of automata exhibiting complex input-output behaviour are weighted automata, which generalise NFAs from the two-element Boolean semiring to arbitrary semirings. Weighted automata have been used in text processing [117], character recognition [37], image processing [8, 45], bioinformatics [9], and formal verification [11]. The characteristics of weighted automata over arbitrary semirings have been extensively studied [134, 116]. An active-learning algorithm for weighted automata over the field of rationals inspired by L* appeared first in [26], and has later been generalized to weighted automata over arbitrary fields [27]. A passive learning algorithm is the subject of [23]. A survey of the developments until 2015 can be found in [22]. The active learning of weighted automata over general semirings is explored in [68].

In many situations automata dealing with infinite instead of finite structures are a more natural and realistic model of the behaviour of a system. We would like to emphasise two particular classes of such models. First, automata that allow infinite input alphabets (typically equipped with rich additional structure), while characterising words of finite length. Second, automata that require finite input alphabets, but characterise words of infinite length.

Three examples of the former type are register automata, symbolic automata, and
nominal automata.

Register automata (originally called finite-memory automata [82]) extend deterministic automata to infinite input alphabets by introducing a register that enables the storage of data for future comparison [51]. Active learning algorithms for register automata have been the subject of numerous publications [72, 30, 3, 41]. A review of the developments was given in [73, 2].

Symbolic automata are automata with transitions labelled by predicates over an input alphabet that is a Boolean algebra of possibly infinite size. The theoretical aspects of symbolic automata have been extensively studied [148]. A minimisation procedure, for example, appears in [47]. The learnability of symbolic automata in the limit is the content of [56]. Angluin-style learning algorithms for symbolic automata appear in [107, 50].

Nominal sets are sets that are finitely supported with respect to a group action of permutations on a countably infinite set [125]. Originally introduced as an alternative to set theory, they have been later rediscovered for name binding in the context of programming languages. Nominal automata appear, among others, in [97, 137]. Essentially, they generalise DFA to orbit-finite nominal sets and equivariant functions. An adaptation of $L^*$ to nominal automata is the content of [112, 111].

An example of the latter type are Büchi automata, which accept the $\omega$-regular languages of words of infinite length. Büchi automata are central to the automata-based model checking approach to verification [155]. As such, they have been used to describe properties of distributed systems [10], are relevant to the synthesis of reactive systems [126], and appear in termination proofs for programs [98]. The first learning algorithm for Büchi automata accepting a strict subclass of $\omega$-regular languages has been introduced by Maler and Pnueli [108]. The first learning algorithm accepting the full class of $\omega$-regular languages has appeared in [54], and is based on ideas in [14] and [40]. Another learning algorithm accepting the complete class of $\omega$-regular languages appeared in [102, 103]. Among others, it introduced a more efficient data structure [83, 74] to the work of Angluin and Fisman [18].

Apart of above cases, $L^*$ has also been extended to non-deterministic finite automata [31], universal finite automata [17], and alternating finite automata [17, 28], all of which are as expressive as DFAs.
1.4 Guarded Kleene Algebra with Tests

Even though there are already numerous extensions of Angluin’s seminal \( L^* \) algorithm, for many different types of target models, one can still find interesting unexplored domains for its potential application. One such domain is *Guarded Kleene Algebra with Tests* (GKAT), a logic that has recently become the subject of increasing interest [142, 135]. This attention stems from a few remarkable characteristics.

First, it is based on *Kleene Algebra with Tests*, a well-studied logic with sound mathematical foundations [92, 89]. Through this relationship many constructions for it are either directly induced, or at least hinted at. Second, the behaviour of GKAT expressions \( e, f, \ldots \) can be identified with the one of simple imperative programs (cf. Figure 3.3 on page 65). It is, for instance, possible to iterate expressions, \( e; f \), or build new expression via program-flow constructions such as *if* \( b \) *then* \( e \) *else* \( f \) and *while* \( b \) *do* \( e \). Third, while remaining overall sufficiently expressive, equivalence of expressions in GKAT is more efficiently decidable than in its foundations. This makes the logic particular attractive for scale-sensitive applications such as network verification [143].

For black-box learning in the spirit of \( L^* \), GKAT is particularly well suited, because of its well-behaved interplay of expressions, automata, and languages, that closely resembles the one of regular expressions, DFAs, and regular languages. In Figure 1.3c, for example, is depicted the language which models the behaviour of both the GKAT expression *while* \( b \) *do* \( p \); \( q \), and the GKAT automaton in Figure 1.3b. More generally, one can, for any GKAT expression, efficiently construct a GKAT automaton that accepts the same language, and, reversely, for every automaton of a particular kind, one can find a language equivalent expression (for details see [142]).
Figure 1.4: Two non-isomorphic size-minimal NFA accepting the language \{ab, ac, ba, bc, ca, cb\} \subseteq \{a, b, c\}^* [20]

In this thesis we investigate how the ideas behind L* can be used to derive, from program traces, behavioural equivalent GKAT automata representations, that is, simple abstractions of imperative programs. Having GKAT’s potential applications in mind, we are particularly interested in domain-specific optimisations that reduce the number of involved membership queries, and ways to construct automata representations that are as compact as possible.

1.5 Size-Minimality

The deterministic finite-state automaton for a given regular target language derived by L* has a remarkable property: first, it accepts the target language, and second, every other deterministic finite-state automaton accepting the target language has either a state space of greater size, or is equivalent up to structure-preserving bijection. In other words, L* learns a canonical representation: the unique size-minimal DFA.

As is well-known, the canonical representation of a regular language as DFA can be explicitly constructed, via the Myhill-Nerode relation [120]. Under this construction, states of the minimal DFA for a language \( L \subseteq A^* \) over an input alphabet \( A \) can be identified with equivalence classes of residual languages of the type \( w^{-1}L = \{ w \cdot u \mid u \in A^* \} \), for \( w \in A^* \). It is not hard to see that the observation table data-structure of L* closely resembles this construction. Indeed, at every step, rows indexed by a word \( w \in A^* \) approximate the residual language \( w^{-1}L \), since their entry at a column indexed by \( u \in A^* \) coincides with the evaluation \( u \in w^{-1}L \). This illustrates that the design of a learning algorithm should start with the identification and explicit construction...
of a *canonical* target model. The algorithm itself is then merely a derivation.

Unfortunately, not all classes of acceptors admit a canonical representative. For example, while there exists, up to isomorphism, precisely one size-minimal DFA accepting the regular language over the alphabet \(\{a, b, c\}\) of words of length two, starting and ending in different characters (Figure 1.1), there exist at least two size-minimal NFAs that are non-isomorphic (Figure 1.4). This immediately leads to the question: what is a canonical NFA for a given regular language? Answering this question is of great practical importance, as NFAs can be exponentially more succinct than their deterministic counterparts. In this case, the advantage is little, with the smallest DFA being of size 6, whereas a NFA can be constructed with 5 states. Generally, however, the difference increases with the size of the state-spaces. The problem has been approached independently, for various types of acceptors with side-effects. Most approaches have in common their restriction to a subclass that admits a canonical representative. Some of the better known examples are: the átomaton [39], the canonical residual finite-state automaton (short canonical RFSA and also known as jiromaton) [49], the minimal xor automaton [156], and the distromaton [119]. The canonical RFSA for the regular language \(L = (a + b)^*a\) over the input alphabet \(\{a, b\}\), for instance, is depicted in Figure 1.5b. It is minimal in the subclass of those NFAs accepting \(L\), for which each state accepts a join of residuals of \(L\). Its similarity to the minimal deterministic finite automaton for \(L\) in Figure 1.5a is striking.

Somewhat surprisingly, the state spaces of all the above canonical minimal representatives consist of *generators*, for different algebraic structures. For example, the
state-space of the átomaton is given by the *atoms*\(^2\) for a complete atomic Boolean algebra, the states of the canonical RFSA are the *join-irreducibles*\(^3\) of a complete semi-lattice (for example, the states in Figure 1.5b are the irreducibles of the lattice in Figure 4.6a), and the state-space of the minimal xor automaton consists of a *basis* for a vector-space. All these subsets of algebraic structures have in common that they contain the *minimal* amount of information to generate from it, by performing a closure with respect to algebraic operations, the full structure. For example, a subset of a vector space is called a basis for the former if every vector can be uniquely written as a finite linear combination of basis elements. Part of the importance of bases stems from the convenient consequences that follow from their existence. For instance, linear transformations between vector spaces admit matrix representations relative to pairs of bases, which can be used for efficient numerical calculations.

This observation immediately leads to numerous questions. Is the size-minimality of the generators underlying the state-spaces related to the size-minimality of the models? How are the underlying algebraic structures related to the type of side-effects of the models? What is the connection to the Myhill-Nerode construction for the minimal deterministic finite automaton? Is there a general procedure for the construction of minimal representatives?

Some of above questions were answered by Myers et al. [119], whose approach is based on an equivalence between finite algebras in a locally finite variety and finite structured sets and relations. Their construction, however, is restricted to non-deterministic automata, and does not provide a general algorithm to construct a succinct automaton. A different unifying perspective was given by van Heerdt [66, 63, 64]. One of the central notions in van Heerdt’s work is the concept of a *scoop*, originally introduced by Arbib and Manes [19], and essentially a simple *category-theoretic* generalisation of algebraic generators. In this thesis, we refer to scoops as generators, and further develop their abstract theory.

---

\(^2\)A non-zero element \(a\) in a Boolean algebra \(B\) is called an *atom*, if for all \(x \in B\) with \(x \leq a\) it follows \(x = 0\) or \(x = a\). A Boolean algebra \(B\) is *atomic*, if for all \(x \in B\) there exists a decomposition \(x = \bigvee_i a_i\), where \(\{a_i \mid i \in I\}\) is some set of atoms.

\(^3\)A non-zero element \(a\) in a lattice \(L\) is called *join-irreducible*, if for all \(y, z \in L\) with \(a = y \lor z\) it follows \(a = y\) or \(a = z\). For any \(x\) in a finite lattice \(L\) there exists a decomposition \(x = \bigvee_i a_i\), where \(\{a_i \mid i \in I\}\) is some set of join-irreducibles.
1.6  Categorical Perspective

Category theory is a mathematical framework that provides a unifying birds-eye perspective on different mathematical structures. The theory’s central subjects are objects and the relations between them. Relations are treated as first class objects: they are data, rather than just a property. Examples of categories occur in all areas of mathematics and computer science. Some of the simplest cases are the categories sets and functions, and the category of vector spaces and linear maps. One of the attractive characteristics of category theory is that it allows simple unifying characterisations of constructions that deduce new mathematical objects from existing ones. For instance, one can show that the cartesian product is for sets and functions what the direct product is for groups and group homomorphisms. For this thesis, it will be sufficient to work with a relatively simple subset of category theory. We are particularly interested in algebras and coalgebras, and their combination into bialgebras.

Algebras  In the category theoretic approach to universal algebra, algebraic structures are typically captured as algebras over a monad [52, 104].

In the context of computer science, monads have been introduced by Moggi, as a general perspective on exceptions, side-effects, and continuations [114, 113, 115]. Intuitively, they are a categorification of closure operators\(^4\) on partially ordered sets. A simple example of a monad \(T\) on the category of sets is the free \(\mathbb{K}\)-vector space monad \(\mathcal{V}_\mathbb{K}\), for any field \(\mathbb{K}\). It assigns to a set \(X\) the set \(\mathcal{V}_\mathbb{K}(X)\) of finitely-supported\(^5\) func-

\(^4\)Closure operators are monotone functions \(T : P \to P\) that satisfy \(x \leq T(x)\) and \(T^2(x) = T(x)\) for all \(x \in P\).

\(^5\)The support of \(\varphi : X \to \mathbb{K}\) is defined by \(\text{supp}(\varphi) = \{x \in X \mid \varphi(x) \neq 0\}\). If the set \(\text{supp}(f)\) is finite, then we say \(f\) has finite support, or is finitely-supported.
Figure 1.7: Generalised determinisation of automata with side-effects in a monad

... the free algebra it induces.

The Dirac measure \( \eta(x) : X \to \mathbb{K} \) for \( x \in X \) satisfies \( \eta(x)(y) = 1 \), if \( x = y \), and 0 otherwise.

An algebra over a monad \( T \) on the category of sets consists of a set \( X \) with a function \( h : TX \to X \) that interprets elements in \( TX \) in a way that is coherent with the monad structure. A \( \mathbb{K} \)-vector space, for instance, is an algebra for the free \( \mathbb{K} \)-vector space monad \( V_\mathbb{K} \). It is given by a set \( X \) with a function \( h : V_\mathbb{K}(X) \to X \) that coherently interprets a finitely-supported function \( \lambda : X \to \mathbb{K} \) (a formal linear combination) as an actual linear combination \( h(\lambda) = \sum x. \lambda_x \cdot x \in X \) [44]. Any set \( X \) induces a free algebra \( TX \) over a set monad, by making use of the monad structure. A brief list of monads and the theories their algebras correspond to is given in Figure 1.6.

It is straightforward to see that under the above perspective a basis for a \( \mathbb{K} \)-vector space consists of a subset \( Y \subseteq X \) and a function \( d \) that assigns to a vector \( x \in X \) a finitely-supported function \( d(x) \in V_\mathbb{K}(Y) \) such that \( h(d(x)) = x \) for all \( x \in X \) and \( d(h(\lambda)) = \lambda \) for all finitely-supported functions \( \lambda : Y \to \mathbb{K} \). In other words, the restriction of \( h \) to finitely-supported functions with domain \( Y \) is a bijection with inverse \( d \), and surjectivity corresponds to the fact that the subset \( Y \) generates the vector space, while injectivity captures that \( Y \) does so uniquely. The concept easily generalises to algebras over arbitrary monads on arbitrary categories by making the subset relation explicit. The generality also makes formal the intuitive observation that any set is a generator for the free algebra it induces.

---

\(^6\)The Dirac measure \( \eta(x) : X \to \mathbb{K} \) for \( x \in X \) satisfies \( \eta(x)(y) = 1 \), if \( x = y \), and 0 otherwise.
Coalgebras  In the category theoretic approach to state-based systems, systems are typically captured as coalgebras over an endofunctor [78, 131, 132].

Endofunctors are categorifications of monotone functions \( F : P \to P \) on a partially ordered set. They assign to any object \( X \) an object \( FX \), and to every morphism \( f : X \to Y \) a morphism \( Ff : FX \to FY \). In particular, every monad thus is an endofunctor. A coalgebra over an endofunctor \( F \) on the category of sets consists of a set \( X \) with a function \( k : X \to FX \). While algebras describe the construction of states, their dual notion, coalgebras, capture the deconstruction of states. A simple example of an endofunctor on the category of sets is the functor \( F \) that assigns to a set \( X \) the set \( 2 \times X^A \), where \( A \) is any fixed input set, and operates on functions as one expects. A coalgebra for it is simply an unpointed (i.e. without a specified initial state) deterministic automaton: the function \( k \) pairs the final state function and the transition function assigning a next state to each letter \( a \in A \). In general, the definition of the functor \( F \) describes the type, or the dynamics of a system. By varying the underlying category and the type of \( F \), one can recover many different types of transition systems.

There are many advantages to using the coalgebraic abstraction of state-based systems. Among others, it allows one to set aside irrelevant specifics of concrete instantiations, and instead work with elegant, universal properties. For instance, a central idea in the theory of systems is the notion of observable behaviour. In the coalgebraic formalism, the semantics of a system is conveniently captured as a unique structure-preserving function into a final coalgebra \( \Omega \). For example, for the above functor \( F \) with \( FX = 2 \times X^A \), the final coalgebra is carried by the set of all languages \( A^* \to 2 \), and the final coalgebra homomorphism assigns to a state \( x \) of an unpointed deterministic automaton the language it accepts, when given the initial state \( x \). This simplicity has lead to, among others, coalgebra successfully serving as a framework for the generalisation of automata learning algorithms in the style of \( \mathsf{L}^* \) [80, 63, 64].

Bialgebras  Of particular interest for us are systems that have both an algebraic and a coalgebraic component, interacting with each other in a well-defined way.

One simple example of such a system is the unpointed deterministic automaton \( k^2 : \mathcal{P}(X) \to 2 \times \mathcal{P}(X)^A \) one obtains from determinising an unpointed non-deterministic
automaton $k : X \to 2 \times \mathcal{P}(X)^4$ via the classical powerset-construction\textsuperscript{7}. As one verifies, the coalgebraic structure of the lifting $k^\downarrow$ has an additional property: it preserves the join semi-lattice structure $\cup : \mathcal{P}^2(X) \to \mathcal{P}(X)$ of its state-space. Indeed, a union $U \cup V$ is accepted if and only if either $U$ or $V$ is accepted; and reading in $a$ at a state $U \cup V$ leads to a state $(U \cup V)_a$ that can equivalently be reached by taking the union $U_a \cup V_a$ of states reached by reading in $a$ at $U$ and $V$ separately, respectively.

As seen on the right of Figure 1.7, the classical powerset-construction is an instance of a more general procedure which is parametric in an endofunctor $F$ and a monad $T$, that interact via a distributive law\textsuperscript{8} $\lambda$ [140, 133]. Under this perspective, a succinct coalgebra $k : X \to FTX$ with side-effects in a monad $T$ is transformed into a deterministic coalgebra $k^\downarrow : TX \to FTX$ that interacts well with the freely generated algebra $\mu : T^2X \to TX$, and therefore is called a $\lambda$-bialgebra. An example of a bialgebra that intertwines the coalgebraic structure of a DFA with the algebraic structure of a complete semi-lattice (CSL) is depicted in Figure 1.8. Cases of succinct coalgebras are numerous, and include, aside of non-deterministic automata, probabilistic automata, nominal automata, and weighted automata. Active learning algorithms for succinct coalgebras have been studied by van Heerdt [67, 66, 66]. Distributive laws have originally been used to compose monads [25], but have since been generalised in a wide range of ways [147]. Bialgebras occur, among others, in a category-theoretic perspective on Structural Operational Semantics (SOS) [152, 86, 100, 75].

In this thesis, we study a construction that is reverse to the generalized determini-

\textsuperscript{7}The powerset-construction assigns to an unpointed non-deterministic automaton $\langle \varepsilon, \delta \rangle : X \to 2 \times \mathcal{P}(X)^4$ the unpointed deterministic automaton $\langle \varepsilon^\downarrow, \delta^\downarrow \rangle : \mathcal{P}(X) \to 2 \times \mathcal{P}(X)^4$ defined by $\varepsilon^\downarrow(U) = \bigvee_{u \in U} \varepsilon(u)$ and $\delta^\downarrow(U)(a) = \bigvee_{u \in U} \delta(u)(a)$.

\textsuperscript{8}A distributive law $\lambda$ consists of a family of functions $\lambda_X : TFX \to FTX$, one for each set $X$, satisfying certain coherence conditions.
sation procedure. That is, we are looking for answers to the following questions. Can we transform a given bialgebra into a language equivalent succinct coalgebra that is size-minimal among all solutions? For instance, by exploiting the additional algebraic structure of the state-space of a bialgebra through an identification of algebraic generators? Is it possible to recover canonical automata from this transformation? Potentially, by identifying minimal generators for a minimal bialgebra?

1.7 Main Objectives

The objectives of this thesis are two-fold.

On the one hand, we would like to add to the automata (learning) theory of Guarded Kleene Algebra with Tests. It still being a relatively new logic, there are numerous central but open questions we plan to address, such as the existence of a minimal acceptor for a given language. Having the logic’s potential applications in mind, a main goal of ours is to investigate variations and improve the efficiency of existing black-box learning algorithms that could be applied.

On the other hand, we aim to give a category-theoretic framework that unifies existing ways to construct minimal automata of different types. Canonical models of minimal size are the targets of automata learning: the design of algorithms often closely follows their construction. We expect this abstract approach to clarify and emphasise the currently under-appreciated role of algebraic generators, and lead to the discovery of new canonical acceptors. Part of our objective is to work generally enough such that our results are of value also outside the context of automata theory.

1.8 Overview and Contributions

This thesis consists of five parts. Chapter 1 and 2 contain an introduction and the preliminaries, respectively. The main contributions are given in chapter 3 to 5. Their content is as follows.

Chapter 3 In this chapter, we explore the automata theory of Guarded Kleene Algebra with Tests (GKAT). In particular, we present $GL^*$ (Algorithm 2), an active
learning algorithm that derives a GKAT automaton representation of a black-box, by
observing its behaviour through queries.

For any GKAT automaton, we define a second automaton, which we call its
minimisation (Definition 3.4.2.1). In a series of results, we prove central properties
about the minimisation of an automaton (Corollary 3.4.2.10, Lemma 3.4.2.7, Corol-
larly 3.4.2.9, Corollary 3.4.2.8). We show that if GL* is instantiated with the language
accepted by a particular type of GKAT automaton, then the algorithm terminates
with its minimisation in finite time (Theorem 3.5.2.6). We show that the semantics
of GKAT automata can be reduced to the well-known semantics of Moore automata
(Lemma 3.6.1.1, Corollary 3.6.1.2). A complexity analysis (Proposition 3.6.2.1) shows
that it is more efficient to learn a representation with GL* than with an existing vari-
ation of L* for Moore automata. We implement GL* and L* in OCaml [122] and
compare their performances on example programs (Figure 3.6).

The contributions of this chapter are based on the following publication (published
at the 38th International Conference on Mathematical Foundations of Programming
Semantics), of which the author of this thesis is the main author:

Stefan Zetzsche, Alexandra Silva, and Matteo Sammartino. “Guarded Kleene
Algebra with Tests: Automata Learning”. In: Electronic Notes in Theoretical
DOI: 10.46298/entics.10505

Chapter 4 In this chapter, we provide a general categorical framework based on
bialgebras and distributive law homomorphisms that unifies constructions of canonical
non-deterministic automata and unveils new ones.

We strictly improve the expressivity of previous work [67, 19] by including the
átomaton (Section 4.5.3) and the distromaton (Section 4.5.4), which were previously
excluded. While other frameworks restrict themselves to the category of sets [67],
we are able to include canonical acceptors in other categories, such as the canonical
nominal RFSA (Example 4.4.0.12). By relating vector spaces over the unique two ele-
ment field with complete atomic Boolean algebras, we discover a previously unknown
canonical mod-2 weighted acceptor for regular languages (Section 4.5.5). Finally, we
show that every regular language satisfying a suitable property parametric in two
monads admits a size-minimal succinct acceptor (Theorem 4.6.0.5) and establish a size comparison between different acceptors (Section 4.6.1).

The contributions of this chapter are based on the following publication (published at the 37th International Conference on Mathematical Foundations of Programming Semantics), of which the author of this thesis is the main author:

Stefan Zetzsche, Gerco van Heerdt, Matteo Sammartino, and Alexandra Silva. “Canonical Automata via Distributive Law Homomorphisms”. In: Electronic Proceedings in Theoretical Computer Science 351 (2021), 296–313. DOI: 10.4204/eptcs.351.18

Chapter 5 In this chapter, we show that the construction of canonical automata underlying our categorical framework is an instance of a more general theory.

First, we see (Example 5.2.5.2) that deriving a minimal bialgebra from a minimal coalgebra can be realized by applying a monad (Theorem 5.2.4.2) on a category of subobjects with respect to an epi-mono factorisation system (Definition 5.2.1.2). We then explore the abstract theory of generators and bases for algebras over a monad. We define a category of algebras with generators (Definition 5.3.1.1), which, we show, is in adjunction with the category of Eilenberg-Moore algebras (Lemma 5.3.1.2). We discuss products of generators and bases, and see that, under certain assumptions, the category of algebras with generators is monoidal (Corollary 5.3.2.2). The content of Section 5.3.3 is a generalisation of the representation theory of vector spaces. In Section 5.3.4 we discuss bases for bialgebras, which are algebras over a particular monad. A comparison of our ideas with an alternative approach that generalises bases as coalgebras is the content of Section 5.3.5. Signatures, equations, and finitary monads are discussed in Section 5.3.6. Finally, in Section 5.3.7, we relate our work to the theory of locally finitely presentable categories.

The contributions of this chapter are based on the following publication (published at the 10th Conference on Algebra and Coalgebra in Computer Science), of which the author of this thesis is the main author:

Chapter 2

Preliminaries

In this chapter, we will review the basic mathematical tools necessary to follow the more advanced constructions in this thesis. Readers familiar with the foundations of the theories of automata and categories may want to skip these pages.

2.1 Automata and Behaviour

The main subjects of this thesis are generalisations of automata and ways to construct them by observing the behaviour of a black-box system. In this section, we briefly recall the very basic definitions of (classical) automata theory. The presentation is entirely standard. For texts that present the full theory we recommend e.g. [94].

We begin with the definition of a non-deterministic automaton. Whether the non-deterministic or deterministic case is more elementary, thus should be given first, is a matter of taste, since the two notions are equivalent, as is well-known.

Definition 2.1.0.1 (Non-Deterministic Automaton). A non-deterministic automaton (NA) is a tuple $\mathcal{A} = (X, \Sigma, \delta, \varepsilon, x_0)$ consisting of:

- a set $X$ called state space;
- a finite non-empty set $\Sigma$ called alphabet;
- a transition function $\delta : X \to \mathcal{P}(X)^{\Sigma}$;
• a function $\varepsilon : X \rightarrow 2$ characterising accepting states;
• an initial state $x_0 \in X$.

If the state space $X$ is finite, we speak of a non-deterministic finite automaton (NFA).

A non-deterministic automaton for which the set $\delta(x)(a)$ consists of only one state, for all $x \in X$ and $a \in \Sigma$, is called a deterministic automaton (DA). A deterministic automaton with finite state space is called a deterministic finite automaton (DFA).

Every non-deterministic automaton $\mathcal{X}$ induces a deterministic automaton $\mathcal{X}^* = (\mathcal{P}(X), \Sigma, \delta^*, \varepsilon^*, \{x_0\})$, via the powerset construction, defined by:

$$\delta^*(U)(a) = \bigcup_{u \in U} \delta(u)(a), \quad \varepsilon^*(U) = \bigvee_{u \in U} \varepsilon(u).$$

Clearly $\mathcal{X}^*$ is finite if and only if $\mathcal{X}^*$ is finite.

We say that a state $x \in X$ in a DA transitions to a state $y \in X$ via an input character $a \in \Sigma$, if $\delta(x)(a) = y$, in which case we write $x \xrightarrow{a} y$. A state $x \in X$ in a DA is accepting, if $\varepsilon(x) = 1$, and rejecting otherwise. The transition function $\delta : X \rightarrow X^{\Sigma}$ of a DA can be inductively extended to a function $\hat{\delta} : X \rightarrow X^{\Sigma^*}$ that operates on words as follows:

$$\hat{\delta}(x)(\varepsilon) = x, \quad \hat{\delta}(x)(av) = \hat{\delta}(\delta(x)(a))(v).$$

For any $w \in \Sigma^*$, we write $\hat{\delta}_w : X \rightarrow X$ for the function defined by $\hat{\delta}_w(x) = \hat{\delta}(x)(w)$. It is not hard to see that $\hat{\delta}$ is a right-action of the free monoid $\Sigma^*$ on the set $X$, that is, it satisfies $\hat{\delta}_e = \text{id}_X$ and $\hat{\delta}_{vw} = \hat{\delta}_w \circ \hat{\delta}_v$. A state $x \in X$ in a DA is reachable (from the initial state $x_0$), if there exists a word $w \in \Sigma^*$, such that $\hat{\delta}(x_0)(w) = x$. A DA is reachable, if all of its states are reachable. Composing $\hat{\delta}$ with the characterising function $\varepsilon$ yields a function $[-] = \varepsilon^{\Sigma^*} \circ \hat{\delta} : X \rightarrow 2^{\Sigma^*}$ that assigns to any state $x \in X$ its behaviour, or semantics, $[x] \in 2^{\Sigma^*}$. A deterministic automaton is observable, if $[-]$ is injective, that is, states can be distinguished by
observing their behaviour. A word \( w \in \Sigma^* \) is *accepted* by a state \( x \in X \) of a DA, if it induces a transition from \( x \) to an accepting state, \( [x](w) = 1 \). The language accepted by a deterministic automaton \( \mathcal{X} \) consists of the words accepted by its initial state,

\[
[x] = [x_0] : \Sigma^* \rightarrow 2.
\]

Note that we sometimes implicitly identify characteristic functions with subsets, that is, in this case, we may speak of the *set* of accepted words \( [\mathcal{X}] \subseteq \Sigma^* \). We call two deterministic automata \( \mathcal{X} \) and \( \mathcal{Y} \) *language equivalent*, if they accept the same languages, \( [\mathcal{X}] = [\mathcal{Y}] \).

The semantics of a NA \( \mathcal{X} \) is defined in terms of its determinisation, that is, \( [\mathcal{X}] = [\mathcal{X}^*] \). It is not hard to see that NFA and DFA accept the same class of languages: the *regular* languages.

Regular languages are unique in that they have a particularly nice property: for any regular language, there exists a (uniquely defined up-to-isomorphism) deterministic finite automaton that accepts it and has the smallest state-space among all deterministic finite automata with the same behaviour. To this end, we make the following definition.

**Definition 2.1.0.2 (Minimal Deterministic Automaton).** The *minimal* deterministic automaton for a language \( L \subseteq \Sigma^* \) is the deterministic automaton \( M_L = (\text{Der}(L), \delta, \varepsilon, L) \), where:

- \( \text{Der}(L) = \{ w^{-1}L \mid w \in \Sigma^* \} \);
- \( w^{-1}L = \{ v \in \Sigma^* \mid vw \in L \} \);
- \( \delta(w^{-1}L)(a) = (wa)^{-1}L \);
- \( \varepsilon(w^{-1}L) = \begin{cases} 1 & w \in L \\ 0 & \text{else} \end{cases} \).

The states of the minimisation are called *derivatives* or *residuals* (of \( L \)) and correspond to the equivalence classes of the *Myhill-Nerode relation* \( \simeq_L \subseteq \Sigma^* \times \Sigma^* \):

\[
w_1 \simeq_L w_2 :<=> w_1^{-1}L = w_2^{-1}L.
\]
A central result of classical automata theory says that the Myhill-Nerode relation \( \simeq_L \) admits finitely many equivalence classes if and only if \( L \) is regular.

**Lemma 2.1.0.3** ([120]). \( M_L \) is finite if\( f \) \( L \) is regular.

The minimal DFA \( M_L \) for a regular language \( L \) is reachable and observable, and it accepts \( L \). It deserves its name since it is minimal in the following sense: For any DFA \( \mathcal{X} \) accepting \( L \), it holds \( |M_L| \leq |\mathcal{X}| \) with \( |M_L| = |\mathcal{X}| \) if and only if there is an isomorphism \( M_L \cong \mathcal{X} \). Note that this implies that all DFA of minimal-size accepting \( L \) are isomorphic to \( M_L \). As we will see later, the existence of a uniquely defined size-minimal acceptor in this sense is somewhat special to DFA.

## 2.2 Categories

In this section we give a brief introduction to the foundations of category theory. Our presentation is standard and may be skipped by readers familiar with categories, functors, natural transformations, adjoints, and monads. The scope of the presentation is limited by the applications of category theory in this thesis. Some elementary notions such as limits and Kan extensions are omitted. There are many great introductory texts that go into more depth, for instance [105, 21, 99].

**Objects and Morphisms** The central subjects of category theory are objects and the relations between them. Most notably, relations are not just a *property*, but are treated as *data*, witnessed by morphisms.

**Definition 2.2.0.1** (Category). A category \( \mathcal{C} \) consists of the following data:

- A class of *objects* \( A, B, C, D, ..., X, Y, Z \)
- A class of *morphisms* or *arrows* \( f, g, h, ... \)
- A binary operation that assigns to each morphism \( f \) two objects \( \text{dom}(f) \), and \( \text{cod}(f) \) called the *domain* and *codomain* of \( f \), respectively. The expression \( f : X \to Y \) indicates that \( X = \text{dom}(f) \) and \( Y = \text{cod}(f) \).
2.2. Categories

- A binary operation that assigns to any two morphisms \( f : X \to Y \) and \( g : Y \to Z \) a morphism \( g \circ f : X \to Z \) called the composition of \( f \) and \( g \).
- For any object \( X \), there is a morphism \( 1_X = \text{id}_X : X \to X \) called the identity morphism of \( X \).

The data is required to satisfy the following constraints:

- If \( f : A \to B, g : B \to C \) and \( h : C \to D \), then \( h \circ (g \circ f) = (h \circ g) \circ f \).
- If \( f : X \to Y \), then \( f \circ 1_X = f = 1_Y \circ f \).

The class of morphisms with domain \( X \) and codomain \( Y \) is denoted by \( \text{Hom}_\mathcal{C}(X, Y) \) or \( \mathcal{C}(X, Y) \). If convenient, we omit parentheses and write \( fg \) for \( f \circ g \). The expressions \( X \in \mathcal{C} \) and \( f \in \mathcal{C} \) indicate that \( X \) is an element of the class of objects of \( \mathcal{C} \) and \( f \) is an element of the class of morphisms of \( \mathcal{C} \), respectively.

A category is locally small, if its class of morphisms \( \mathcal{C}(X, Y) \) is a set for any choice of objects, and small, if it is locally small and its class of objects is a set.

The canonical example of a category is \( \text{Set} \), which has sets as objects and functions as morphisms. Many other examples stem from algebraic theories. In this thesis, we are mainly interested in the following cases:

- The category \( \mathbb{K}\text{-Vect} \) has as objects vector spaces over a field \( \mathbb{K} \) and as morphisms \( \mathbb{K} \)-linear maps.
- The category \( \text{CSL} \) has as objects complete join-semi lattices, and as morphisms functions that preserve all joins.
- The category \( \text{CABA} \) has as objects complete atomic Boolean algebras, and as morphisms Boolean algebra homomorphisms that preserve all meets and joins.
- The category \( \text{CDL} \) has as objects completely distributive lattices, and as morphisms functions that preserve all meets and all joins.
- The category \( \mathbb{A}\text{-Nom} \) has as objects finitely supported nominal\(^1\) \( \mathbb{A} \)-sets, and as

\(^1\)Let \( \text{Perm}(\mathbb{A}) \) be the set of permutations on \( \mathbb{A} \), i.e. the bijective functions \( \pi : \mathbb{A} \to \mathbb{A} \). A nominal \( \mathbb{A} \)-set is a set \( X \) equipped with an action of the permutation group \( (\text{Perm}(\mathbb{A}), \text{id}_\mathbb{A}, \circ) \). We say that a nominal set has finite support, if for each \( x \in X \), there exists a finite set \( A_x \subseteq \mathbb{A} \) such that for all \( \pi \in \text{Perm}(\mathbb{A}) \) with \( \pi.a = a \) for all \( a \in A_x \), we have \( \pi.x = x \). A function \( f : X \to Y \) between nominal sets is equivariant if \( f(\pi.x) = \pi.f(x) \) for all \( \pi \in \text{Perm}(\mathbb{A}), x \in X \).
morphisms equivariant functions, for any countable set $A$.

In some sense, categories are generalisations of monoids. Indeed, any monoid $M$ induces a category that consists of one object, $\ast$, and a family of morphisms $(f_m : \ast \to \ast)_{m \in M}$, composed by $f_m f_n = f_{mn}$. The category induced by the trivial monoid is called the final category and is denoted by $1_{\mathbf{Cat}}$. It consists of one object $\ast$ and one morphism, the identity $1_{\ast}$.

Categories induce, and can be composed to, new categories. For example, the opposite or dual category $\mathcal{C}^{\text{op}}$ of a category $\mathcal{C}$ has the same objects as $\mathcal{C}$, but an arrow $f : X \to Y$ in $\mathcal{C}^{\text{op}}$ is an arrow $\hat{f} : Y \to X$ in $\mathcal{C}$. Another example is the product category $\mathcal{C} \times \mathcal{D}$ of categories $\mathcal{C}, \mathcal{D}$, which consists of pairs of objects and pairs of morphisms, and component-wise defined composition.

**Diagrammatical Proofs** Many proofs in this thesis are given diagrammatically, via a method called diagram chasing. To this end, assume we are given the following objects and morphisms between them:

$$
\begin{array}{ccc}
A & \xrightarrow{f} & B & \xrightarrow{g} & C \\
\downarrow{i} & & \downarrow{i} & & \downarrow{h} \\
D & \xrightarrow{j} & E & \xrightarrow{k} & F
\end{array}
$$

We say that the outer diagram commutes, if $hg f = kji$. To prove that the outer diagram commutes, it is sufficient to show that the two inner diagrams commute, that is, $If = ji$ and $hg = kl$. Diagrammatical proofs divide and conquer: they slice larger diagrams into smaller diagrams whose commutativity is known.

**Universal Properties** Many constructions in category theory are given in terms of universal properties, that define an object, if it exists, uniquely up to unique isomorphism. Below we give a few basic examples of such characterisations:

- A product of two objects $X,Y$ consists of an object $X \times Y$ and two morphisms $\pi_X : X \times Y \to X$ and $\pi_Y : X \times Y \to Y$ that satisfy the following universal property: For every object $Z$ and two morphisms $f_X : Z \to X$ and $f_Y :$
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Z → Y, there exists a unique morphism \( (f_X, f_Y) : Z → X \times Y \), such that \( f_X = \pi_X \circ (f_X, f_Y) \) and \( f_Y = \pi_Y \circ (f_X, f_Y) \):

\[
\begin{array}{ccc}
Z & \xrightarrow{f_X} & X \\
\downarrow{f_Y} & \equiv \uparrow{\exists (f_X, f_Y)} & \downarrow{\pi_X} \\
Y & \xleftarrow{\pi_Y} & X \times Y
\end{array}
\]

The morphisms \( \pi_X, \pi_Y \) are referred to as the projections of the product. In the category of sets and functions, all binary products exist: they are given by the cartesian product \( X \times Y = \{(x, y) \mid x ∈ X, y ∈ Y\} \) with its usual projections.

- An exponential of objects \( Y, Z \) in a category with binary products consists of an object \( Z^Y \) and a morphism \( ε : Z^Y \times Y → Z \), called evaluation, such that for any object \( X \) and morphism \( f : X \times Y → Z \) there is a unique arrow \( f^\uparrow : X → Z^Y \) such that \( ε \circ (f^\uparrow \times 1_Y) = f \):

\[
\begin{array}{ccc}
X \times Y & \xrightarrow{f} & X \\
\downarrow{f} & \equiv \uparrow{f^\uparrow} & \downarrow{f^\uparrow \times 1_Y} \\
Z & \xleftarrow{Z^Y} & Z^Y \times Y \xrightarrow{ε} Z
\end{array}
\]

A category that has all finite products and exponentials is called cartesian closed. The category of sets and functions is cartesian closed: an exponential \( X^Y \) consists of all functions \( f : Y → X \), and \( ε \) satisfies \( ε(f)(y) = f(y) \).

- An object \( 0 \) is initial, if for any object \( X \) there is a unique morphism \( !_X : 0 → X \). In the category of sets and functions, there is an initial object, the empty-set \( \emptyset \).

**Duality** The theory of categories has built in a notion of duality, which admits for any construction a second one, of symmetric importance. Many well-known mathematical entities can be shown to come in such duality pairs.

One simple example of such a pair is given by the cartesian product and the disjoint union of sets. Indeed, by defining the coproduct \( X + Y \) in \( \mathcal{C} \) as the product \( X \times Y \) in \( \mathcal{C}^{\text{op}} \), one can show that in \textbf{Set} the coproduct of two sets is given by their
disjoint union with its obvious embeddings.

Another example follows from defining an object 1 in \( \mathcal{C} \) as final, if it is initial in \( \mathcal{C}^{\text{op}} \). That is, for any object \( X \), there exists a unique morphism \( !_X : X \to 1 \). In the category \( \text{Set} \), any singleton set \( \{ \ast \} \) is a final object.

**Functors** At the heart of category theory lies the idea that relationships between entities are equally as important as the entities themselves. That is, for any type of object, there should exist a corresponding type of morphism that preserves their structure. The natural type of structure-preserving morphism that corresponds to categories is called a functor and defined below.

**Definition 2.2.0.2 (Functor).** A functor \( F : \mathcal{C} \to \mathcal{D} \) between categories \( \mathcal{C} \) and \( \mathcal{D} \) consists of the following data:

- For each object \( X \) in \( \mathcal{C} \) there is an object \( F(X) \) in \( \mathcal{D} \).
- For each morphism \( f : X \to Y \) in \( \mathcal{C} \) there is a morphism \( F(f) : F(X) \to F(Y) \) in \( \mathcal{D} \).

The data is subject to the following constraints:

- If \( X \) is an object in \( \mathcal{C} \), then \( F(1_X) = 1_{F(X)} \).
- If \( f : X \to Y \) and \( g : Y \to Z \) are morphisms in \( \mathcal{C} \), then \( F(g \circ f) = F(g) \circ F(f) \).

If convenient, we omit parentheses and write \( FX \) for \( F(X) \), and \( Ff \) for \( F(f) \).

For every category \( \mathcal{C} \) there exists an identity functor \( 1_{\mathcal{C}} : \mathcal{C} \to \mathcal{C} \), which maps objects and morphisms to themselves. The composition of two functors \( F : \mathcal{C} \to \mathcal{D} \) and \( G : \mathcal{D} \to \mathcal{E} \) is the functor \( G \circ F : \mathcal{C} \to \mathcal{E} \) defined by \( G \circ F(X) = G(F(X)) \) and \( G \circ F(f) = G(F(f)) \). There exists a category, denoted by \( \text{Cat} \), that has as objects small\(^2\) categories and as morphisms functors between them. Many familiar categories can be recovered as universal constructions within this category. For example, the product category \( \mathcal{C} \times \mathcal{D} \) can be recognised as the product of \( \mathcal{C}, \mathcal{D} \) in \( \text{Cat} \).

\(^2\)For the same reason one cannot have a set of all sets, one cannot construct a category that contains all categories as objects. A standard way to deal with the issue is to allow only small categories as objects. There are other ways (e.g. by using the language of higher category-theory) to avoid running into paradoxes. We will not encounter \( \text{Cat} \) again, thus refrain from elaborating.
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There are numerous examples of functors, in every corner of mathematics. Simple
generic cases are given by the constant functor \( F_X : \mathcal{C} \to \mathcal{D} \) (for any \( X \in \mathcal{D} \)), the
diagonal functor \( \Delta : \mathcal{C} \to \mathcal{C} \times \mathcal{C} \), and the product functor \( \Pi : \mathcal{C} \times \mathcal{C} \to \mathcal{C} \) (for
any category \( \mathcal{C} \) with binary products). A few more concrete examples are:

- The dual vector space functor \( (-)^* : (\mathbb{K} \text{-Vect})^{\text{op}} \to \mathbb{K} \text{-Vect} \) is defined on vector
  spaces over a field \( \mathbb{K} \) by \( V^* = \mathbb{K} \text{-Vect}(V, \mathbb{K}) \), and on linear maps \( f \) by \( f^*(g) = gf \).
- The free vector space functor \( \mathcal{V}_\mathbb{K} : \text{Set} \to \mathbb{K} \text{-Vect} \) over a field \( (\mathbb{K}, +, \cdot) \) is defined
  on objects by \( \mathcal{V}_\mathbb{K}(X) = \{ \varphi : X \to \mathbb{K} \mid \text{supp}(\varphi) \text{ is finite} \} \), equipped with
  the vector space structure induced by \( \mathbb{K} \), and on morphisms \( f : X \to Y \) by \( \mathcal{V}_\mathbb{K}(f)(\varphi)(y) = \sum_{x \in f^{-1}(y)} \varphi(x) \in \mathbb{K} \).

Natural Transformations  Morphisms relate objects, functors relate categories,
and natural transformations relate functors. (Historically the interest in these notions
has in fact been inverse to what the progression suggests. That is, Mac Lane had
an interest in natural transformations in the context of homology that pre-dates the
formal introduction of a functor [105].)

**Definition 2.2.0.3 (Natural Transformation).** A natural transformation \( \eta : F \Rightarrow G \)
between functors \( F, G : \mathcal{C} \to \mathcal{D} \) on categories \( \mathcal{C}, \mathcal{D} \) consists of a family of morphisms

\[ \eta_X : F(X) \to G(X) \]

for each \( X \in \mathcal{C} \), such that for every morphism \( f : X \to Y \) in \( \mathcal{C} \), the following diagram

\[ \begin{array}{ccc}
F(X) & \xrightarrow{F(f)} & F(Y) \\
\downarrow{\eta_X} & & \downarrow{\eta_Y} \\
G(X) & \xrightarrow{G(f)} & G(Y)
\end{array} \]

commutes.

\(^3\)For any object \( X \in \mathcal{D} \), the constant functor \( F_X : \mathcal{C} \to \mathcal{D} \) satisfies \( F_X(Y) = X \) and \( F_X(f) = 1_X \).

\(^4\)The diagonal functor \( \Delta : \mathcal{C} \to \mathcal{C} \times \mathcal{C} \) is defined by \( \Delta(X) = (X, X) \) and \( \Delta(f) = (f, f) \).

\(^5\)For any category \( \mathcal{C} \) with binary products, the product functor \( \Pi : \mathcal{C} \times \mathcal{C} \to \mathcal{C} \) is defined
on objects by \( \Pi(X, Y) = X \times Y \), and on morphisms \( f : X \to X' \) and \( g : Y \to Y' \) by \( \Pi(f, g) = (f \pi_X, g \pi_Y) : X \times Y \to X' \times Y' \).
(ηᵩ : FX → GX)ₓ∈c in ℰ, subject to the following naturality constraint: If f : X → Y is a morphism in ℰ, then the following diagram commutes:

\[
\begin{array}{c}
FX \xrightarrow{η_X} GX \\
\downarrow_{Ff} \\
FY \xrightarrow{η_Y} GY
\end{array}
\]

The class of natural transformations between F and G is denoted by Nat(F,G). For any functor F there exists an identity transformation 1ₓ ∈ Nat(F,F) that is defined by (1ₓ)ₓ = 1ₓF. A natural isomorphism is a natural transformation for which the morphism ηₓ is an isomorphism for every object X.

The classical example of a natural transformation is η : 1ₓVect ⇒ (−)**, given component-wise as the linear map ηₓ : V → V** defined by ηₓ(x) = evₓ : V* → ℂ, where evₓ(f) = f(x). If V is finite-dimensional, the embedding ηₓ is an isomorphism, V ≡ V**. Since the definition of ηₓ does not require the choice of a basis for V, it is canonical or natural. (On the other hand, any isomorphism witnessing V ≡ V* for finite-dimensional V requires the choice of a basis, thus is not natural.)

Natural transformations compose with functors. That is, for any transformation η : F ⇒ G between functors F,G : ℰ → ℰ, and functor H : ℰ → ℰ', there is a natural transformation Hη : HF ⇒ HG defined component-wise by (Hη)ₓ = Hηₓ, and for any functor K : ℰ ⇒ ℰ', there is a natural transformation ηK : FK ⇒ GK defined by (ηK)ₓ = ηKₓ. Natural transformations can also be composed with each other, both vertically⁶ and horizontally⁷. Vertical and horizontal composition satisfy the exchange law (ε'η') ∗ (εη) = (ε' ∗ ε)(η' ∗ η).

If ℰ is a small category and ℰ is any category, one can form the functor category ℰ. Its objects are functors F,G : ℰ → ℰ, and morphisms are natural transformations η : F ⇒ G, composed vertically. A natural transformation is an isomorphism in a functor category if and only if it is a natural isomorphism.

---

⁶If η : F ⇒ G and ε : G ⇒ H are natural transformation between functors F,G,H : ℰ → ℰ, then their vertical composition εη : F ⇒ H is defined component-wise by (εη)ₓ = εₓ ∘ ηₓ.

⁷If η : F ⇒ G is a natural transformation between functors F,G : ℰ → ℰ and ε : J ⇒ K is a natural transformation between functors J,K : ℰ → ℰ, then their horizontal composition ε ∗ η : JF ⇒ KG is defined as the composition ε ∗ η := ε_GJη.
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Adjoints In many situations, two categories are not isomorphic, but still closely related to each other. Often this weaker form equivalence can be captured by a notion called adjointness. Below, we give three different definitions, which all can be shown to be equivalent\(^8\) to each other. Having different formulations at hand will make it easier for us to deduce structure relevant for later purposes.

**Definition 2.2.0.4** (Adjunction 1). We call a functor \(F : \mathcal{D} \to \mathcal{C}\) a left adjoint to a functor \(G : \mathcal{C} \to \mathcal{D}\), and write \(F \dashv G\), if there exists a natural isomorphism

\[
\phi_{X,Y} : \mathcal{C}(FY, X) \cong \mathcal{D}(Y, GX).
\]

between functors of type \(\mathcal{D}^{\text{op}} \times \mathcal{C} \to \text{Set}\).

**Definition 2.2.0.5** (Adjunction 2). We call a functor \(G : \mathcal{C} \to \mathcal{D}\) a right adjoint functor, if for each object \(Y\) in \(\mathcal{D}\) there exists an object \(FY\) in \(\mathcal{C}\) and a morphism \(\eta_Y : Y \to GFY\) such that for every object \(X\) in \(\mathcal{C}\) and every morphism \(g : Y \to GX\), there exists a unique morphism \(g^* : FY \to X\) making the following diagram commute:

\[
\begin{array}{ccc}
GFY & \xrightarrow{Gg^*} & GX \\
\eta_Y \downarrow & & \downarrow g \\
Y & & \\
\end{array}
\]

In the above situation, one can show that \(F\) extends to a functor \(F : \mathcal{D} \to \mathcal{C}\) by defining it on morphisms \(g : Y \to X\) as \(Fg := (\eta_X \circ g)^*\), and \(\eta\) extends to a natural transformation \(\eta : 1_{\mathcal{D}} \Rightarrow GF\). The functor \(F\) is called a left adjoint to \(G\).

**Definition 2.2.0.6** (Adjunction 3). We call a functor \(F : \mathcal{D} \to \mathcal{C}\) a left adjoint functor, if for each object \(X \in \mathcal{C}\) there exists an object \(GX\) in \(\mathcal{D}\) and a morphism \(\varepsilon_X : FGX \to X\) such that for every object \(Y\) in \(\mathcal{D}\) and every morphism \(f : FY \to X\),

---

\(^8\)For instance, Definition 2.2.0.4 and Definition 2.2.0.5 are equivalent via the relations \(\phi_{X,Y}(f) = G(f) \circ \eta_Y\) and \(\eta_Y = \phi_{FY,Y}(1_{FY})\). Similarly, the equivalence of Definition 2.2.0.4 and Definition 2.2.0.6 follows from \(\phi_{X,Y}^{-1}(g) = \varepsilon_X \circ F(g)\) and \(\varepsilon_X = \phi_{X,GX}^{-1}(1_{GX})\).
there exists a unique morphism \( f^\dagger : Y \to GX \) making the following diagram commute:

\[
\begin{array}{ccc}
FGX & \leftarrow^{Ff^\dagger} & FY \\
\varepsilon_X & \downarrow & \\
X & \leftarrow & f
\end{array}
\]

In the above situation, one can show that \( G \) extends to a functor \( G : \mathcal{C} \to \mathcal{D} \) by defining it on morphisms \( f : Y \to X \) as \( Gf := (f \circ \varepsilon_Y)^\dagger \), and \( \varepsilon \) extends to a natural transformation \( \varepsilon : FG \Rightarrow 1_\mathcal{C} \). The functor \( G \) is called a right adjoint to \( F \).

The natural transformations \( \eta \) and \( \varepsilon \) are referred to as the unit and counit of the adjunction, respectively. We further define the natural transformations \( \mu := G\varepsilon_F \) and \( \delta := F\eta_G \). The unit \( \eta \) and the counit \( \varepsilon \) of an adjunction satisfy the triangle identities \( (G\varepsilon)\eta_G = 1_G \) and \( \varepsilon_F(F\eta) = 1_F \). Adjoints are unique up to isomorphism, that is, if \( F \dashv G \) and \( F' \dashv H \), then there exists a natural isomorphism \( G \cong H \). Adjunctions can be composed: if \( F \dashv G \) is an adjunction between \( \mathcal{C} \) and \( \mathcal{D} \), and \( J \dashv K \) an adjunction between \( \mathcal{D} \) and \( \mathcal{E} \), then one can show that \( JF \dashv GK \) is an adjunction between \( \mathcal{C} \) and \( \mathcal{E} \). We conclude with a brief list of adjunctions between previously defined functors:

- Assume \( \mathcal{C} \) has all binary products. Then \( \Delta \dashv \Pi \), that is, the diagonal functor \( \Delta : \mathcal{C} \to \mathcal{C} \times \mathcal{C} \) is left adjoint to the product functor \( \Pi : \mathcal{C} \times \mathcal{C} \to \mathcal{C} \).

- Assume \( \mathcal{C} \) has all binary products and exponentials. Then \( - \times Y \dashv (-)^Y \) for any object \( Y \in \mathcal{C} \), i.e. the partial product functor \( - \times Y : \mathcal{C} \to \mathcal{C} \) is left adjoint to the partial exponential \( (-)^Y : \mathcal{C} \to \mathcal{C} \).

- The free vector space functor \( \mathcal{V}_\mathbb{K} : \text{Set} \to \mathbb{K}\text{-Vect} \) over a field \( (\mathbb{K}, +, \cdot) \) is left adjoint to the forgetful functor \( U : \mathbb{K}\text{-Vect} \to \text{Set} \). The unit of the adjunction \( \mathcal{V}_\mathbb{K} \dashv U \) is given by \( \eta_X(x)(y) = [x = y] \) and \( \mu \) satisfies \( \mu_X(\Phi)(x) = \sum_{\varphi \in \mathcal{V}_\mathbb{K}(X)} \Phi(\varphi) \cdot \varphi(x) \) for \( \Phi \in \mathcal{V}_{\mathbb{K}}^G(X) \).

**Monads** Given an adjunction \( F \dashv G \), it is not unnatural to ask what structure the endofunctors arising as the compositions \( GF \) and \( FG \) can be equipped with. Two particularly interesting choices are the structures \((GF, \eta, \mu)\) and \((FG, \varepsilon, \delta)\). Axiomatizing the characteristics of the former choice leads to a structure called monad,
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whereas the latter choice leads to a structure called *comonad*. While the two notions are dual, thus symmetric, we are particularly interested in the former case.

**Definition 2.2.0.7** (Monad). A *monad* on a category $\mathcal{C}$ is a tuple $(T, \eta, \mu)$ consisting of an endofunctor $T : \mathcal{C} \to \mathcal{C}$ and natural transformations $\eta : 1_\mathcal{C} \Rightarrow T$ and $\mu : T^2 \Rightarrow T$ satisfying the following two commutative diagrams:

\[
\begin{array}{ccc}
T^3 & \xrightarrow{\mu T} & T^2 \\
\downarrow T \mu & & \downarrow \mu \\
T^2 & \xrightarrow{\mu} & T
\end{array}
\quad \quad \quad
\begin{array}{ccc}
T & \xrightarrow{T \eta} & T^2 \\
\downarrow T \mu & & \downarrow \mu \\
T^2 & \xrightarrow{\mu} & T
\end{array}
\]  

(2.1)

By an abuse of notation we will refer to a monad by its underlying endofunctor.

A morphism $(F, \alpha) : (\mathcal{C}, S) \to (\mathcal{D}, T)$ between a monad $S$ on a category $\mathcal{C}$ and a monad $T$ on a category $\mathcal{D}$ consists of a functor $F : \mathcal{C} \to \mathcal{D}$ and a natural transformation $\alpha : TF \Rightarrow FS$ satisfying $\alpha \circ \eta^T F = F \eta^S$ and $F \mu^S \circ \alpha S \circ T \alpha = \alpha \circ \mu^T F$ [146]. The composition of monad morphisms $(F, \alpha) : (\mathcal{C}, S) \to (\mathcal{D}, T)$ and $(G, \beta) : (\mathcal{D}, T) \to (\mathcal{E}, U)$ is the monad morphism $(GF, G \alpha \circ \beta F) : (\mathcal{C}, S) \to (\mathcal{E}, U)$ [146].

A convenient way to view a monad on $\mathcal{C}$ is as categorified monoid in the category of endofunctors on $\mathcal{C}$, equipped with functor composition as monoidal product and the identity functor $1_\mathcal{C}$ as unit. Under this perspective, the constraints (2.1) are precisely the associativity and unit laws of a monoid, respectively.

We continue with a list of monads that will be relevant in the course of this thesis:

**Examples 2.2.0.8.**

- The *powerset* monad $\mathcal{P}$ on $\text{Set}$ assigns to a set $X$ the set $\mathcal{P}X = X \to 2$, and to a function $f$ the function $\mathcal{P}f$ defined by $\mathcal{P}f(\varphi)(y) = \bigvee_{x \in f^{-1}(y)} \varphi(x)$. Its unit satisfies $\eta_X(x)(y) = [x = y]$, where $[x = y] = 1$, if $x = y$, and 0 otherwise, and its multiplication $\mu_X(\Phi)(x) = \bigvee_{\varphi \in 2^X} \Phi(\varphi) \land \varphi(x)$. Equivalently, if one identifies characteristic functions with subsets, $\mathcal{P}X = \{ U \mid U \subseteq X \}$, $\mathcal{P}f(U) = \{ f(u) \mid u \in U \}$, $\eta_X(x) = \{ x \}$, and $\mu_X(\Phi) = \bigcup_{U \in \Phi} U$.

- The *free vector space* monad $\mathcal{V}_K$ over a field $(\mathbb{K}, +, \cdot)$ on $\text{Set}$ is defined by $\mathcal{V}_K(X) = \{ f : X \to \mathbb{K} \mid \text{supp}(f) \text{ is finite} \}$ and $\mathcal{V}_K(\varphi)(y) = \sum_{x \in f^{-1}(y)} \varphi(x)$. Its unit is given by $\eta_X(x)(y) = [x = y]$ and its multiplication by $\mu_X(\Phi)(x) = \sum_{\varphi \in \mathcal{V}_K(X)} \Phi(\varphi) \cdot \varphi(x)$ for $\Phi \in \mathcal{V}_K(X)$. The free vector space monad over the
unique two element field \((\mathbb{Z}_2, \oplus, \wedge)\) – with the *exclusive* disjunction \(\oplus\) as addition, and the normal conjunction \(\wedge\) as multiplication – is denoted by \(\mathcal{R}\).

- The *neighbourhood* monad \(\mathcal{H}\) on \(\text{Set}\) assigns to a set \(X\) the double dual function space \(\mathcal{H}X = (X \to 2) \to 2\), and to a function \(f\) the function \(\mathcal{H}f\) defined by \(\mathcal{H}f(\Phi)(\varphi) = \Phi(\varphi \circ f)\). Its unit is given by \(\eta^\mathcal{H}_X(x) = \varphi(x)\), and its multiplication satisfies \(\mu^\mathcal{H}_X(\Psi)(\varphi) = \Psi(\eta^\mathcal{H}_X(\varphi))\).

- The *monotone neighbourhood* monad \(\mathcal{A}\) on \(\text{Set}\) assigns to a set \(X\) the set of monotone functions \(\mathcal{A}X = (X \to 2, \subseteq) \to (2, \subseteq)\), and otherwise coincides with the neighbourhood monad.

- The *nominal powerset* monad \(\mathcal{P}_n\) on \(\text{A-Nom}\) assigns to a nominal set \(X\) the nominal set \(\mathcal{P}_nX = \{B \subseteq X \mid B \text{ finitely supported}\}\), where \(\pi.B := \{\pi.b \mid b \in B\}\), and otherwise coincides with the classical powerset monad \(\mathcal{P}\) \cite{125}.

**Algebras** Every adjunction yields a monad. As it turns out, the inverse holds too. That is, given a monad, there is always an adjunction that yields it. In fact, there often is more than one adjunction giving rise to a monad. Below we construct the extreme solutions, using the Eilenberg-Moore and Kleisli categories.

**Definition 2.2.0.9** (Eilenberg-Moore Category). An algebra over a monad \(T\) on \(\mathcal{C}\) is a pair \((X, h)\) consisting of an object \(X\) and a morphism \(h : TX \to X\) in \(\mathcal{C}\) satisfying the following two commutative diagrams:

\[
\begin{array}{ccc}
T^2X & \xrightarrow{T h} & TX \\
\mu_X & & \downarrow h \\
TX & \rightarrow & X
\end{array}
\quad
\begin{array}{ccc}
X & \xrightarrow{\eta_X} & TX \\
\downarrow id_X & & \downarrow id_X \\
TX & \rightarrow & X
\end{array}
\]
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A homomorphism \( f : (X, h_X) \to (Y, h_Y) \) between \( T \)-algebras is a morphism \( f : X \to Y \) such that \( h_Y \circ Tf = f \circ h_X \). The Eilenberg-Moore category consists of \( T \)-algebras and \( T \)-algebra homomorphisms and is denoted by \( \mathcal{C}^T \).

The categories \( \mathcal{C} \) and \( \mathcal{C}^T \) can be related as follows. On the one hand, there is the forgetful functor \( U^T : \mathcal{C}^T \to \mathcal{C} \), defined by \( U^T(X, h) = X \) and \( U^T(f) = f \). On the other hand, there is the free algebra functor \( F^T : \mathcal{C} \to \mathcal{C}^T \), which satisfies \( F^T(X) = (TX, \mu_X) \) and \( F^T(f) = Tf \). One can show that the pair satisfies an adjoint relation \( F^T \dashv U^T \) that gives rise to \( T \), and is final among all adjoint pairs inducing \( T \). That is, for any adjunction \( F \dashv U \) between functors with induced monad \( T = UF \), there exists a comparison functor \( K^T : \mathcal{D} \to \mathcal{C}^T \) that has the property \( U^T K^T = U \) and \( K^T F = F^T \). One can show that \( K^T \) is the unique functor with this property. An adjunction is \textit{monadic}, if its comparison functor is an isomorphism.

The adjoint pair at the other end of the spectrum can be constructed as follows.

\textbf{Definition 2.2.0.10} (Kleisli Category). The Kleisli category for a monad \( T \) on \( \mathcal{C} \), denoted by \( \mathcal{C}_T \), has the same objects as \( \mathcal{C} \); a morphism \( f : X \to Y \) in \( \mathcal{C}_T \) is a morphism \( f : X \to TY \) in \( \mathcal{C} \); and the composition of \( f : X \to Y \) and \( g : Y \to Z \) in \( \mathcal{C}_T \) is the composition \( \mu_Y \circ Tg \circ f : X \to TZ \) in \( \mathcal{C} \).

Analogously as before, the categories \( \mathcal{C} \) and \( \mathcal{C}_T \) can be related via two functors. On the one hand, there is the functor \( U_T : \mathcal{C}_T \to \mathcal{C} \), defined by \( U_T(X) = TX \) and \( U_T(f : X \to Y) = \mu_Y \circ Tf \). On the other hand, there is the functor \( F_T : \mathcal{C} \to \mathcal{C}_T \), defined by \( F_T(X) = X \) and \( F_T(f : X \to Y) = \eta_Y \circ f \). The two functors satisfy an adjoint relation \( F_T \dashv U_T \) that gives rise to the monad \( T = U_TF_T \), and for any adjunction \( F \dashv U \) with induced monad \( T = UF \), there exists a comparison functor \( K_T : \mathcal{C}_T \to \mathcal{D} \) that is uniquely defined by the property \( UK_T = U_T \) and \( K_T F_T = F \).

Figure 2.1 summarises the initiality of the Kleisli category \( \mathcal{C}_T \) and the finality of the Eilenberg-Moore category \( \mathcal{C}^T \) among adjoint pairs giving rise to \( T \).

Often, the Eilenberg-Moore category of algebras over a monad can be recognised as a category of algebras over some theory in the sense of universal algebra. (This observation can be formalised, see e.g. Section 5.3.6.) Below, we list the identifications that are of particular interest for this thesis:
Example 2.2.0.11. • The category $\text{Set}^P$ is isomorphic to CSL, the category of complete join-semi lattices and functions that preserve all joins (see e.g. [77]).

• The category $\text{Set}^H$ is isomorphic to $\text{CABA}$, the category of complete atomic Boolean algebras and Boolean algebra homomorphisms that preserve all meets and all joins (see e.g. [76]).

• The category $\text{Set}^A$ is isomorphic to $\text{CDL}$, the category of completely distributive lattices and functions that preserve all meets and all joins (see e.g. [76]).

• The category $\text{Set}^R$ is isomorphic to $\mathbb{Z}_2\text{-Vect}$, the category of vector spaces over the unique two element field and linear maps (see e.g. [77]).

Coalgebras We conclude with a few words about coalgebras. As the name suggests, coalgebras are dual to algebras. However, one typically refrains from requiring the dual of the Eilenberg-Moore laws, and instead simply works with coalgebras over an endofunctor (instead of a comonad). Over the last few years, the theory of coalgebras has become increasingly popular as a unifying framework for the study of infinite data types and state-based systems [132].

Definition 2.2.0.12 (Coalgebra). A coalgebra for an endofunctor $F$ on a category $\mathcal{C}$ is a pair $(X, k)$ consisting of an object $X$ and a morphism $k: X \to FX$ in $\mathcal{C}$.

If $(X, k)$ is a $F$-coalgebra and $x \in X$, we call the tuple $(X, k, x)$ either a $x$-pointed $F$-coalgebra, or an $F$-automaton.

One of the most basic examples of coalgebras in the category of sets and functions are unpointed deterministic automata: they are of the type $k: X \to FX$, where $FX = 2 \times X^A$ and $k$ pairs the final state function and the transition function assigning a next state to each letter $a \in A$.

Crucial in the theory of coalgebras is the notion of homomorphism, which allows to relate states of coalgebras of the same behaviour. A homomorphism $f: (X, k_X) \to (Y, k_Y)$ between $F$-coalgebras is a morphism $f: X \to Y$ satisfying $k_Y \circ f = Ff \circ k_X$. The category of $F$-coalgebras and homomorphisms is denoted by $\text{Coalg}(F)$.

If it exists, the final object of this category is of particular importance.
Definition 2.2.0.13 (Final Coalgebra). An $F$-coalgebra $(\Omega, k_\Omega)$ is final if every $F$-coalgebra $(X, k)$ admits a unique homomorphism $\text{obs}_{(X,k)} : (X, k) \to (\Omega, k_\Omega)$.

The unique final coalgebra homomorphism can be understood as the observable behaviour of a system. For example, for the functor $FX = 2 \times X^A$, the final $F$-coalgebra is the set of all languages $\mathcal{P}(A^*)$ and the final coalgebra homomorphism assigns to a state $x$ of an unpointed deterministic automaton the language in $\mathcal{P}(A^*)$ it accepts\(^9\) when given the initial state $x$. More generally, for any $F$ with $FX = B \times X^A$, the final $F$-coalgebra exists. Its underlying state-space is the set of generalised languages $A^* \to B$. We say that a $x$-pointed $F$-coalgebra $(X, k, x)$ accepts the generalised language $\text{obs}_{(X,k)}(x) \in B^{A^*}$.

In the course of this thesis we will encounter situations that require us to to deploy simultaneously both an algebraic and a co-algebraic perspective.

\(^9\)For a deterministic automaton given by $\varepsilon : X \to 2$ and $\delta : X \to X^A$, acceptance is coinductively defined as a function $\text{obs} : X \to 2^{A^*}$ by $\text{obs}(x)(\varepsilon) = \varepsilon(x)$ and $\text{obs}(x)(av) = \text{obs}(\delta(x)(a))(v)$. 
Chapter 3

Learning Guarded Programs

Guarded Kleene Algebra with Tests (GKAT) is the fragment of Kleene Algebra with Tests (KAT) that arises by replacing the union and iteration operations of KAT with predicate-guarded variants. GKAT is more efficiently decidable than KAT and expressive enough to model simple imperative programs, making it attractive for applications to e.g. network verification. In this chapter, we further explore GKAT’s automata theory, and present $\text{GL}^*$, an algorithm for learning the GKAT automaton representation of a black-box, by observing its behaviour. A complexity analysis shows that it is more efficient to learn a representation of a GKAT program with $\text{GL}^*$ than with Angluin’s existing $L^*$ algorithm. We implement $\text{GL}^*$ and $L^*$ in OCaml and compare their performances on example programs.

3.1 Introduction

As hardware and software systems grow in size and complexity, practical and scalable methods for verification tasks become increasingly important. Classical model checking approaches to verification require a rich model of the system of interest, able to express all its relevant behaviour. In reality such a model however is rarely available, for instance, when the system comes in the form of a black-box with no access to the source code, or the system is simply too complex for manual processing.

Automata learning, or regular inference, aims to automatically infer an automata model by observing the behaviour of the system. The incremental approach has
been successfully applied to a wide range of verification tasks from finding bugs in network protocols [21], reverse engineering smartcard reader for internet banking [42], and industrial applications [61]. A comprehensive survey of the field can be found in [153]. The majority of modern learning algorithms is based on Angluin’s L* algorithm [14], which learns the unique minimal deterministic finite automaton (DFA) accepting a given regular language, or more generally, the unique minimal Moore automaton accepting a weighted language (Algorithm 1). In many situations, however, targeting a DFA is not feasible, due to an explosion in the size of the state-space. Such cases instead require types of models specifically tailored for their domain-specific purposes.

For instance, modern networking systems can operate on very large data sets, making them very challenging to model. As a result, controlling, reasoning about, or extending networks can be surprisingly difficult. One approach to modernise the field that has recently gained popularity is Software Defined Networking (SDN) [55]. Modern SDN programming languages, notably NetKAT [12], allow operators to model their network and dynamically fine tune forwarding behaviour in response to events such as traffic shifts. Globally, NetKAT is based on Kleene Algebra (KA) [88], the sound and complete theory of regular expressions [84]. Locally, it incorporates Boolean algebra, the theory of predicates. Both logics have been unified in the well developed theory of Kleene Algebra with Tests (KAT) [90], which subsumes propositional Hoare logic and can be used to model standard imperative programming constructs. The automata theory for NetKAT has been introduced in [57].

Verifying properties about realistic networks reduces in NetKAT to deciding the behavioural equivalence of pairs of automata. Unfortunately, NetKAT’s decision procedure is PSPACE-complete, mainly due its foundations in KAT. As a consequence, more efficiently decidable fragments of KAT have been considered. In [143] it was hinted that the guarded fragment of KAT is notably more efficiently decidable than the full language, while still remaining sufficiently expressive for networking purposes. The idea has been taken further in [142], which formally introduced Guarded Kleene Algebra with Tests (GKAT), a variation on KAT that arises by replacing the union and iteration operations from KAT with guarded variants. In contrast to KAT, the equational theory of GKAT is decidable in (almost) linear time. These properties make GKAT a promising candidate for the foundations of a SDN programming lan-
3.1. Introduction

Algorithm 1 Angluin’s L* algorithm for Moore automata with input alphabet $A$ and output alphabet $B$

$S, E \leftarrow \{\varepsilon\}$

repeat
  while $T = (S, E, \text{row} : S \cup S \cdot A \rightarrow B^E)$ is not closed do
    find $t \in S \cdot A$ with $\text{row}(t) \neq \text{row}(s)$ for all $s \in S$
    $S \leftarrow S \cup \{t\}$
  end while
  construct and submit $m(T)$ to the teacher
  if the teacher replies no with a counterexample $z \in A^*$ then
    $E \leftarrow E \cup \text{suf}(z)$
  end if
until the teacher replies yes
return $m(T)$

guage that is more efficiently decidable than NetKAT.

In view of the potential applications of GKAT to the field of verification, this chapter further investigates its automata theory. In detail, we make the following contributions:

- For any GKAT automaton, we define a second automaton, which we call its minimisation (Definition 3.4.2.1). We show that in the class of normal automata, the minimisation of an automaton is the unique size-minimal normal automaton accepting the same language (Corollary 3.4.2.10). We show that the minimisation of a normal automaton is isomorphic to the automaton that arises by identifying semantically equivalent pairs among reachable states (Lemma 3.4.2.7), and that the minimisations of two language equivalent normal automata are isomorphic (Corollary 3.4.2.9). Finally, we show that minimising a normal GKAT automaton preserves important invariants such as the nesting coequation (Corollary 3.4.2.8).

- We present GL*, an active-learning algorithm (Algorithm 2) that incrementally infers a GKAT automaton from a black-box by querying an oracle (Section 3.5). We show that if the oracle is instantiated with the language accepted by a finite normal GKAT automaton, then the algorithm terminates with its minimisation in finite time (Theorem 3.5.2.6).
• We show that the semantics of GKAT automata (3.2) can be reduced to the well-known semantics\(^1\) of Moore automata (3.6.1). That is, there exists a language preserving embedding of GKAT automata into Moore automata (Lemma 3.6.1.1), which maps the minimisation of a normal GKAT automaton to the language equivalent minimal Moore automaton (Corollary 3.6.1.2). In consequence, GKAT programs could thus, in principle, be also represented by Moore automata, instead of GKAT automata.

• We present a complexity analysis which shows that for GKAT programs it is more efficient to learn a GKAT automaton representation with GL\(^*\) than a Moore automaton representation with the L\(^*\) algorithm (Proposition 3.6.2.1). We implement GL\(^*\) and L\(^*\) in OCaml [122] and compare their performances on example programs (Figure 3.6).

\section{Overview of the Approach}

In this section, we give an overview of this chapter through examples. We begin by presenting Algorithm 1, a slight variation of Angluin’s L\(^*\) algorithm for finite Moore automata. We exemplify the algorithm by executing it for the language semantics of a simple GKAT program. We then propose a new algorithm, which, instead of a Moore automaton, infers a GKAT automaton.

\subsection{L\(^*\) Algorithm}

Angluin’s L\(^*\) algorithm learns the minimal DFA accepting a given regular language [14]. The algorithm has since been modified and generalised for a broad class of transition systems. The variation we present here step-wise infers the minimal Moore automaton accepting a generalised language \(L : A^* \to B\) for an input alphabet \(A\) and

\(^1\)In the language of Coalgebra, the semantics is given by the final coalgebra homomorphism for the functor defined by \(FX = B \times X^A\), where \(A = At \cdot \Sigma = \{\alpha \cdot p \mid \alpha \in At, p \in \Sigma\}\) and \(B = 2^A\), for finite sets \(\Sigma\) and \(At\). The carrier of the final coalgebra for \(F\) is \(\mathcal{P}((At \cdot \Sigma)^* \cdot At)\), the set of guarded string languages; the semantics of GKAT automata is given by the subclass of deterministic guarded string languages.
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Figure 3.1: An example run of Angluin’s L* algorithm for the target language \([(\text{while } b \text{ do } p); q]\)

an output alphabet \(B\) [118]. The algorithm assumes the existence of a teacher (or oracle), which can respond to two types of queries:

- **Membership queries**, consisting of a word \(w \in A^*\), to which the teacher returns the output \(L(w) \in B\);

- **Equivalence queries**, consisting of a hypothesis Moore automaton \(H\), to which the teacher responds \(yes\), if \(H\) accepts \(L\), and \(no\) otherwise, providing a counterexample \(z \in A^*\) in the symmetric difference of \(L\) and the behaviour of \(H\).

The algorithm incrementally builds an observation table, which contains partial information about the language \(L\) obtained by performing membership queries. A table consists of two parts: a top part, with rows indexed by a finite set \(S \subseteq A^*\); and a bottom-part, with rows ranging over \(S \cdot A\). Columns are indexed by a finite set
$E \subseteq A^*$. For any $t \in S \cup S \cdot A$ and $e \in E$, the entry at row $t$ and column $e$, denoted by $\text{row}(t)(e)$, is given by the output $L(te) \in B$. Note that the sets $S$ and $S \cdot A$ can intersect. In such a case, elements in the intersection are only shown in the top part. We refer to a table as a tuple $T = (S, E, \text{row})$, leaving the language $L$ implicit.

Given a table $T$, one can construct a Moore automaton $m(T) = (X, \delta, \varepsilon, x)$, where $X = \{\text{row}(s) \mid s \in S\}$ is a finite set of states; the transition function $\delta : X \rightarrow X^A$ is given by $\delta(\text{row}(s), a) = \text{row}(sa)$; the output function $\varepsilon : X \rightarrow B$ satisfies $\varepsilon(\text{row}(s)) = \text{row}(s)(\varepsilon)$ (we abuse notation by writing $\varepsilon$ both for the empty string and for the output function); and $x = \text{row}(\varepsilon)$ is the initial state. For $m(T)$ to be well-defined, the table $T$ has to satisfy $\varepsilon \in S$ and $\varepsilon \in E$, and two properties called closedness and consistency. An observation table is closed if for all $t \in S \cdot A$ there exists an $s \in S$ such that $\text{row}(t) = \text{row}(s)$. An observation table is consistent, if whenever $s, s' \in S$ satisfy $\text{row}(s) = \text{row}(s')$, then $\text{row}(sa) = \text{row}(s'a)$ for all $a \in A$. A table is consistent in particular if the function $\text{row}$ is injective.

The algorithm incrementally updates the table to satisfy those properties. If a well-defined hypothesis $m(T)$ can be constructed, the algorithm poses an equivalence query to the teacher, and either terminates, or refines the hypothesis with a counterexample $z \in A^*$. Since we respond to a negative equivalence query by adding the suffixes\(^2\) of a counterexample to the set $E$ (opposed to adding the prefixes of a counterexample to the set $S$), rows will always be distinct, rendering consistency trivial\(^3\). At all times, the set $S$ is prefix-closed and the set $E$ is suffix-closed\(^4\).

**Example of execution**

We now execute Angluin’s $L^*$ (Algorithm 1) for the target language

$$L = [(\text{while } b \text{ do } p); q] = \{bqb, bqb, bpqb, bpqb, \ldots\} \subseteq (At \cdot \Sigma)^* \cdot At, \quad (3.1)$$

where $At = \{b, \overline{b}\}$ is a finite set of atoms and $\Sigma = \{p, q\}$ is a finite set of actions. The language $L$ represents the semantics of a program that performs the action $p$ while $b$ is true, and otherwise continues with $q$. It can be viewed as a generalised language

---

\(^2\)The set $\text{suffix}(z)$ of suffixes for $z \in A^*$ is defined by $\text{suffix}(\varepsilon) = \{\varepsilon\}$ and $\text{suffix}(aw) = \{aw\} \cup \text{suffix}(w)$.

\(^3\)This variation of $L^*$ has been introduced by Maler and Pnueli [108].

\(^4\)A set $X \subseteq A^*$ is called suffix-closed, if $\text{suffix}(z) \subseteq X$ for all $z \in X$.
with input alphabet $A = (\mathcal{A} \cdot \Sigma)$ and output alphabet $B = 2^\mathcal{A}$ via currying. We denote functions $f \in B$ as formal sums $\sum_{\alpha \in \mathcal{A}} f(\alpha)\alpha$. A query to $\hat{L}$ requires $|\mathcal{A}|$ many queries to $L$.

Initially, the sets $S$ and $E$ are set to the singleton $\{\varepsilon\}$. We build the observation table in Figure 3.1a. Since the row indexed by $\hat{b}q$ does not appear in the upper part, i.e. differs from the row indexed by $\varepsilon$, the table is not closed. To resolve the closedness defect we add $\hat{b}q$ to $S$. The observation table (Figure 3.1b) is now closed. We derive from it the hypothesis depicted in Figure 3.1c. Next, we pose an equivalence query, to which the oracle replies no and informs us that the word $z = b\hat{q}\hat{b}q$ has been falsely classified. Indeed, given $z$, the language accepted by the hypothesis outputs $1b + 1\hat{b}$, whereas (3.1) produces $0b + 0\hat{b}$. To respond to the counterexample $z$, we add its suffixes to $E$. In this case, there are only the two suffixes $\hat{b}q$ and $b\hat{q}\hat{b}q$. The next observation table (Figure 3.1d) again is not closed: the row indexed by e.g. $bq$ does not equal any of the two upper rows indexed by $\varepsilon$ and $\hat{b}q$. To resolve the closedness defect we add $bq$ to $S$, and obtain the table in Figure 3.1e. The observation table is now closed. We derive from it the automaton in Figure 3.1f. Next, we pose an equivalence query, to which the oracle replies yes.

### 3.2.2 GL* Algorithm

In this section, we propose a new algorithm (Algorithm 2) for learning GKAT program representations, which we call GL*. The new algorithm modifies Algorithm 1 by addressing a number of observations.

First, we note that the Moore automaton in Figure 3.1f admits multiple transitions to row($bq$), a sink-state, which does not accept any words. Second, we observe that languages induced by GKAT programs are deterministic. Such languages are naturally represented by GKAT automata, which keep some transitions implicit. Third, in some cases the deterministic nature of the target language allows us to fill-in parts of the observation table without membership queries. Fourth, the cells of the obser-

---

5 Deterministic in the sense that, whenever two strings agree on the first $n$ atoms, then they agree on their first $n$ actions (or lack thereof).

6 For instance, the entries of the row indexed by $bq$ in Figure 3.1d must all be zero, since the row indexed by $bp$ admits a non-zero entry.
Algorithm 2 The GL* algorithm for GKAT automata

\begin{align*}
S & \leftarrow \{\varepsilon\}, E \leftarrow \text{At} \\
\text{repeat} \quad & \\
& \quad \text{while } T = (S, E, \text{row} : S \cup S \cdot (\text{At} \cdot \Sigma) \rightarrow 2^E) \text{ is not closed do} \\
& \quad \quad \text{find } t \in S \cdot (\text{At} \cdot \Sigma) \text{ with } \text{row}(t)(e) = 1 \text{ for some } e \in E, \text{ but } \text{row}(t) \neq \text{row}(s) \\
& \quad \quad \text{for all } s \in S \\
& \quad \quad \quad S \leftarrow S \cup \{t\} \\
& \quad \quad \text{end while} \\
& \quad \text{construct and submit } m(T) \text{ to the teacher} \\
& \quad \quad \text{if the teacher replies } \text{no} \text{ with a counterexample } z \in (\text{At} \cdot \Sigma)^* \cdot \text{At} \text{ then} \\
& \quad \quad \quad E \leftarrow E \cup \text{suf}(z) \\
& \quad \quad \text{end if} \\
& \quad \text{until the teacher replies } \text{yes} \\
& \text{return } m(T)
\end{align*}

The GL* algorithm for GKAT automata is used to learn guarded programs. The algorithm updates the set of states and events iteratively, ensuring that the hypothesis is well-defined. The states are expanded when the teacher provides feedback, and the algorithm terminates when the hypothesis is accepted or refuted by the teacher.

The observation table is labelled by functions, each of which requires two membership queries to \( (3.1) \); as a consequence, table extensions require an unfeasible amount of queries.

As before, we assume two finite sets, \( \text{At} \) and \( \Sigma \), and a deterministic language \( L \subseteq (\text{At} \cdot \Sigma)^* \cdot \text{At} \). The oracle of GL* can answer two types of queries: membership queries consist of a word \( w \in (\text{At} \cdot \Sigma)^* \cdot \text{At} \), to which the oracle returns the output \( L(w) \in 2 \); equivalence queries consist of a hypothesis GKAT automaton \( H \), to which the oracle responds \( \text{yes} \) if \( H \) accepts \( L \), and \( \text{no} \) otherwise, providing a counterexample \( z \in (\text{At} \cdot \Sigma)^* \cdot \text{At} \) in the symmetric difference of \( L \) and the language accepted by \( H \).

An observation table in GL* consists of two parts: a top part, with rows indexed by a finite set \( S \subseteq (\text{At} \cdot \Sigma)^* \); and a bottom part, with rows ranging over \( S \cdot \text{At} \cdot \Sigma \). Columns range over a finite set \( E \subseteq (\text{At} \cdot \Sigma)^* \cdot \text{At} \). The entry of the observation table at row \( t \) and column \( e \), denoted by \( \text{row}(t)(e) \), is given by \( L(te) \in 2 \). We refer to a table by \( T = (S, E, \text{row}) \) and leave the deterministic language \( L \) implicit.

Given a table \( T \), we construct an automaton \( m(T) = (X, \delta, x) \), where \( X = \{ \text{row}(s) \mid s \in S \} \) is a set of states; \( x = \text{row}(\varepsilon) \) is the initial state; and \( \delta : X \rightarrow (2 + \Sigma \times X)^{\text{At}} \) evaluates \( \delta(\text{row}(s))(\alpha) \) to \( (p, \text{row}(s \alpha p)) \), if there exists an \( e \in E \) and a \( p \in \Sigma \) with \( \text{row}(s \alpha p)(e) = 1 \); to 1, if \( \text{row}(s)(\alpha) = 1 \); and to 0, otherwise.

Most of the properties a table needs to satisfy such that the hypothesis \( m(T) \) is well-defined are guaranteed by the construction of Algorithm 2, since \( L \) is determin-
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Figure 3.2: An example run of $GL^*$ for the target language $[(\text{while } b \text{ do } p); q]$.

We only have to verify that the table is closed, that is, for all $t \in S \cdot At \cdot \Sigma$ with $row(t)(e) = 1$ for some $e \in E$, there exists some $s \in S$ such that $row(t) = row(s)$. As in the case of $L^*$, the algorithm incrementally updates the table until closedness is guaranteed. It then constructs a well-defined hypothesis, and poses an equivalence query to the teacher. If the oracle replies yes, the algorithm terminates, and if the response is no, it adds the suffixes\(^7\) of a counterexample $z \in (At \cdot \Sigma)^* \cdot At$ to $E$.

The differences between $GL^*$ and $L^*$ (instantiated for $A = At \cdot \Sigma$ and $B = 2^{At}$) are essentially a consequence of currying. In the former case, the set $E$ contains elements of type $(At \cdot \Sigma)^* \cdot At$, and the table is filled with booleans in $2$; in the latter case, the set $E$ contains elements of type $(At \cdot \Sigma)^*$, and the table is filled with functions $At \rightarrow 2$. This, however, does not mean that $GL^*$ is merely a shift in perspective: its new types induce independent definitions, and termination needs to be established with novel correctness proofs (Section 3.5). A thorough comparison is given in Section 3.6.

**Example of execution**

We now execute Algorithm 2 for the target language (3.1). Initially, $S = \{\varepsilon\}$ and $E = At$. We build the observation table in Figure 3.2a. Since the bottom row indexed by $\overline{b}q$ contains a non-zero entry and differs from all upper rows (in this case, only the row indexed by $\varepsilon$), the table is not closed. We resolve the closedness defect by adding $\overline{b}q$ to $S$. The observation table (Figure 3.2b) is now closed. Note that the row indexed by $\overline{b}q$ indicates that the words $\overline{b}qb$ and $\overline{b}q\overline{b}$ are accepted. Since we know the target language is deterministic, the last four rows of the table can be

\[^7\text{The set } suf(z) \text{ of suffixes for } z \in A^* \cdot B \text{ is defined by } suf(wb) = \{vb | v \in suf(w)\}.\]
filled with zeroes, without performing any membership queries. From Figure 3.2b we
derive the hypothesis depicted in Figure 3.2c. Next, we pose an equivalence query,
to which the oracle replies no and provides us with the counterexample \( z = bp\bar{q}b \),
which is in the language (3.1), but not accepted by the hypothesis. We respond to the
counterexample by adding its suffixes \( bp\bar{q}b, \bar{q}b \) and \( b \) to \( E \). The resulting observation
table is depicted in Figure 3.2d. The table is closed, since the only non-zero bottom
row is the one indexed by \( bp \), which coincides with the upper row indexed by \( \varepsilon \). Since
the row indexed by \( bp \) has a non-zero entry, the row indexed by \( bq \) can automatically
be filled with zeroes. We derive from Figure 3.2d the automaton in Figure 3.2e.
Finally, we pose an equivalence query, to which the oracle replies yes.

### 3.3 Guarded Kleene Algebra with Tests

This section recalls the syntax and semantics of Guarded Kleene Algebra with Tests
(GKAT). For most parts, we follow the relevant bits of the original presentation in
[142]. We additionally introduce a notion of similarity between GKAT automata.

#### 3.3.1 Syntax

The syntax of GKAT is inductively built from disjoint non-empty sets of primitive
tests, \( T \), and actions, \( \Sigma \). In a first step, one generates from \( T \) a set of Boolean
expressions, \( \text{BExpr} \). In a second step, the set is extended with \( \Sigma \), to the full set of
GKAT expressions, \( \text{Expr} \):

\[
\begin{align*}
    b, c, d & \in \text{BExpr} ::= 0 \mid 1 \mid t \in T \mid b \cdot c \mid b + c \mid \bar{b} \\
    e, f, g & \in \text{Expr} ::= p \in \Sigma \mid b \in \text{BExpr} \mid e \cdot f \mid e +_b f \mid e^{(b)}
\end{align*}
\]

By a slight abuse of notation, we will sometimes write \( ef \) for \( e \cdot f \) and keep parenthesis
implicit, e.g. \( bc + d \) should be read as \( (b \cdot c) + d \).

It is natural to view GKAT expressions as uninterpreted imperative programs.
Under this view, one makes the identifications depicted in Figure 3.3.

Readers familiar with KAT will notice that the grammar for GKAT is similar to
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\[
\begin{align*}
0 &\equiv \text{false} & 1 &\equiv \text{true} & t &\equiv t & b \cdot c &\equiv b \text{ and } c & b + c &\equiv b \text{ or } c \\
b &\equiv \text{not } b & p &\equiv \text{do } p & b &\equiv \text{assert } b & e \cdot f &\equiv e; f & e^{(b)} &\equiv \text{while } b \text{ do } e \\
e + b f &\equiv \text{if } b \text{ then } e \text{ else } f
\end{align*}
\]

Figure 3.3: Identifying GKAT expressions with imperative programs

the one of KAT. It differs in that GKAT replaces KAT’s union (+) with the guarded union (+), and KAT’s iteration (e*) with the guarded iteration (e^{(b)}). GKAT’s expressions can be encoded within KAT’s grammar via the standard embedding that maps a conditional e +_b f to be + b f, and a while-loop e^{(b)} to (be)^*b.

3.3.2 Semantics: Language Model

In this section, we recall the language semantics of GKAT, which assigns to a program the traces it could produce once executed. Intuitively, an execution trace is a string of the shape \(\alpha_0 p_1 \alpha_1 \ldots p_n \alpha_n\). It can be thought of as a sequence of states \(\alpha_i\) a system is in at point \(i\) in time, beginning with \(\alpha_0\) and ending in \(\alpha_n\), intertwined with actions \(p_i\) that transition from the state \(\alpha_{i-1}\) to the state \(\alpha_i\).

More formally, let \(\equiv_{\text{BA}}\) denote the equivalence relation between Boolean expressions induced by the Boolean algebra axioms. The quotient \(\text{BExpr}/\equiv_{\text{BA}}\), that is, the free Boolean algebra on generators \(T\), admits a natural preorder \(\leq\) defined by \(b \leq c \iff b + c \equiv_{\text{BA}} c\). The minimal nonzero elements with respect to this order are called atoms, the set of which is denoted by \(\text{At}\). If \(T = \{t_1, \ldots, t_n\}\) is finite, an atom \(\alpha \in \text{At}\) is of the form \(\alpha = c_i \cdot \ldots \cdot c_n\) with \(c_i \in \{t_i, \overline{t_i}\}\).

A guarded string is an element of the set \(\text{GS} \equiv \text{At} \cdot (\Sigma \cdot \text{At})^*,\) or equivalently, \((\text{At} \cdot \Sigma)^* \cdot \text{At}\). The set of guarded strings without terminating atom is \(\text{GS}^- \equiv (\text{At} \cdot \Sigma)^*\).

A guarded string language \(L \subseteq \text{GS}\) is deterministic [142, Def. 2.2], if, whenever \(\alpha_1 p_1 \ldots \alpha_{n-1} p_{n-1} \alpha_n v \in L\) and \(\alpha_1 q_1 \ldots \alpha_{n-1} q_{n-1} \alpha_n w \in L\), then \(p_i = q_i\) for all \(1 \leq i \leq n - 1\), and either \(v = w = \varepsilon\), or \(v = p_n v'\) and \(w = q_n w'\) with \(p_n = q_n\). The set of deterministic guarded string languages is denoted by \(\mathcal{L}^d\).

Guarded strings can be partially composed via the fusion product defined by \(v\alpha \circ \beta w := vaw\), if \(\alpha = \beta\), and undefined otherwise. The partial product lifts to a
Figure 3.4: The Thompson-automaton $\mathcal{A}_{p(b)q}$ for $T = \{b\}$ and $\Sigma = \{p, q\}$

total function on guarded languages by $L \otimes K := \{v \cdot w \mid v \in L, w \in K\}$. The $n$-th power of a guarded language is inductively defined by $L^0 := \text{At}$ and $L^{n+1} := L^n \otimes L$. For $B \subseteq \text{At}$ and $\overline{B} := \text{At} \setminus B$, the guarded sum and the guarded iteration of languages are given by

\[
L +_B K := (B \otimes L) \cup (\overline{B} \otimes K) \quad L^{(B)} := \bigcup_{n \geq 0} (B \otimes L)^n \otimes \overline{B}.
\]

The language model of GKAT is given by the semantic function $[-]: \text{Expr} \rightarrow \mathcal{P}(\text{GS})$, which is inductively defined as follows:

\[
[p] := \{\alpha \cdot \beta \mid \alpha, \beta \in \text{At}\} \quad [b] := \{\alpha \in \text{At} \mid \alpha \leq b\}
\]

\[
[e \cdot f] := [e] \otimes [f] \quad [e +_b f] := [e] +_b [f] \quad [e^{(b)}] := [e]^{([b])}.
\]

Equivalently, the language semantics of GKAT can be constructed by post-composing the embedding of GKAT expressions into KAT expressions with the semantics of KAT. The language $[e]$ accepted by a GKAT program $e$ is deterministic.

**Example 3.3.2.1.** Let tests and actions be defined by $T := \{b\}$ and $\Sigma := \{p, q\}$, respectively. Then there exist only two atoms, $\text{At} = \{b, \bar{b}\}$. The language model assigns to $p^{(b)}q \equiv (\text{while } b \text{ do } p);q$ the guarded deterministic language in (3.1).

### 3.3.3 Semantics: Automata Model

In this section, we recall the automata model of GKAT, the central subject of this chapter. As before, we assume two finite sets of tests $T$ and actions $\Sigma$, the former of which induces a finite set of atoms, $\text{At}$.

Let $G$ be the functor on the category of sets which is defined on objects by $GX =$
(2 + Σ × X)^{At} (where 2 = \{0, 1\}) and on morphisms in the usual way. A G-coalgebra
(cf. Definition 2.2.0.12) consists of a pair Ξ = (X, δ), where X is a set called
state-space and δ : X → GX is a function called transition map. A G-coalgebra
homomorphism f : (X, δ^X) → (Y, δ^Y) is a function f : X → Y that commutes with
the transition maps, δ^Y \circ f = Gf \circ δ^X. More concretely [142, Def. 5.7.], f is a
G-coalgebra homomorphism, if for all α ∈ At, p ∈ Σ, and x, y ∈ X,

- if δ^X(x)(α) ∈ 2, then δ^Y(f(x))(α) = δ^X(x)(α); and
- if δ^X(x)(α) = (p, y), then δ^Y(f(x))(α) = (p, f(y)).

A G-automaton is a G-coalgebra Ξ with a designated initial state x ∈ X. A ho-
omorphism f : (Ξ, x) → (Ξ, y) between G-automata is a homomorphism be-
tween the underlying G-coalgebras that maps initial state to initial state, f(x) = y.

For each state x ∈ X, given an input α ∈ At, a G-coalgebra either i) halts
and accepts, that is, satisfies δ(x)(α) = 1; ii) halts and rejects, that is, satisfies
δ(x)(α) = 0; or iii) produces an output p and moves to a new state y, that is, satisfies
δ(x)(α) = (p, y). Intuitively, for each state x ∈ X, a guarded string α_0 p_1 α_1 ... p_n α_n is
accepted, if the G-coalgebra in state x produces the output p_1 ... p_n, halts and accepts.
Formally, one defines a function [−] : X → P(Σ) as follows:

\[
\alpha \in [x] : \Leftrightarrow \delta(x)(\alpha) = 1;
\]

\[
\alpha p w \in [x] : \Leftrightarrow \exists y \in X : \delta(x)(\alpha) = (p, y) \text{ and } w \in [y].
\]  \hspace{1cm} (3.2)

A G-coalgebra is observable, if the function [−] is injective.

A guarded string w is accepted by x, if w ∈ [x]. The language accepted by a
G-automaton, [Ξ], is the language accepted by its initial state [x]. Every language
accepted by a G-automaton is deterministic [142, Thm. 5.8]. Conversely, one can
equip the set of deterministic languages with a G-coalgebra structure (L, δ^L) defined
by:

\[
\delta^L(L)(\alpha) = \begin{cases} 
(p, (\alpha p)^{-1} L) & \text{if } (\alpha p)^{-1} L \neq \emptyset \\
1 & \text{if } \alpha \in L \\
0 & \text{otherwise}
\end{cases}
\]
where \((\alpha p)^{-1}L = \{w \in GS \mid \alpha pw \in L\}\). Note that \(\delta^L(L)\) is well-defined because \(L\) is deterministic. Since \([L] = L\) for any \(L \in \mathcal{L}\) [142, Thm. 5.8], every deterministic language can be recognized by a \(G\)-automaton with possibly infinitely many states.

A \(G\)-coalgebra \((X, \delta)\) is normal, if it only transitions to live states, that is, \(\delta(x)(\alpha) = (p, y)\) implies \([y] \neq \emptyset\). For any \(G\)-automaton \(\mathcal{X}\), one can construct a language equivalent normal \(G\)-automaton \(\mathcal{X}'\) [142, Lem. 5.6]. If \(\mathcal{X}\) is normal, the function \([\_]\) : \(X \to \mathcal{P}(GS)\) is the unique coalgebra homomorphism \([\_] : (X, \delta) \to (\mathcal{L}, \delta^L)\) [142, Thm. 5.8].

Two states \(x, y \in X\) of a normal coalgebra accept the same language, \([x] = [y]\), if and only if they are bisimilar, \(x \simeq y\), that is, there exists a binary relation \(R \subseteq X \times X\) with \(xRy\), such that if \(x' Ry'\), then the following two implications hold:

- if \(\delta(x')(\alpha) \in 2\), then \(\delta(y')(\alpha) = \delta(x')(\alpha)\); and
- if \(\delta(x')(\alpha) = (p, x'')\), then \(\delta(y')(\alpha) = (p, y'')\) and \(x''Ry''\) for some \(y' \in X\).

Bisimilarity is a symmetric relation and can be extended to two coalgebras by constructing a coalgebra that has the disjoint union of their state-spaces as state-space.

Using a construction that is reminiscent of Thompson’s construction for regular expressions [150], it is possible to interpret a GKAT expression \(e\) as an automaton \(\mathcal{X}_e\) that accepts the same language [142]. Alternatively, one can use a construction [142] that mirrors Kozen’s syntactic form of Brzozowski’s derivatives for KAT [91].

**Example 3.3.3.1.** The Thompson-automaton assigned to the expression \(p^{(b)}q\) is depicted in Figure 3.4. It is normal and reachable, but not observable, since the states \(x\) and \(y\) are bisimilar, \(x \simeq y\), thus accept the same language, \([x] = [y]\). It also is equivalent to the expression by which it is generated, that is, it satisfies \([\mathcal{X}_{p^{(b)}q}] = [p^{(b)}q]\).

### 3.3.4 A Note on Similarity

In this section we briefly introduce a notion of similarity that is to bisimulation, what a partial order is to equality. Our construction addresses the coalgebraic side of the proposal to replace the primitive notion of equality (equivalence) of GKAT

---

8In Section 3.3.4 we introduce the notion of similarity, which is to bisimilarity what a partial order is to equality.
expressions with a partial order of GKAT expressions [142]. We acknowledge that
similarity has been studied more generally, for arbitrary coalgebras [24, 79, 69, 101].

**Definition 3.3.4.1.** Let $\mathcal{X}$ be a $G$-coalgebra. A *simulation* is a binary relation
$R \subseteq X \times X$, such that if $xRy$, then:

- if $\delta(x)(\alpha) = 1$, then $\delta(y)(\alpha) = 1$;
- if $\delta(x)(\alpha) = (p, x')$, then $\delta(y)(\alpha) = (p, y')$ and $x'Ry'$ for some $y' \in X$.

States $x$ and $y$ are similar, $x \preceq y$, if there exists a simulation relating $x$ to $y$.

The result below shows that similarity is more fundamental than bisimilarity, and
that the definition of the latter naturally arises from the former.

**Lemma 3.3.4.2.** $x \simeq y$ if and only if $x \preceq y$ and $y \preceq x$.

**Proof.** Assume the bisimilarity $x \simeq y$ is witnessed by some relation $R$. We show
that $R$ witnesses the similarity $x \preceq y$. Clearly $xRy$ by definition. Let $x'Ry'$ for
arbitrary $x', y' \in X$, then we find:

1. If $\delta(x)(\alpha) = 1$, then $\delta(y') = 1$ since $R$ is a bisimulation.
2. If $\delta(x)(\alpha) = (p, x')$, then $\delta(y')(\alpha) = (p, y')$ and $x''Ry''$ for some $y'' \in X$,
   since $R$ is a bisimulation.

Similarly, we show that the reverse relation $R^r$ witnesses the similarity $y \preceq x$.
Clearly $yR^rx$, since by construction $xRy$. Let $y'R^rx'$, i.e. $x'Ry'$, for arbitrary
$x', y' \in X$, then we find:

1. If $\delta(y')(\alpha) = 1$, then $\delta(x')(\alpha) = 1$, since as $R$ is a bisimulation we could
   otherwise falsely deduce $\delta(y')(\alpha) = 0$ or $\delta(y')(\alpha) \not\in 2$.
2. If $\delta(y')(\alpha) = (p, y'')$, then $\delta(x')(\alpha) = (p, x'')$ with $y''R^rx''$, i.e. $x''Ry''$. In-
   deed, since $R$ is a bisimulation, if $\delta(x')(\alpha) \in 2$, it falsely follows $\delta(y')(\alpha) \in
   2$, and if $\delta(x')(\alpha) = (q, x'')$, it follows $\delta(y')(\alpha) = (q, y'')$ with $x''Ry''$, as $R$
   is a bisimulation. It remains to observe $(p, y'') = \delta(y')(\alpha) = (q, y'')$, which
   implies $p = q$ and $y'' = y''$. 


• Assume \( x \preceq y \) and \( y \preceq x \) are witnessed by relations \( R_1 \subseteq X \times X \) and \( R_2 \subseteq X \times X \), respectively. We define \( R := R_1 \cap R_2^c \), and show that \( R \) is a bisimulation witnessing \( x \simeq y \). Clearly \( xR_1y \) and \( xR_2^c y \), i.e. \( xRy \). Thus let \( x'y' \) for arbitrary \( x', y' \in X \), then we find:

- If \( \delta(x')(\alpha) = 0 \), then \( \delta(y')(\alpha) = 0 \). Indeed, if \( \delta(y')(\alpha) = 1 \) or \( \delta(y')(\alpha) \not\in 2 \), we could falsely deduce \( \delta(x')(\alpha) = 1 \) or \( \delta(x')(\alpha) \not\in 2 \), as \( y'R_2x' \), and \( R_2 \) is a simulation.
- If \( \delta(x')(\alpha) = 1 \), then \( \delta(y')(\alpha) = 1 \), since \( x'R_1y' \), and \( R_1 \) is a simulation.
- If \( \delta(x')(\alpha) = (p, x'') \), then (i) \( \delta(y')(\alpha) = (p, y'') \) with \( x''R_1y'' \), since \( x'R_1y' \), and \( R_1 \) is a simulation; and (ii) \( y''R_2x'' \), since \( y'R_2x' \) implies \( \delta(x')(\alpha) = (p, x'') = (p, x'') \) for \( y''R_2x'' \). Thus we find by definition of \( R \) that \( x''Ry'' \).

\[ \square \]

**Lemma 3.3.4.3.** If \( x \preceq y \) then \( \llbracket x \rrbracket \subseteq \llbracket y \rrbracket \).

**Proof.** The proof is similar to the one of its bisimilar counterpart [142, Lemma 5.2].

We prove \( w \in \llbracket x \rrbracket \) implies \( w \in \llbracket y \rrbracket \) for all \( w \in \mathbb{GS} \) by induction on the length of \( w \).

• For the induction base, let \( w = \alpha \), then:

\[
\begin{align*}
\alpha \in \llbracket x \rrbracket & \iff \delta(x)(\alpha) = 1 \quad \text{(Definition of} \ \llbracket - \rrbracket) \\
\implies \delta(y)(\alpha) = 1 & \quad \text{(} x \preceq y \text{)} \\
\iff \alpha \in \llbracket y \rrbracket & \quad \text{(Definition of} \ \llbracket - \rrbracket) 
\end{align*}
\]

• For the induction step, let \( w = \alpha v \), then we derive:

\[
\begin{align*}
\alpha v \in \llbracket x \rrbracket & \iff \delta(x)(\alpha) = (p, x'), \ v \in \llbracket x' \rrbracket \quad \text{(Definition of} \ \llbracket - \rrbracket) \\
\implies \delta(y)(\alpha) = (p, y'), \ v \in \llbracket y' \rrbracket & \quad \text{(} x \preceq y \text{, IH)} \\
\iff \alpha v \in \llbracket y \rrbracket & \quad \text{(Definition of} \ \llbracket - \rrbracket) 
\end{align*}
\]

\[ \square \]

**Lemma 3.3.4.4.** Let \( L_1, L_2 \in \mathcal{L} \), then \( L_1 \subseteq L_2 \) iff \( L_1 \preceq L_2 \) in \( (\mathcal{L}, \delta^L) \).
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Proof. Lemma 3.3.4.3 shows that $L_1 \preceq L_2$ implies $L_1 = \lceil L_1 \rceil \subseteq \lceil L_2 \rceil = L_2$.

Conversely, we show that $\subseteq$ is a simulation. Assume $L_1 \subseteq L_2$, then we compute:

$$
\begin{align*}
\delta^\mathcal{X}(L_1)(\alpha) &= 1 \iff \alpha \in L_1 \quad \text{(Definition of } \delta^\mathcal{X}) \\
\Rightarrow \alpha \in L_2 \quad \text{(} L_1 \subseteq L_2 \text{)} \\
\Leftrightarrow \delta^\mathcal{X}(L_2)(\alpha) &= 1 \quad \text{(Definition of } \delta^\mathcal{X})
\end{align*}
$$

Moreover, we find:

$$
\begin{align*}
\delta^\mathcal{X}(L_1)(\alpha) &= (p, L_1) \Leftrightarrow \emptyset \neq L_1 = (\alpha p)^{-1} L_1 \quad \text{(Definition of } \delta^\mathcal{X}) \\
\Rightarrow \emptyset \neq L_1 &= (\alpha p)^{-1} L_1 \subseteq (\alpha p)^{-1} L_2 = L_2 \quad \text{(} L_1 \subseteq L_2 \text{)} \\
\Leftrightarrow \delta^\mathcal{X}(L_2)(\alpha) &= (p, L_2), \ L_1 \subseteq L_2 \quad \text{(Definition of } \delta^\mathcal{X})
\end{align*}
$$

Corollary 3.3.4.5. Let $\mathcal{X}$ be a normal $G$-coalgebra, then $x \preceq y$ iff $\lceil x \rceil \subseteq \lceil y \rceil$.

Proof. The proof is similar to the one of its bisimilar counterpart [142, Corollary 5.9]. From Lemma 3.3.4.3 it follows that $x \preceq y$ implies $\lceil x \rceil \subseteq \lceil y \rceil$.

Conversely, assume $\lceil x \rceil \subseteq \lceil y \rceil$. We define a relation $R := \{(s, t) \in X \times X \mid [s] \subseteq [t] \}$. In order to show $x \preceq y$ it is sufficient to prove that $R$ is a simulation. Since $\mathcal{X}$ is normal, $[-]$ is a $G$-coalgebra homomorphism.

- Suppose $sRt$ and $\delta(s)(\alpha) = 1$. As $[-]$ is a $G$-coalgebra homomorphism it follows $\delta^\mathcal{X}([s])(\alpha) = 1$. Since $[s] \subseteq [t]$ implies $[s] \preceq [t]$ by Lemma 3.3.4.4, we thus can deduce $\delta^\mathcal{X}([t])(\alpha) = 1$. Since $[-]$ is a $G$-coalgebra homomorphism, we can conclude $\delta(t)(\alpha) = 1$.

- Suppose $sRt$ and $\delta(s)(\alpha) = (p, s')$. Since $[-]$ is a $G$-coalgebra homomorphism it follows $\delta^\mathcal{X}([s])(\alpha) = (p, [s'])$. Since $[s] \subseteq [t]$ implies $[s] \preceq [t]$ by Lemma 3.3.4.4, we deduce $\delta^\mathcal{X}([t])(\alpha) = (p, L)$ for some $L \in \mathcal{L}$ with $[s'] \preceq L$ in $\mathcal{L}$. Since $[-]$ is a $G$-coalgebra homomorphism, it follows $L = [t']$ with $\delta(t)(\alpha) = (p, t')$. Thus we have $[s'] \preceq [t']$, or equivalently $[s'] \subseteq [t']$ by Lemma 3.3.4.4. The latter implies $s'Rt'$ by definition of $R$. Thus we find $\delta(t)(\alpha) = (p, t')$ and $s'Rt'$. \qed
3.4 The Minimal Representation $m(\mathcal{X})$

The automaton $\mathcal{X}_e$ assigned to an expression $e$ by the Thompson construction is not always the most efficient representation of the language $[e]$. For instance, as seen in Example 3.3.3.1, the Thompson-automaton $\mathcal{X}_{p/v_q}$ in Figure 3.4 contains redundant structure, since its states $x$ and $y$ exhibit the same behaviour. In this section, we show that any $G$-automaton $\mathcal{X}$ admits an equivalent minimal representation, $m(\mathcal{X})$.

3.4.1 Reachability

We begin by formally defining what it means for a state of a $G$-automaton to be reachable, and show that restricting an automaton to its reachable states leaves important properties invariant.

**Definition 3.4.1.1.** Let $(X, \delta)$ be a $G$-coalgebra. We write $\rightarrow \subseteq X \times GS^- \times X$ for the smallest relation satisfying:

\[
\begin{align*}
\delta(x)(\alpha) &= (p, y) \quad x \xrightarrow{\alpha_1 p_1 \cdots \alpha_{n-1} p_{n-1}} y, \\
& \xrightarrow{\alpha_1 p_1 \cdots \alpha_{n} p_n} z.
\end{align*}
\]

(3.3)

The states reachable from $x \in X$ are $r(x) := \{y \in X \mid \exists w \in GS^- : x \xrightarrow{w} y\}$, and their witnesses are $R(x) := \{w \in GS^- \mid \exists x_w \in X : x \xrightarrow{w} x_w\}$.

The following result shows that a state reached by a word is uniquely defined.

**Lemma 3.4.1.2.** If $x \xrightarrow{w} x_w^1$ and $x \xrightarrow{w} x_w^2$, then $x_w^1 = x_w^2$.

**Proof.** We show the statement by induction on the length of $w \in GS^-$:

- The induction base $w = \varepsilon$ follows from the base case of (3.3): $x \xrightarrow{\varepsilon} x_w^i$ iff $x_w^i = x$ for $i = 1, 2$.

- For the induction step let $w = v \circ p$ for some $v \in GS^-$. By (3.3) there exist $x_w^i, x_v^j \in X$ such that $x \xrightarrow{v} x_v^j \xrightarrow{p} x_w^i$ and $x \xrightarrow{v} x_v^j \xrightarrow{p} x_w^i$. From the induction hypothesis it follows $x_v^j = x_v^j$. Thus, by (3.3), $(p, x_w^i) = \delta(x_v^j)(\alpha) = \delta(x_v^j)(\alpha) = (p, x_w^i)$, which yields $x_w^1 = x_w^2$. \qed

Given a $G$-coalgebra $(X, \delta)$, we call a subset $A \subseteq X$ $\delta$-invariant, if $y \in A$ and $\delta(y)(\alpha) = (p, z)$, then $z \in A$. In such a situation, we write $\mathcal{X}^A = (A, \delta^A)$ for the well-defined restriction of $\mathcal{X} = (X, \delta)$ to $A$.

We denote the sub-automaton one obtains by restricting a $G$-automaton $\mathcal{X} = (X, \delta, x)$ to the $\delta$-invariant set of states reachable from the initial state $x \in X$ by $r(\mathcal{X}) := \mathcal{X}^{r(x)}$, and call an automaton reachable, if $\mathcal{X} = r(\mathcal{X})$. Following [65, Def. 15], we call a normal, reachable, and observable automaton minimal.

The set $R(x)$ of words witnessing the reachability of states in $\mathcal{X} = (X, \delta, x)$ can be equipped with a $G$-automaton structure $R(\mathcal{X}) := (R(x), \partial, \varepsilon)$, where $\partial(w)(\alpha) = (p, w_{\text{op}})$, if $\delta(x_w)(\alpha) = (p, x_{\text{op}})$ for some $x_{\text{op}} \in X$, and $\partial(w)(\alpha) = \delta(x_w)(\alpha)$ otherwise. The automaton $r(\mathcal{X})$ can then be recovered as the image of the automata homomorphism $f : R(\mathcal{X}) \to \mathcal{X}$ defined by $f(w) = x_w$. In other words, there exists an epi-mono factorisation $R(\mathcal{X}) \twoheadrightarrow r(\mathcal{X}) \hookrightarrow \mathcal{X}$.

We conclude with a list of important properties preserved by restricting an automaton to its reachable states. Among those properties are well-nestedness [142] and satisfying the nesting coequation [135]. We refer the reader to Section 4.7 for a high-level comparison between the two notions.

The definition of well-nestedness requires the following construction.

**Definition 3.4.1.3** ([142]). Let $\mathcal{X} = (X, \delta)$ be a $G$-coalgebra. The uniform continuation of $A \subseteq X$ by $h \in G(X)$ is the $G$-coalgebra $\mathcal{X}[A, h] = (X, \delta[A, h])$, where:

$$
\delta[A, h](x)(\alpha) = \begin{cases} 
h(\alpha) & \text{if } x \in A, \delta(x)(\alpha) = 1 \\
\delta(x)(\alpha) & \text{else}
\end{cases}
$$

Further let $\mathcal{X} + \mathcal{Y} := (X + Y, \delta^X + \delta^Y)$ be the disjoint union of automata, where $\delta^X + \delta^Y(x)(\alpha) = \delta^X(x)(\alpha)$, if $x \in X$, and $\delta^Y(x)(\alpha)$ otherwise.

**Definition 3.4.1.4** ([142]). The class of well-nested $G$-coalgebras is defined as follows:

- If $\mathcal{X} = (X, \delta)$ has no transitions, i.e. if $\delta : X \to 2^X$, then $\mathcal{X}$ is well-nested.
- If $\mathcal{X}$ and $\mathcal{Y}$ are well-nested and $h \in G(X + Y)$, then $(\mathcal{X} + \mathcal{Y})[X, h]$ is well-nested.
While the following results are stated in terms of arbitrary δ-invariant subsets, we are particularly interested in \( r(x) \), the subset of states reachable by an initial state \( x \).

**Lemma 3.4.1.5.** The restriction of a well-nested \( G \)-coalgebra to a δ-invariant subset is well-nested.

**Proof.** We show the statement by induction on the well-nested structure of \( \mathcal{X} \). As before, we write \( \mathcal{X}^A = (A, \delta^A) \) for the well-defined restriction of \( \mathcal{X} = (X, \delta) \) to a δ-invariant subset \( A \subseteq X \).

- For the induction base assume that \( \mathcal{X} = (X, \delta) \) satisfies \( \delta : X \to 2^{\mathcal{A}} \), and \( A \subseteq X \) is a δ-invariant set. Then clearly the restriction is of type \( \delta^A : A \to 2^{\mathcal{A}} \), i.e. \( \mathcal{X}^A = (A, \delta^A) \) is well-nested.

- For the induction step let \( \mathcal{Y} = (Y, \delta^Y) \) and \( \mathcal{Z} = (Z, \delta^Z) \) be well-nested \( G \)-coalgebras, \( h \in G(Y + Z) \), and \( \mathcal{X} = (Y + Z, (\delta^Y + \delta^Z)[Y, h]) \). Moreover let \( A \subseteq Y + Z \) be a \( (\delta^Y + \delta^Z)[Y, h] \)-invariant set. We would like to show that \( \mathcal{X}^A \) is well-nested. The induction hypothesis reads:
  - for all \( \delta^Y \)-invariant sets \( B \subseteq Y \), the subcoalgebra \( \mathcal{Y}^B = (B, (\delta^Y)^B) \) is well-nested;
  - for all \( \delta^Z \)-invariant sets \( C \subseteq Z \), the subcoalgebra \( \mathcal{Z}^C = (C, (\delta^Z)^C) \) is well-nested.

We begin by showing that \( A \cap Y \subseteq Y \) and \( A \cap Z \subseteq Z \) are \( \delta^Y \)- and \( \delta^Z \)-invariant sets, respectively. Let \( \delta^Y(x)(\alpha) = (p, y) \) for \( x \in A \cap Y \) and \( y \in Y \). Then by definition

\[
(\delta^Y + \delta^Z)[Y, h](x)(\alpha) = \delta^Y(x)(\alpha) = (p, y),
\]

which by \( (\delta^Y + \delta^Z)[Y, h] \)-invariance of \( A \) implies \( y \in A \). It hence follows \( y \in A \cap Y \). Analogously one deduces that \( A \cap Z \) is \( \delta^Z \)-invariant. Thus \( \mathcal{Y}^{A \cap Y} = (A \cap Y, (\delta^Y)^{A \cap Y}) \) and \( \mathcal{Z}^{A \cap Z} = (A \cap Z, (\delta^Z)^{A \cap Z}) \) are well-defined, and moreover, by the induction hypothesis they are well-nested.

We observe the equality \( A = A \cap Y + A \cap Z \), which follows from \( A \subseteq Y + Z \),
and define \( \overline{h} \in G(A \cap Y + A \cap Z) = G(A) \) by:

\[
\overline{h}(\alpha) = \begin{cases} 
1 & \text{if } h(\alpha) = 1 \\
(p, x) & \text{if } h(\alpha) = (p, x), \; x \in A \\
0 & \text{else}
\end{cases}
\]

(3.4)

It follows \( \mathcal{X}^A = (A \cap Y + A \cap Z, ((\delta^\mathcal{X})^{A \cap Y} + (\delta^\mathcal{X})^{A \cap Z})[A \cap Y, \overline{h}]), \) since for any \( x \in A \) it holds:

\[
((\delta^\mathcal{X} + \delta^\mathcal{Y})[Y, \overline{h}])^A(x)(\alpha) = \begin{cases} 
\delta^\mathcal{Y}(x)(\alpha) & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) \neq 1 \\
h(\alpha) & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1 \\
\delta^\mathcal{X}(x)(\alpha) & x \in A \cap Z \\
\delta^\mathcal{Y}(x)(\alpha) & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) \neq 1 \\
1 & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1, \; h(\alpha) = 1 \\
0 & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1, \; h(\alpha) = 0 \\
(p, x') & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1, \; h(\alpha) = (p, x') \\
\delta^\mathcal{X}(x)(\alpha) & x \in A \cap Z \\
\delta^\mathcal{Y}(x)(\alpha) & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) \neq 1 \\
1 & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1, \overline{h}(\alpha) = 1 \\
0 & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1, \overline{h}(\alpha) = 0 \\
(p, x') & x \in A \cap Y, \; \delta^\mathcal{Y}(x)(\alpha) = 1, \overline{h}(\alpha) = (p, x') \\
\delta^\mathcal{X}(x)(\alpha) & x \in A \cap Z \\
(\delta^\mathcal{Y})^{A \cap Y}(x)(\alpha) & x \in A \cap Y, \; (\delta^\mathcal{Y})^{A \cap Y}(x)(\alpha) \neq 1 \\
\overline{h}(\alpha) & x \in A \cap Y, \; (\delta^\mathcal{Y})^{A \cap Y}(x)(\alpha) = 1 \\
(\delta^\mathcal{X})^{A \cap Z}(x)(\alpha) & x \in A \cap Z \\
= ((\delta^\mathcal{Y})^{A \cap Y} + (\delta^\mathcal{X})^{A \cap Z})[A \cap Y, \overline{h}](x)(\alpha),
\end{cases}
\]
where we use for \((\ast)\) that \(((\delta^Y + \delta^Z)[Y,h])^A(x)(\alpha) = (p, x')\) for \(x \in A\), implies \(x' \in A\), as \(A\) is \((\delta^Y + \delta^Z)[Y,h]\)-invariant. \(\square\)

Restricting to a \(\delta\)-invariant subset not only preserves well-nestedness, but also language semantics.

**Lemma 3.4.1.6.** Let \(\mathcal{X}^A = (A, \delta^A)\) be the restriction of a \(G\)-coalgebra \(\mathcal{X} = (X, \delta)\) to a \(\delta\)-invariant subset \(A \subseteq X\). Then \([a]_{\mathcal{X}} = [a]_{\mathcal{X}^A}\) for all \(a \in A\).

**Proof.** We show \(w \in [a]_{\mathcal{X}}\) iff \(w \in [a]_{\mathcal{X}^A}\) for all \(a \in A\) and \(w \in GS\) by induction on the length of \(w\).

- For the induction base assume \(w = \alpha\), then we deduce:

\[
\alpha \in [a]_{\mathcal{X}} \iff \delta(a)(\alpha) = 1 \quad \text{(Definition of \([-])}\]
\[
\iff \delta^A(a)(\alpha) = 1 \quad \text{\((a \in A)\)}
\[
\iff \alpha \in [a]_{\mathcal{X}^A} \quad \text{(Definition of \([-])).}
\]

- For the induction step let \(w = \alpha \cdot v\), then we find:

\[
\alpha \cdot v \in [a]_{\mathcal{X}} \iff \exists x \in X : \delta(a)(\alpha) = (p, x), \ v \in [x]_{\mathcal{X}} \quad \text{(Definition of \([-])}\]
\[
\iff \exists b \in A : \delta(a)(\alpha) = (p, b), \ v \in [b]_{\mathcal{X}} \quad \text{\((a \in A, \ \delta\text{-inv})\)}
\[
\iff \exists b \in A : \delta^A(a)(\alpha) = (p, b), \ v \in [b]_{\mathcal{X}^A} \quad \text{\((a, b \in A, \ \text{IH})\)}
\[
\iff \alpha \cdot v \in [a]_{\mathcal{X}^A} \quad \text{(Definition of \([-])).}
\]

\(\square\)

In consequence, we immediately obtain that restricting to a \(\delta\)-invariant subset preserves normality.

**Lemma 3.4.1.7.** The restriction of a normal \(G\)-coalgebra to a \(\delta\)-invariant subset is normal.

**Proof.** Let \(\mathcal{X} = (X, \delta)\) be a normal \(G\)-coalgebra and \(A \subseteq X\) a \(\delta\)-invariant subset. We write \(\mathcal{X}^A = (A, \delta^A)\) for the restriction of \(\mathcal{X}\) to \(A\). Assume for \(a, b \in A\) we have
\[\delta^A(a)(\alpha) = (p, b).\] Since \(a \in A\), we have \(\delta(a)(\alpha) = (p, b)\), which by normality of \(\mathcal{X}\) implies \(\emptyset \neq [b]_{\mathcal{X}}\). From \(b \in A\) and Lemma 3.4.1.6 we thus can deduce \(\emptyset \neq [b]_{\mathcal{X}^A}\). \(\square\)

We will conclude this section with a summarising result. We say that a \(G\)-automaton \(\mathcal{X}\) satisfies the nesting coequation, if the final coalgebra homomorphism \(\text{obs}_{\mathcal{X}} = [\cdot] : \mathcal{X} \to \mathcal{L}\) factors through the coequation \([e] \mid e \in \text{Expr}\) — that is, for any \(x \in X\) there exists an expression \(e_x \in \text{Expr}\) such that \([e_x] = [x]\). The interested reader will find more details in [46, 135]. For our purposes it is sufficient to know that the class of all \(G\)-automata satisfying the nesting coequation forms a covariety [135]. Covarieties are a categorical dualization of varieties, which are well-known from universal algebra (cf. Section 5.3.6). Birkhoff’s famous HSP theorem states that varieties are closed under homomorphic images (H), subalgebras (S), and products (P) [29]. Covarieties enjoy similarly desirable properties: they are closed under homomorphic images, subcoalgebras, and coproducts [46].

**Proposition 3.4.1.8.** Let \(\mathcal{X}\) be a \(G\)-automaton, then \(r(\mathcal{X})\) is well-nested, normal, or satisfies the nesting coequation, whenever \(\mathcal{X}\) does. Moreover, \(r(\mathcal{X})\) accepts the same language as \(\mathcal{X}\).

**Proof.** Let us write \(\mathcal{X} = (X, \delta, x)\). From (3.3) it is immediate that \(r(x) \subseteq X\) is \(\delta\)-invariant. Thus, Lemma 3.4.1.5 and Lemma 3.4.1.7, respectively, imply that \(r(\mathcal{X}) = (r(x), \delta^{r(x)}, x)\) is well-nested, or normal, whenever \(\mathcal{X}\) is. From Lemma 3.4.1.6 it further follows

\[ [r(\mathcal{X})] = [x]_{r(x)} = [x]_{\mathcal{X}^\mathcal{L}} = [\mathcal{X}]. \]

Since the class of all \(G\)-automata satisfying the nesting coequation forms a covariety, it is closed under subautomata. As there exists an epi-mono factorisation

\[ R(\mathcal{X}) \twoheadrightarrow r(\mathcal{X}) \hookrightarrow \mathcal{X} \]

the automaton \(r(\mathcal{X})\) thus satisfies the nesting coequation, whenever \(\mathcal{X}\) does. \(\square\)
3.4.2 Minimality

Recall that the state-space of the minimal DFA for a regular language consists of the equivalence classes of the Myhill-Nerode equivalence relation [120].

Similarly, we define the state-space of the minimisation of a GKAT automaton $\mathcal{A}$ as the equivalence classes of the equivalence relation $\equiv_{\mathcal{A}}$ on $\mathbb{G}^{-}$, defined for any guarded string language $L \subseteq \mathbb{G}$ by:

$$v \equiv_{L} w :\Leftrightarrow \forall u \in \mathbb{G} : vu \in L \text{ iff }wu \in L. \quad (3.5)$$

Let $v^{-1}L = \{u \in \mathbb{G} \mid vu \in L\}$ be the derivative of $L$ with respect to $v$. Then two words $v, w$ are equivalent with respect to $\equiv_{L}$ iff the derivatives $v^{-1}L$ and $w^{-1}L$ coincide.

**Definition 3.4.2.1.** The minimisation of a G-automaton $\mathcal{A} = (X, \delta, x)$ is $m(\mathcal{A}) := (\{w^{-1}[\mathcal{A}] \mid w \in \mathcal{R}(x)\}, \partial, [\mathcal{A}])$ with:

$$\partial(L)(\alpha) := \begin{cases} (p, (\alpha p)^{-1}L) & \text{if } (\alpha p)^{-1}L \neq \emptyset \\ 1 & \text{if } \alpha \in L \\ 0 & \text{otherwise} \end{cases}, \quad (3.6)$$

for $L \in \{w^{-1}[\mathcal{A}] \mid w \in \mathcal{R}(x)\}$.

A few remarks on the well-definedness of above definition are in order. The language accepted by a G-automaton is deterministic, and taking the derivative of a language preserves its deterministic nature. Thus only one of the three cases in (3.6) occurs. Since $\varepsilon \in \mathcal{R}(x)$ and $\varepsilon^{-1}L = L$, the initial state of the minimisation is well-defined. Transitioning to a new state is well-defined since $v^{-1}(w^{-1}L) = (wv)^{-1}L$.

It is not hard to see that on a high-level the minimisation can be recovered as the image of the final automata homomorphism $[-] : \mathcal{R}(\mathcal{A}) \to \mathcal{L}$, which, as the result below shows, satisfies $[w]_{\mathcal{R}(\mathcal{A})} = w^{-1}[\mathcal{A}]$.

**Lemma 3.4.2.2.** Let $\mathcal{A}$ be a G-automaton with initial state $x \in X$. Then $[w]_{\mathcal{R}(\mathcal{A})} = w^{-1}[\mathcal{A}]$ for all $w \in \mathcal{R}(x)$. 
3.4. The Minimal Representation $m(\mathcal{X})$

Proof. We prove $u \in [w]_{R(x)}$ iff $u \in w^{-1}[\mathcal{X}]$ for all $u \in \mathbf{GS}$ and $w \in R(x)$ by induction on the length of $u$.

- For the induction base assume $u = \alpha$, then we find:

$$ \alpha \in [w]_{R(x)} \iff \partial(w)(\alpha) = 1 \quad \text{(Definition of \([-])} $$
$$ \iff \delta(x_w)(\alpha) = 1 \quad \text{(Definition of \(\partial))} $$
$$ \iff \alpha \in [x_w]_x \quad \text{(Definition of \([-])} $$
$$ \iff w\alpha \in [\mathcal{X}] \quad \text{(Definition of \([-])} $$
$$ \iff \alpha \in w^{-1}[\mathcal{X}] \quad \text{(Definition of \(w^{-1}[\mathcal{X}]\))} $$

- For the induction step let $u = \alpha v$, then it follows:

$$ \alpha v \in [w]_{R(x)} $$
$$ \iff \partial(w)(\alpha) = (p, w\alpha p), \; v \in [w\alpha p]_{R(x)} \quad \text{(Definition of \([-])} $$
$$ \iff \delta(x_w)(\alpha) = (p, x_{w\alpha p}), \; v \in (w\alpha p)^{-1}[\mathcal{X}] \quad \text{(Definition of \(\partial), \; \text{IH})} $$
$$ \iff \delta(x_w)(\alpha) = (p, x_{w\alpha p}), \; v \in [x_{w\alpha p}]_x \quad \text{(Definition of \((w\alpha p)^{-1}[\mathcal{X}]\))} $$
$$ \iff \alpha v \in [x_w]_x \quad \text{(Definition of \([-])} $$
$$ \iff \alpha v \in w^{-1}[\mathcal{X}] \quad \text{(Definition of \(w^{-1}[\mathcal{X}]\))} $$

\[ \square \]

In other words, there exists an epi-mono factorisation $R(\mathcal{X}) \rightarrow m(\mathcal{X}) \hookrightarrow \mathcal{L}$.

Properties of $m(\mathcal{X})$

In this section we prove properties of $m(\mathcal{X})$, which one would expect to hold by a minimisation construction. We begin by showing that minimising a normal automaton results in a reachable acceptor.

Lemma 3.4.2.3. Let $\mathcal{X}$ be a normal G-automaton with initial state $x \in X$. Then $[\mathcal{X}] \rightarrow w^{-1}[\mathcal{X}]$ in $m(\mathcal{X})$ for all $w \in R(x)$. In particular, $m(\mathcal{X})$ is reachable.

Proof. We prove the statement by induction on the length of $w \in R(x)$:
• For the induction base, let \( w = \varepsilon \), then \( \mathcal{X} \xrightarrow{\varepsilon} \mathcal{X} = \varepsilon^{-1}[\mathcal{X}] \) by the base case of (3.3).

• In the induction step, let \( w = \alpha p \) with \( v \in \text{GS}^- \). By the definition of reachability, \( v \in R(x) \). From the induction hypothesis we deduce \( \mathcal{X} \xrightarrow{\varepsilon} v^{-1}[\mathcal{X}] \) in \( m(\mathcal{X}) \). The normality of \( \mathcal{X} \) implies the inequality \( (\alpha p)^{-1}(v^{-1}[\mathcal{X}]) \neq \emptyset \). From (3.6) it thus follows \( v^{-1}[\mathcal{X}] \xrightarrow{w} (\alpha p)^{-1}(v^{-1}[\mathcal{X}]) = w^{-1}[\mathcal{X}] \). We conclude \( \mathcal{X} \xrightarrow{w = \alpha p} w^{-1}[\mathcal{X}] \) by (3.3).

The next result proves that minimisation preserves language semantics.

**Lemma 3.4.2.4.** Let \( \mathcal{X} \) be a G-automaton, then \( \llbracket L \rrbracket = L \) for all \( L \) in \( m(\mathcal{X}) \). In particular, \( \llbracket m(\mathcal{X}) \rrbracket = \llbracket \mathcal{X} \rrbracket \).

**Proof.** We show \( v \in \llbracket w^{-1}[\mathcal{X}] \rrbracket \) iff \( v \in w^{-1}[\mathcal{X}] \) for all \( v \in \text{GS}, w \in R(x) \), by induction on the length of \( v \):

• For the induction base, let \( v = \varepsilon \). Then we can compute:

\[
\alpha \in \llbracket w^{-1}[\mathcal{X}] \rrbracket \iff \partial(w^{-1}[\mathcal{X}])(\alpha) = 1 \quad \text{(Definition of } [-] \text{)}
\]
\[
\iff \alpha \in w^{-1}[\mathcal{X}] \quad \text{(Definition of } \partial \text{)}
\]

• In the induction step, let \( v = \alpha pu \). Then we have the following equivalences:

\[
\alpha pu \in \llbracket w^{-1}[\mathcal{X}] \rrbracket \iff u \in \llbracket (w\alpha p)^{-1}[\mathcal{X}] \rrbracket \quad \text{(Definition of } [-], (3.6) \text{)}
\]
\[
\iff u \in (w\alpha p)^{-1}[\mathcal{X}] \quad \text{(IH)}
\]
\[
\iff w\alpha pu \in \mathcal{X} \quad \text{(Definition of } (-)^{-1}[\mathcal{X}] \text{)}
\]
\[
\iff \alpha pu \in \llbracket \mathcal{X} \rrbracket \quad \text{(Definition of } (-)^{-1}[\mathcal{X}] \text{)}
\]

In particular, \( \llbracket m(\mathcal{X}) \rrbracket = \llbracket \mathcal{X} \rrbracket = \llbracket \varepsilon^{-1}[\mathcal{X}] \rrbracket = \varepsilon^{-1}[\mathcal{X}] = \llbracket \mathcal{X} \rrbracket \).

An immediate consequence of above statement is that the states of the minimisation can be distinguished by their observable behaviour, that is, different states accept different languages. Another implication of Lemma 3.4.2.4 is the normality of the minimisation: all states are live.
Corollary 3.4.2.5. Let $\mathcal{X}$ be a $G$-automaton, then $m(\mathcal{X})$ is normal and observable.

Proof. 

- By Lemma 3.4.2.4, $[L_1] = [L_2]$ implies $L_1 = L_2$, which shows that $[-]$ is injective. By definition, this proves that $m(\mathcal{X})$ is observable.

- Assume $\partial(L_1)(\alpha) = (p, L_2)$, then $L_2 = (\alpha p)^{-1}L_1 \neq \emptyset$ by (3.6). It thus follows from Lemma 3.4.2.4 that $[L_2] = L_2 \neq \emptyset$, which shows that $m(\mathcal{X})$ is normal. \hfill \ensuremath{\square}

Since $m(\mathcal{X})$ is normal, reachable, and observable, if $\mathcal{X}$ is normal, it is, by our definition, minimal (cf. [65, Def. 15]). Its size-minimality among normal automata language equivalent to $\mathcal{X}$ follows from the abstract definition, cf. Corollary 3.4.2.10.

Identifying $m(\mathcal{X})$

In this section, we identify the minimisation of a normal $G$-automaton with an alternative, but equivalent, construction. In consequence, we are able to derive that the minimisation of a normal automaton is size-minimal among language equivalent normal automata and preserves the nesting coequation. We begin by observing its universality in the following sense.

Proposition 3.4.2.6. Let $\mathcal{X}$ and $\mathcal{Y}$ be normal $G$-automata with $[\mathcal{X}] = [\mathcal{Y}]$, and $y \in Y$ the initial state of $\mathcal{Y}$. Then $\pi : r(\mathcal{Y}) \to m(\mathcal{X})$ with $\pi(z) = w_z^{-1}[\mathcal{X}]$, for $y \xrightarrow{w_z} z$ in $\mathcal{Y}$, is a (surjective) $G$-automata homomorphism, uniquely defined.

Proof. We have to show that $\pi$ is well-defined, surjective, preserves initial states, is a $G$-coalgebra homomorphism, and is unique. In this order:
Let \( z \in r(y) \), then by definition there exists at least one \( w_1 \in R(y) \) such that \( y \xrightarrow{w_1} z \) in \( \mathcal{Y} \). Since \( \mathcal{Y} \) is normal, we have \( w_1^{-1}[\mathcal{X}] = w_1^{-1}[\mathcal{Y}] \neq \emptyset \). Hence there exists some \( z' \in X \), such that \( x \xrightarrow{w} z' \) in \( \mathcal{X} \), that is, \( w_1 \in R(x) \), where \( x \) is the initial state of \( \mathcal{X} \). Assume there exists a second \( w_2 \in R(y) \), such that \( y \xrightarrow{w_2} z \) in \( \mathcal{Y} \). Then we have:

\[
\begin{align*}
    w_1u \in \mathcal{X} &\iff w_1u \in \mathcal{Y} & ([\mathcal{X}] = [\mathcal{Y}] ) \\
    u \in [z] &\iff w_2u \in \mathcal{Y} & (\text{Definition of } [-]) \\
    w_2u \in \mathcal{X} &\iff w_2u \in \mathcal{Y} & ([\mathcal{X}] = [\mathcal{Y}] )
\end{align*}
\]

for all \( u \in GS \). In other words, \( w_1 \equiv_{[x]} w_2 \), or, equivalently, \( w_1^{-1}[\mathcal{X}] = w_2^{-1}[\mathcal{X}] \). Thus \( \pi \) is a well-defined function.

- Let \( w \in R(x) \), then by definition there exists \( x_w \in X \) with \( x \xrightarrow{w} x_w \) in \( \mathcal{X} \). Since \( \mathcal{X} \) is normal, \( w^{-1}[\mathcal{Y}] = w^{-1}[\mathcal{X}] \neq \emptyset \), i.e. \( y \xrightarrow{w} y_w \) in \( \mathcal{Y} \), for some \( y_w \in Y \). Thus, by construction, \( \pi(y_w) = w^{-1}[\mathcal{X}] \), which shows that \( \pi \) is surjective.

- Initial states are preserved since by (3.3) we have \( y \xrightarrow{\varepsilon} y \), which by definition of \( \pi \) implies \( \pi(y) = \varepsilon^{-1}[\mathcal{X}] = \mathcal{X} \).

- \( \pi \) is a \( G \)-coalgebra homomorphism:
  - Let \( \delta^\mathcal{Y}(z)(\alpha) = 0 \), then \( \delta^\mathcal{X}(\pi(z))(\alpha) \neq 1 \), since otherwise \( w_z \alpha \in \mathcal{X} = \mathcal{Y} \) by the definition of \( \delta^\mathcal{X} \), which would imply the contradiction \( 1 = \delta^\mathcal{Y}(z)(\alpha) = 0 \). Assume \( \delta^\mathcal{X}(\pi(z))(\alpha) = (p, (w_z \alpha)p)^{-1}[\mathcal{X}] \). By definition of \( \delta^\mathcal{X} \) there exists some \( v \in GS \), such that \( w_z \alpha v \in [\mathcal{X}] = [\mathcal{Y}] \). Hence it follows \( \delta^\mathcal{Y}(z)(\alpha) \neq 0 \) by the definition of \([ - ]\), which is a contradiction. We can thus conclude \( \delta^\mathcal{X}(\pi(z))(\alpha) = 0 \)
  - Let \( \delta^\mathcal{Y}(z)(\alpha) = 1 \), then \( w_z \alpha \in [\mathcal{X}] = [\mathcal{Y}] \) by the definition of \([ - ]\). From the definition of \( \delta^\mathcal{X} \), it follows \( \delta^\mathcal{X}(\pi(z))(\alpha) = 1 \).
  - Let \( \delta^\mathcal{Y}(z)(\alpha) = (p, z') \), then, by normality of \( \mathcal{Y} \), there exists some \( v \in \mathcal{X} \neq \emptyset \). The latter implies \( w_z \alpha v \in [\mathcal{Y}] = [\mathcal{X}] \). By the definitions of \( \delta^\mathcal{X} \) and \( w_z \alpha v \), it follows \( \delta^\mathcal{X}(\pi(z))(\alpha) = (p, (w_z \alpha)^{-1}[\mathcal{X}] = (p, \pi(z')) \).
3.4. The Minimal Representation \( \mathcal{m}(\mathcal{X}') \)

- Let \( g : r(\mathcal{Y}) \to \mathcal{m}(\mathcal{X}') \) be any \( G \)-automata homomorphism. Let \( z \in r(y) \), then by definition there exists \( w_z \in R(y) \), such that \( y \xrightarrow{w_z} z \) in \( \mathcal{Y} \), and thus in \( r(\mathcal{Y}) \).
  Since \( g \) is a \( G \)-automata homomorphism, it follows \( [\mathcal{X}] = g(y) \xrightarrow{w_z} g(z) \) in \( \mathcal{m}(\mathcal{X}') \). By Lemma 3.4.2.3, on the other hand, we have \( [\mathcal{X}] \xrightarrow{w_z} w_z^{-1}[\mathcal{X}] \) in \( \mathcal{m}(\mathcal{X}') \). From Lemma 3.4.1.2 it thus follows \( g(z) = w_z^{-1}[\mathcal{X}] = \pi(z) \).

The next result shows that the minimisation of a normal \( G \)-automaton is isomorphic to the automaton that arises by identifying semantically equivalent pairs among reachable states.

**Lemma 3.4.2.7.** Let \( \mathcal{X} \) be a normal \( G \)-automaton with initial state \( x \in X \) and \( \pi : r(\mathcal{X}) \to \mathcal{m}(\mathcal{X}) \) as in Proposition 3.4.2.6, then \( y \simeq z \) iff \( \pi(y) = \pi(z) \) for all \( y, z \in r(x) \). Consequently, \( \mathcal{m}(\mathcal{X}) \) is isomorphic to \( r(\mathcal{X})/\simeq \).

**Proof.** The statement follows from the following chain of equivalences:

\[
\pi(y) = \pi(z) \iff (w_y)^{-1}[\mathcal{X}] = (w_z)^{-1}[\mathcal{X}] \quad \text{(Definition of } \pi) \\
\iff [y] = [z] \quad \text{(Definition of } (-)^{-1}[\mathcal{X}] \text{)} \\
\iff y \simeq z \quad \text{ (\( \mathcal{X} \) is normal)}
\]

\[ \square \]

On a high level, the automata homomorphism \( \pi \) can be recovered as the unique (surjective) diagonal making the diagram in Figure 3.5a commute.

In Proposition 3.4.1.8 it was noted that the reachable subautomaton \( r(\mathcal{X}) \) satisfies the nesting coequation, whenever \( \mathcal{X} \) does. By Proposition 3.4.2.6 there exists an epimorphism \( \pi : r(\mathcal{X}) \to \mathcal{m}(\mathcal{X}) \), if \( \mathcal{X} \) is normal. Since coalgebras satisfying a coequation form a covariety, which is closed under homomorphic images [46, 135], we thus can deduce the following result.

**Corollary 3.4.2.8.** Let \( \mathcal{X} \) be a normal \( G \)-automaton, then \( \mathcal{m}(\mathcal{X'}) \) satisfies the nesting coequation, whenever \( \mathcal{X} \) does.

**Proof.** In Proposition 3.4.1.8 it was noted that the reachable subcoalgebra \( r(\mathcal{X}') \) satisfies the nesting coequation, whenever \( \mathcal{X} \) does. By Proposition 3.4.2.6 there
exists an epimorphism \( \pi : r(\mathcal{X}) \rightarrow m(\mathcal{X}) \) for any normal automaton \( \mathcal{X} \). The claim follows since coalgebras satisfying a coequation form a covariety, which is in particular closed under homomorphic images [46, 135].

We continue with the observation that two normal \( G \)-automata are language equivalent if and only if their minimisations are isomorphic. As depicted in Figure 3.5b, this implies that two expressions \( e \) and \( f \) are language equivalent if and only if the minimisations of their normalised Thompson automata are isomorphic. A similar idea occurs in Kozen’s completeness proof for Kleene Algebra [88, Theorem 19].

**Corollary 3.4.2.9.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be normal \( G \)-automata, then \( \left[ \mathcal{X} \right] = \left[ \mathcal{Y} \right] \) iff \( m(\mathcal{X}) \cong m(\mathcal{Y}) \).

**Proof.** We begin by assuming \( \left[ \mathcal{X} \right] = \left[ \mathcal{Y} \right] \). From Lemma 3.4.2.4 and Corollary 3.4.2.5 we know that \( m(\mathcal{X}) \) and \( m(\mathcal{Y}) \) are normal and accept the same language as \( \mathcal{X} \) and \( \mathcal{Y} \). From Lemma 3.4.2.3 it follows that \( m(\mathcal{X}) \) and \( m(\mathcal{Y}) \) are reachable. Proposition 3.4.2.6 thus implies that there exist \( G \)-automata homomorphisms \( \pi_1 : m(\mathcal{Y}) \rightarrow m(\mathcal{X}) \) and \( \pi_2 : m(\mathcal{X}) \rightarrow m(\mathcal{Y}) \). From the uniqueness property in Proposition 3.4.2.6 we deduce \( \pi_1 \pi_2 = \text{id}_{m(\mathcal{X})} \) and \( \pi_2 \pi_1 = \text{id}_{m(\mathcal{Y})} \). Hence \( \pi_2 : m(\mathcal{X}) \rightarrow m(\mathcal{Y}) \) is an isomorphism with inverse \( \pi_1 \).

Conversely, assume \( m(\mathcal{X}) \) is isomorphic to \( m(\mathcal{Y}) \). Then it immediately follows \( \left[ m(\mathcal{X}) \right] = \left[ m(\mathcal{Y}) \right] \), which implies \( \left[ \mathcal{X} \right] = \left[ \mathcal{Y} \right] \) by Lemma 3.4.2.4. \( \square \)

We conclude with the size-minimality of the minimisation of a normal automaton among language equivalent normal automata.

**Corollary 3.4.2.10.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be normal \( G \)-automata with \( \left[ \mathcal{X} \right] = \left[ \mathcal{Y} \right] \). Then

\[ |m(\mathcal{X})| \leq |\mathcal{Y}|, \text{ where } |m(\mathcal{X})| = |\mathcal{Y}| \text{ iff } m(\mathcal{X}) \cong \mathcal{Y}. \]

**Proof.** From Corollary 3.4.2.9 it immediately follows \( m(\mathcal{X}) \cong m(\mathcal{Y}) \). We additionally observe Figure 3.5a to derive

\[ |m(\mathcal{X})| = |m(\mathcal{Y})| \leq |r(\mathcal{Y})| \leq |\mathcal{Y}|. \]

We show next \( |m(\mathcal{X})| = |\mathcal{Y}| \) iff \( m(\mathcal{X}) \cong \mathcal{Y} \):
• Assume \( m(\mathcal{X}) \cong \mathcal{Y} \), then immediately \( |m(\mathcal{X})| = |\mathcal{Y}| \).

• Assume \( |m(\mathcal{X})| = |\mathcal{Y}| \), then Proposition 3.4.2.6 and Figure 3.5a imply:

\[
|r(\mathcal{Y})| \geq |m(\mathcal{X})| = |\mathcal{Y}| \geq |r(\mathcal{Y})|.
\]

It thus follows \( |m(\mathcal{X})| = |r(\mathcal{Y})| = |\mathcal{Y}| \). From the second equality and the definition of \( r(\mathcal{Y}) \) it immediately follows \( \mathcal{Y} \cong r(\mathcal{Y}) \). The first equality implies that the epimorphism \( \pi : r(\mathcal{Y}) \rightarrow m(\mathcal{X}) \) in Proposition 3.4.2.6 is a bijective automata homomorphism. Any bijective coalgebra homomorphism is a coalgebra isomorphism [132, Prop. 2.3]. It is clear that the inverse of an initial state preserving coalgebra isomorphism preserves initial states as well. Thus \( \pi : r(\mathcal{Y}) \cong m(\mathcal{X}) \) is an \( G \)-automata isomorphism. \( \square \)

### 3.5 Learning \( m(\mathcal{X}) \)

In this section we formally investigate the correctness of \( \text{GL}^* \) (Algorithm 2). Our main result is Theorem 3.5.2.6, which shows that if the oracle is instantiated with a deterministic language accepted by a finite normal \( G \)-automaton \( \mathcal{X} \), then \( \text{GL}^* \) terminates with a hypothesis isomorphic to \( m(\mathcal{X}) \). For calculations, it will be convenient to use the following definition of an observation table.

**Definition 3.5.0.1.** An observation table \( T = (S, E, \text{row}) \) consists of subsets \( S \subseteq \text{GS}^-, E \subseteq \text{GS} \) and a function \( \text{row} : S \cup S \cdot (\text{At} \cdot \Sigma) \rightarrow 2^E \), such that:

- \( \varepsilon \in S \) and \( \text{At} \subseteq E \)
- \( \alpha e \in E \) implies \( e \in E \) (suffix-closed)
- \( s a p \in S \) implies \( s \in S \) (prefix-closed)
- \( s \neq t \) implies \( \text{row}(s) \neq \text{row}(t) \) for \( s, t \in S \)
- \( \varepsilon \neq s \in S \) implies \( \text{row}(s)(e) = 1 \) for some \( e \in E \)
- \( \text{row}(s a p)(e) = \text{row}(s)(\alpha e) \), if \( \alpha e \in E \)
Not every table induces a well-defined $G$-automaton. To ensure correctness, we have to restrict ourselves to a subclass of tables that satisfies two important properties. We call an observation table deterministic if the guarded string language $\text{row}(s) \subseteq GS$ is deterministic for all $s \in S$. An observation table is closed, if for all $t \in S \cdot (At \cdot \Sigma)$ with $\text{row}(t)(e) = 1$ for some $e \in E$, there exists an $s \in S$ such that $\text{row}(s) = \text{row}(t)$.

The result below shows that if the oracle is instantiated with a deterministic language accepted by a finite normal $G$-automaton $\mathcal{X}$, we have a well-defined observation table at every step.

**Proposition 3.5.0.2.** If Algorithm 2 is instantiated with a deterministic language accepted by a finite normal $G$-automaton $\mathcal{X}$, then $T$ is a well-defined deterministic observation table at every step.

**Proof.**
- Any $G$-automaton accepts a deterministic language. Since $\text{row}(s) \subseteq s^{-1}[\mathcal{X}]$, and determinacy is preserved under derivatives, the determinacy of $T$ is thus implied by the determinacy of $[\mathcal{X}]$.

- In the initial step we have $S = \{\varepsilon\}$ and $E = At$. In every step that follows the sets $S$ and $E$ are only extended. We thus have $\varepsilon \in S$ and $At \subseteq E$ in every step.

- In the initial step $S = \{\varepsilon\}$ and $E = At$ are clearly prefix and suffix closed, respectively. In the following steps $S$ is only extended with strings of the shape $s\alpha p$ for $s \in S$, and $E$ is only extended with the suffixes of some $z$. Hence $S$ and $E$ are prefix and suffix closed, respectively, in every step.

- In the initial step $S = \{\varepsilon\}$, hence all rows indexed by elements in $S$ are trivially disjoint. In the following steps we only add $s\alpha p$ to $S$, if $\text{row}(s\alpha p) \neq \text{row}(t)$ for all $t \in S$. Since disjoint rows do at no point collapse, we can deduce that $s \neq t$ implies $\text{row}(s) \neq \text{row}(t)$ for all $s, t \in S$ in every step.

- In the initial step we have $S = \{\varepsilon\}$, thus the observation that for all $s \in S$ with $s \neq \varepsilon$ we have $\text{row}(s) \neq \emptyset$ is trivially true. In the following steps we only add elements $s\alpha p$ with $\text{row}(s\alpha p) \neq \emptyset$ to $S$.

- Since $\text{row}(t)(e) = [\mathcal{X}](te)$, the identity $\text{row}(s\alpha p)(e) = \text{row}(s)(\alpha pe)$, if $\alpha pe \in E$, follows from the associativity of string concatenation. □
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Any closed deterministic table induces a $G$-automaton in the following way.

**Definition 3.5.0.3.** Given a closed deterministic observation table $T = (S, E, \text{row})$, let $m(T) := \{\text{row}(s) \mid s \in S\}, \delta, \text{row}(\varepsilon)\}$ be the $G$-automaton with

$$
\delta(L)(\alpha) = \begin{cases} 
(p, (\alpha p)^{-1}L) & \text{if } (\alpha p)^{-1}L \neq \emptyset \\
1 & \text{if } \alpha \in L \\
0 & \text{otherwise}
\end{cases}, \quad (3.7)
$$

where $L \in \{\text{row}(s) \mid s \in S\}$ and $(\alpha p)^{-1}\text{row}(s) = \text{row}(s \alpha p)$.

A few remarks on the well-definedness of the above definition are in order. By Definition 3.5.0.1 the upper-rows of an observation table are disjoint. Since $T$ is deterministic, precisely one of the three cases in (3.7) occurs. If $(\alpha p)^{-1}\text{row}(s)$ is non-empty, there exists, because $T$ is closed, some $t \in S$ with $(\alpha p)^{-1}\text{row}(s) = \text{row}(t)$. This shows that $m(T)$ is closed under transitions.

### 3.5.1 Properties of $m(T)$

In what follows, let $T$ be a closed deterministic observation table, unless states otherwise. We will establish a few basic properties of $m(T)$. First, we observe its reachability, which is implied by a slightly stronger statement.

**Lemma 3.5.1.1.** For all $s \in S$ and $t \in GS^-$ such that $st \in S$, we have $\text{row}(s) \xrightarrow{t} \text{row}(st)$ in $m(T)$. In particular, $m(T)$ is reachable.

**Proof.** We show the statement by induction on the length of $t \in GS^-$:

- If $t = \varepsilon$, the statement follows from the base case of (3.3), i.e. $\text{row}(s) \xrightarrow{\varepsilon} \text{row}(s)$.

- If $t = v\alpha p$ for $v \in GS^-$, we have $sv \in S$, since $sv\alpha p = st \in S$ and $S$ is prefix closed by Definition 3.5.0.1. Thus $\text{row}(s) \xrightarrow{v} \text{row}(sv)$ by the induction hypothesis. Since $\varepsilon \neq st \in S$, we have $(\alpha p)^{-1}\text{row}(sv) = \text{row}(st) \neq \emptyset$ by Definition 3.5.0.1. Thus it follows $\text{row}(sv) \xrightarrow{\alpha p} \text{row}(sv\alpha p)$ by (3.7). We conclude $\text{row}(s) \xrightarrow{v\alpha p t} \text{row}(sv\alpha p) = \text{row}(st)$ by (3.3).
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Since \( \epsilon \in S \) by Definition 3.5.0.1, we in particular obtain \( \text{row}(\epsilon) \xrightarrow{\delta} \text{row}(s) \) in \( m(T) \) for all \( s \in S \), which implies the reachability of \( m(T) \).

We call a \( G \)-automaton \((\mathcal{Y}, y)\) consistent with \( T \), if \( S \subseteq R(y) \) and \( [y_s](e) = \text{row}(s)(e) \) for all \( s \in S, e \in E \), and \( y_s \in Y \) with \( y \xrightarrow{\delta} y_s \). By Lemma 3.5.1.1, the automaton \( m(T) \) is consistent with \( T \) if and only if \( [\text{row}(s)](e) = \text{row}(s)(e) \) for all \( s \in S \) and \( e \in E \). The consistency of \( m(T) \) with \( T \) should not be confused with the consistency of \( T \) itself. Both terminologies appear frequently in the literature [14]. We show that \( m(T) \) is not only consistent with \( T \), but has in fact the fewest number of states among all automata consistent with \( T \).

**Lemma 3.5.1.2.** \( m(T) \) is size-minimal among automata consistent with \( T \).

**Proof.** We begin by showing that \( m(T) \) is consistent with \( T \), that is, it satisfies \( [\text{row}(s)](e) = \text{row}(s)(e) \) for all \( s \in S, e \in E \), by induction on the length of \( e \):

- For the induction base, let \( e = \alpha \in At \), then it immediately follows that:

\[
[\text{row}(s)](e) = 1 \iff \delta(\text{row}(s))(\alpha) = 1 \quad \text{(Definition of } [\cdot] \text{)}
\]

\[
\iff \text{row}(s)(\alpha) = 1 \quad \text{(3.7)}
\]

- For the induction step, let \( e = \alpha pw \) for \( w \in GS \), then Definition 3.5.0.1 implies \( w \in E \) and \( \text{row}(s)(\alpha pw) = \text{row}(s\alpha p)(w) \). Thus we can deduce:

\[
[\text{row}(s)](\alpha pw) = 1
\]
\[
\iff \exists t \in S : \emptyset \neq \text{row}(s\alpha p) = \text{row}(t) \text{ and } [\text{row}(t)](w) = 1 \quad \text{(Definition of } [\cdot] \text{)}
\]
\[
\iff \exists t \in S : \text{row}(s\alpha p) = \text{row}(t) \text{ and } \text{row}(t)(w) = 1 \quad \text{\( w \in E \), IH}
\]
\[
\iff \text{row}(s\alpha p)(w) = 1 \quad \text{(T closed)}
\]
\[
\iff \text{row}(s)(\alpha pw) = 1 \quad \text{(Definition 3.5.0.1)}
\]

Let \((\mathcal{Y}, y)\) be any \( G \)-automaton consistent with \( T \), i.e. \( S \subseteq R(y) \) and \( [y_s](e) = \text{row}(s)(e) \) for all \( s \in S, e \in E \), and \( y_s \in Y \) with \( y \xrightarrow{\delta} y_s \). We define a function \( f : \{\text{row}(s) \mid s \in S\} \rightarrow Y \) by \( f(\text{row}(s)) = y_s \). The function is well-defined, since
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\( S \subseteq R(y) \). Assume \( f(\text{row}(s)) = f(\text{row}(t)), \) i.e. \( y_s = y_t \) for \( s, t \in S \). Then we can deduce

\[
\text{row}(s)(e) = [y_s](e) = [y_t](e) = \text{row}(t)(e)
\]

for all \( e \in E \). Since by Definition 3.5.0.1 rows indexed by \( S \) are disjoint, it follows \( s = t \). This shows that \( f \) is injective, which implies the size-minimality of \( m(T) \). □

From the consistency of \( m(T) \) with \( T \) it is straightforward to derive its normality and observability.

**Lemma 3.5.1.3.** \( m(T) \) is normal and observable.

**Proof.**

- Assume \( \delta(\text{row}(s))(\alpha) = (p, \text{row}(t)) \) for \( s, t \in S \). Then we have

\[
\text{row}(t) = \text{row}(s \alpha p) = (\alpha p)^{-1} \text{row}(s) \neq \emptyset
\]

by (3.7). From Lemma 3.5.1.2 \( m(T) \) it follows that \( \lfloor \text{row}(t) \rfloor \) is non-empty, which proves the normality of \( m(T) \).

- Assume \( \lfloor \text{row}(s) \rfloor = \lfloor \text{row}(t) \rfloor \) for \( s, t \in S \). Then, by Lemma 3.5.1.2, we have

\[
\text{row}(s)(e) = \lfloor \text{row}(s) \rfloor(e) = \lfloor \text{row}(t) \rfloor(e) = \text{row}(t)(e)
\]

for all \( e \in E \subseteq GS \). Thus \( \text{row}(s) = \text{row}(t) \), which shows that \( [-] \) is injective, that is, \( m(T) \) is observable. □

3.5.2 Relationship Between \( m(T) \) and \( m(\mathcal{X}) \)

We will next deduce the correctness of \( GL^* \), that is, its termination with an automaton isomorphic to \( m(\mathcal{X}) \), if the teacher is instantiated with the language accepted by a finite normal automaton \( \mathcal{X} \).

In a first step we establish that any hypothesis admits an injective function from its state-space into the state-space of \( m(\mathcal{X}) \). The result below does not necessarily require the observation table to be deterministic or closed.

**Lemma 3.5.2.1.** Let \( T = (S, E, \text{row}) \) be an observation table with \( \text{row}(t)(e) = \lfloor \mathcal{X} \rfloor(te) \) for all \( t \in S \cup S \cdot (At \cdot \Sigma), e \in E \), and let \( x \in X \) be the initial state of
\( \mathcal{X} \). Then \( \pi : \{ \text{row}(s) \mid s \in S \} \to \{ w^{-1}[\mathcal{X}] \mid w \in R(x) \} \), \( \text{row}(s) \mapsto s^{-1}[\mathcal{X}] \) is a well-defined injective function.

**Proof.** We first show that \( \pi \) is well-defined. To this end, we need to establish that i) \( S \subseteq R(x) \); and ii) if \( \text{row}(s) = \text{row}(t) \) for \( s, t \in S \), then \( s^{-1}[\mathcal{X}] = t^{-1}[\mathcal{X}] \).

For i) note that if \( s = \varepsilon \), then \( x \xrightarrow{s} x \) by the base case of (3,3), i.e. \( s \in R(x) \). If \( s \neq \varepsilon \), then Definition 3.5.0.1 implies the existence of some \( e \in E \), such that \( \text{row}(s)(e) = 1 \). Thus \( [x](se) = [\mathcal{X}](se) = \text{row}(s)(e) = 1 \), which implies \( s \in R(x) \) by the definition of \([-]\). For ii) it is enough to observe that by Definition 3.5.0.1 all rows of an observation table are disjoint.

To show that \( \pi \) is injective, assume \( \pi(\text{row}(s)) = \pi(\text{row}(t)) \), for \( s, t \in S \). By definition of \( \pi \) we thus have an equivalence \( s \equiv [x] t \). From the definition of \( \equiv [x] \) and the assumptions it thus follows

\[ e \in \text{row}(s) \iff se \in [\mathcal{X}] \iff te \in [\mathcal{X}] \iff e \in \text{row}(t) \]

for all \( e \in E \). This proves the equality \( \text{row}(s) = \text{row}(t) \). \( \square \)

If the algorithm terminates with a hypothesis \( m(T) \), the latter is, by definition, language equivalent to \( \mathcal{X} \), and thus to the minimisation \( m(\mathcal{X}) \), by Lemma 3.4.2.4. The next result implies a stronger statement: in case of termination, the hypothesis \( m(T) \) is isomorphic to \( m(\mathcal{X}) \), via the function \( \pi \) of Lemma 3.5.2.1.

**Proposition 3.5.2.2.** Let \( T = (S, E, \text{row}) \) be a closed deterministic observation table with \( \text{row}(t)(e) = [\mathcal{X}](te) \) for all \( t \in S \cup S \cdot (At \cdot \Sigma) \), \( e \in E \). Let \( \pi \) be the injection of Lemma 3.5.2.1, and \( \mathcal{X} \) normal. The following are equivalent:

1. \( \pi : m(T) \simeq m(\mathcal{X}) \) is a \( G \)-automata isomorphism

2. \( [m(T)] = [m(\mathcal{X})] \)

**Proof.** 1. \( \rightarrow \) 2.: Since \( \pi \) is a homomorphism, it follows \( [\cdot]_{m(\mathcal{X})} \circ \pi = [\cdot]_{m(T)} \).
by uniqueness. In particular we have:

\[
\begin{align*}
\llbracket m(T) \rrbracket_{m(T)} &= \llbracket \text{row}(\varepsilon) \rrbracket_{m(T)} \\
&= \llbracket \pi(\text{row}(\varepsilon)) \rrbracket_{m(\mathcal{X})} \\
&= \llbracket \varepsilon^{-1} \mathcal{X} \rrbracket_{m(\mathcal{X})} \\
&= \llbracket \mathcal{X} \rrbracket_{m(\mathcal{X})}
\end{align*}
\]

(Definition of \llbracket - \rrbracket_{m(T)})

\[
(\llbracket - \rrbracket_{m(\mathcal{X})} \circ \pi = \llbracket - \rrbracket_{m(T)})
\]

(Definition of \pi)

(Definition of \llbracket - \rrbracket_{m(\mathcal{X})})

\bullet 2. \rightarrow 1.: By Lemma 3.5.1.3 and Lemma 3.5.1.1, \( m(T) \) is normal and reachable. From the assumption and Lemma 3.4.2.4 it follows \( \llbracket m(T) \rrbracket = \llbracket m(\mathcal{X}) \rrbracket = \llbracket \mathcal{X} \rrbracket \). By assumption \( \mathcal{X} \) is normal. By Proposition 3.4.2.6 there thus exists a unique surjective automata homomorphism \( f: m(T) = r(m(T)) \to m(\mathcal{X}) \) that satisfies \( f(\text{row}(s)) = w_s^{-1} \llbracket \mathcal{X} \rrbracket \) for \( \text{row}(\varepsilon) \xrightarrow{w_s} \text{row}(s) \) in \( m(T) \). From Lemma 3.5.1.1 it follows that \( w_s = s \). Therefore the definitions of \( \pi \) and \( f \) coincide, \( \pi = f \). Since by Lemma 3.5.2.1 the function \( \pi = f \) is injective, it is a bijective coalgebra homomorphism. Any bijective coalgebra homomorphism is a coalgebra isomorphism \cite[Prop. 2.3]{132}. It is clear that the inverse of an initial state preserving coalgebra isomorphism preserves initial states as well. It thus follows that \( \pi = f \) is a \( G \)-automata isomorphism.

The main argument in the proof of Theorem 3.5.2.6 is Proposition 3.5.2.5. To prove the latter, we need the following two results. Both results assume two closed deterministic tables \( T \) and \( T' \), with the latter extending the former. The first statement, Lemma 3.5.2.3, relates the transition function of \( m(T) \) to the one of \( m(T') \).

**Lemma 3.5.2.3.** Let \( T = (S, E, \text{row}) \) and \( T' = (S, E', \text{row}') \) be closed deterministic observation tables with \( E \subseteq E' \) and \( \text{row}(t)(e) = \text{row}'(t)(e) \) for all \( t \in S \cup S \cdot (\text{At} \cdot \Sigma), e \in E \). Let \( m(T) \) and \( m(T') \) have transition functions \( \delta \) and \( \delta' \), respectively, then for all \( s, t \in S \):

\bullet \( \delta'(\text{row}'(s))(\alpha) = 1 \) iff \( \delta(\text{row}(s))(\alpha) = 1 \)

\bullet \( \delta'(\text{row}'(s))(\alpha) = (p, \text{row}'(t)) \) implies \( \delta(\text{row}(s))(\alpha) = (p, \text{row}(t)) \) or \( \delta(\text{row}(s))(\alpha) = 0 \)
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• $\delta'(\text{row}'(s))(\alpha) = 0$ implies $\delta(\text{row}(s))(\alpha) = 0$

Proof. • For the first point we deduce:

$$\delta'(\text{row}'(s))(\alpha) = 1 \iff \text{row}'(s)(\alpha) = 1 \quad \text{(Definition of } \delta')$$
$$\iff \text{row}(s)(\alpha) = 1 \quad (\alpha \in \text{At} \subseteq E)$$
$$\iff \delta(\text{row}(s))(\alpha) = 1 \quad \text{(Definition of } \delta)$$

• For the second point, assume $\delta'(\text{row}'(s))(\alpha) = (p, \text{row}'(t))$ for $t \in S$ with $\text{row}'(s)p = \text{row}'(t)$. Then by the first point

$$\delta(\text{row}(s))(\alpha) = 0, \text{ or } \delta(\text{row}(s))(\alpha) = (p, \text{row}(u))$$

for some $u \in S$ with $\text{row}(s)p = \text{row}(u)$. We further have

$$\text{row}(t)(e) = \text{row}'(t)(e) = \text{row}'(s)p(e) = \text{row}(s)p(e) = \text{row}(u)(e)$$

for all $e \in E$. In other words, we have derived $\text{row}(t) = \text{row}(u)$.

• For the last point, assume $\delta'(\text{row}'(s))(\alpha) = 0$. Then by the first point

$$\delta(\text{row}(s))(\alpha) = 0, \text{ or } \delta(\text{row}(s))(\alpha) = (p, \text{row}(t))$$

for some $t \in S$ with $\text{row}(s)p = \text{row}(t)$. By the definition of $\delta$, the latter case implies

$$\text{row}'(s)p(e) = \text{row}(s)p(e) = 1$$

for some $e \in E \subseteq E'$. It thus follows $\delta'(\text{row}'(s))(\alpha) \not\subseteq 2$, which contradicts the assumption $\delta'(\text{row}'(s))(\alpha) = 0$. We thus can conclude $\delta(\text{row}(s))(\alpha) = 0$. \qed

The second statement, Lemma 3.5.2.4, establishes an inclusion of the language semantics of $m(T)$ into the language semantics of $m(T')$.

**Lemma 3.5.2.4.** Let $T = (S, E, \text{row})$ and $T' = (S, E', \text{row}')$ be closed deterministic observation table with $E \subseteq E'$ and $\text{row}(t)(e) = \text{row}'(t)(e)$ for all $t \in S \cup S \cdot (\text{At} \cdot \Sigma)$, $e \in E$. Then $[\text{row}(s)]_{m(T)} \subseteq [\text{row}'(s)]_{m(T')}$ for all $s \in S$. 
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Proof. We show \( w \in [\text{row}(s)]_{m(T)} \) implies \( w \in [\text{row}'(s)]_{m(T')} \) for all \( s \in S \) and \( w \in GS \) by induction on \( w \). We denote the transition functions of \( m(T) \) and \( m(T') \) by \( \delta \) and \( \delta' \), respectively.

- For the induction base, assume \( w = \alpha \). Then we deduce:

\[
\alpha \in [\text{row}(s)]_{m(T)} \iff \delta(\text{row}(s))(\alpha) = 1 \quad \text{(Definition of \([-\])})
\]
\[
\iff \delta'(\text{row}'(s))(\alpha) = 1 \quad \text{(Lemma 3.5.2.3)}
\]
\[
\iff \alpha \in [\text{row}'(s)]_{m(T') \text{(Definition of \([-\])}}
\]

- In the induction step, let \( w = \alpha \nu v \). Then we have:

\[
\alpha \nu v \in [\text{row}(s)]_{m(T)} \iff \text{(Definition of \([-\])}}
\]
\[
\exists t \in S : \delta(\text{row}(s))(\alpha) = (p, \text{row}(t)), \nu \in [\text{row}(t)]_{m(T)} \rightarrow \text{(Lemma 3.5.2.3, IH}}
\]
\[
\exists t \in S : \delta'(\text{row}'(s))(\alpha) = (p, \text{row}'(t)), \nu \in [\text{row}'(t)]_{m(T') \text{(Definition of \([-\])}}
\]
\[
\alpha \nu v \in [\text{row}'(s)]_{m(T')}
\]

\[
\square
\]

The next result shows that, if the oracle replies \textit{no} to an equivalence query and provides us with a counterexample \( z \), then the table extended with the suffixes of \( z \) can immediately be closed only if it is the first time such a situation occurs.

**Proposition 3.5.2.5.** Let \( T = (S, E, \text{row}) \) be a closed deterministic observation table with \( \text{row}(t)(e) = [\mathcal{A}](t e) \) for all \( t \in S \cup S \cdot (A t \cdot \Sigma), e \in E \). Let \( [m(T)](z) \neq [\mathcal{A}](z) \) for some \( z \in GS \), and \( T' = (S, E \cup \text{suf}(z), \text{row}') \) with \( \text{row}'(t)(e) = [\mathcal{A}](t e) \). If \( T' \) is closed, then \( \text{row}'(\varepsilon)(e) = 0 \) for all \( e \in E \), but \( \text{row}'(\varepsilon)(z') = 1 \) for some \( z' \in \text{suf}(z) \).

Proof. Assume \( [\mathcal{A}](z) = 0 \) and \( [m(T)](z) = 1 \). Since \( [m(T)] \subseteq [m(T')] \) by Lemma 3.5.2.4, it follows \( [m(T')])(z) = 1 \). From Lemma 3.5.1.2 and the global
assumptions we thus can deduce
\[ 1 = [m(T')] (z) = [row'(\varepsilon)] (z) = row'(\varepsilon) (z) = [\mathcal{R}] (z), \]
which contradicts 0 = [\mathcal{R}] (z).

• Assume \([\mathcal{R}] (z) = 1\) and \([m(T')] (z) = 0\). From Lemma 3.5.1.2 and the global assumptions we can deduce
\[ 1 = [\mathcal{R}] (z) = row'(\varepsilon) (z) = [row'(\varepsilon)] (z) = [m(T')] (z). \]
By Lemma 3.5.2.3, there exists some decomposition \(z = v\alpha p z'\) for \(v \in G^\varepsilon\), \(z' \in \text{suf}(z)\), such that for some \(t \in S:\)
\begin{enumerate}
  \item \(row'(\varepsilon) \xrightarrow{\varepsilon} row'(t)\) in \(m(T')\) and \(row(\varepsilon) \xrightarrow{\varepsilon} row(t)\) in \(m(T)\);
  \item \(\delta'(row'(t))(\alpha) = (p, row'(t'))\) for some \(t' \in S\), but \(\delta(row(t))(\alpha) = 0\).
\end{enumerate}
For all \(e \in E\) it follows
\[ 0 = row(t\alpha p)(e) = row'(t\alpha p)(e) = row'(t')(e) = row(t')(e), \]
since otherwise \(\delta(row(t))(\alpha) \neq 0\) by the definition of \(\delta\). From Definition 3.5.0.1 we can deduce \(t' = \varepsilon\). Since \((v\alpha p)z' = z \in [m(T')] = [row'(\varepsilon)]\) and \(row'(\varepsilon) \xrightarrow{v\alpha p} row'(t') = row'(\varepsilon)\), it follows \(z' \in [row'(\varepsilon)]\) by the definition of \([\cdot]\). From Lemma 3.5.1.2 we can conclude \(z' \in row'(\varepsilon)\). \(\square\)

In consequence, an infinite chain of negative equivalence queries and immediately closed extended tables is impossible. Since fixing a closedness defect increases the size of \(m(T)\), which by Lemma 3.5.2.1 is bounded by the finite number of states in \(m(\mathcal{R})\), we can deduce the correctness of Algorithm 2.

**Theorem 3.5.2.6.** If Algorithm 2 is instantiated with the language accepted by a finite normal automaton \(\mathcal{R}^*\), then it terminates with a hypothesis isomorphic to \(m(\mathcal{R})\).

**Proof.** By Proposition 3.5.0.2, \(T\) is a well-defined deterministic observation table at every step. We continue by showing that the algorithm yields \(m(\mathcal{R})\) in finitely
many steps. By Lemma 3.5.2.1 we have $\mid X \mid \leq \mid Y \mid$ for $X = \{\text{row}(s) \mid s \in S\}$ and $Y = \{w^{-1}\text{LA} \mid w \in R(x)\}$ at any point of the algorithm. Since $\mathcal{X}$ is finite, the state-space $Y$ of $m(\mathcal{X})$ is finite. At no point of the algorithm does the size of $X$ decrease. Resolving a closedness defect strictly increases the size of $X$. Hence a closedness defect can only occur finitely many times. The only way the algorithm could not terminate is thus an infinite chain of negative equivalence queries, for which the subsequent suffix-enriched table is immediately closed again. By applying Proposition 3.5.2.5 twice, one observes that such a case can not occur.  

\[\Box\]

3.6 Comparison with Moore Automata

How are the minimal GKT automaton (Figure 3.2e) and the minimal Moore automaton (Figure 3.1f) representing the guarded deterministic language (3.1) related? Why should we learn the former, and not the latter? Are there optimizations for $L^*$ that we could adapt for $GL^*$? Those are the questions this section seeks to answer.

3.6.1 Embedding of GKT Automata

Comparing the GKT automaton in Figure 3.2e with the Moore automaton (with input alphabet $At \cdot \Sigma$ and output alphabet $2^A$, short $M$-automaton) in Figure 3.1f suggests that the latter can be recovered from the former by adding a sink-state to make halting transitions explicit. Lemma 3.6.1.1 below formalises this idea.

For completeness, we first briefly recall the language semantics of Moore automata. Let $\mathcal{X} = (X, (\varepsilon, \delta))$ be a $M$-coalgebra, where $MX = B \times X^A$, for an input alphabet $A$ and an output alphabet $B$. Then one can inductively define a function $[\cdot] : X \to B^A$ via $[x](\varepsilon) = \varepsilon(x)$ and $[x](av) = [[\delta(x)(a)](v))$. In particular, if $A = (At \cdot \Sigma)$ and $B = 2^{At}$ for finite sets $At$ and $\Sigma$, then the former induces via currying a semantics function $[\cdot] : X \to \mathcal{P}((At \cdot \Sigma)^* \cdot At) = \mathcal{P}(GS)$ that is defined by:

\[\alpha \in [x] \iff \varepsilon(x)(\alpha) = 1; \quad \alpha pv \in [x] \iff \delta(x)(\alpha p) = y \text{ and } v \in [y].\]

Lemma 3.6.1.1. Given a $G$-automaton $\mathcal{X} = (X, \delta, x)$, let $f(\mathcal{X}) := (X + \{\ast\}, (\varepsilon, \delta), x)$
be the $M$-automaton with:

$$
\partial(x)(\alpha p) := \begin{cases} 
y & \text{if } x \in X, \ \delta(x)(\alpha) = (p, y) 
\ast & \text{otherwise} 
\end{cases}
$$

$$
\varepsilon(x)(\alpha) := \begin{cases} 
1 & \text{if } x \in X, \ \delta(x)(\alpha) = 1 
0 & \text{otherwise} 
\end{cases}
$$

Then $[x]_x = [x]_{f(x)}$ for all $x \in X$, and $[\ast]_{f(x)} = \emptyset$. In particular, $[f(x)]_{f(x)} = [x]_x$.

Proof. We simultaneously show i) $w \not\in [\ast]_{f(x)}$ and ii) $w \in [x]_{f(x)}$ iff $w \in [x]_x$, for all $w \in \text{GS}$ and $x \in X$ by induction on the length of $w$.

- For the induction base assume $w = \varepsilon$, then we find for i):

$$
\alpha \in [\ast]_{f(x)} \iff \varepsilon(\ast)(\alpha) = 1 \quad \text{(Definition of } [\ast]_{f(x)}) 
\iff 0 = 1 \quad \text{(Definition of } \varepsilon) 
\iff \text{false} \quad (0 \neq 1)
$$

Similarly, we derive the following chain for ii):

$$
\alpha \in [x]_{f(x)} \iff \varepsilon(x)(\alpha) = 1 \quad \text{(Definition of } [\ast]_{f(x)}) 
\iff \delta(x)(\alpha) = 1 \quad \text{(Definition of } \varepsilon, \ x \in X) 
\iff \alpha \in [x]_x \quad \text{(Definition of } [\ast]_x)
$$

- For the induction step, let $w = \alpha v$ for $v \in \text{GS}$, then we deduce for i):

$$
\alpha v \in [\ast]_{f(x)} \iff \partial(\ast)(\alpha p) = y, \ v \in [y]_{f(x)} \quad \text{(Definition of } [\ast]_{f(x)}) 
\iff \partial(\ast)(\alpha p) = \ast, \ v \in [\ast]_{f(x)} \quad \text{(Definition of } \partial) 
\iff \text{false} \quad \text{(IH)}
$$
Analogously, we deduce for ii):

\[ \alpha p v \in [x]_{f(X)} \]
\[ \iff (\text{Definition of } [-]_{f(X)}) \]
\[ \partial(x)(\alpha p) = y, \ v \in [y]_{f(X)} \]

\[ \iff (\text{Definition of } \partial) \]
\[ \delta(x)(\alpha) = (p, y), \ v \in [y]_{f(X)} \text{ or } \delta(x)(\alpha) \in 2, \ v \in [\star]_{f(X)} \]

\[ \iff (\text{IH}) \]
\[ \delta(x)(\alpha) = (p, y), \ v \in [y]_X \text{ or false} \]

\[ \iff (\text{Definition of } [-]_X) \]
\[ \alpha p v \in [x]_X \]

In particular, \([f(\mathcal{X})]_{f(X)} = [x]_{f(X)} = [x]_X = [\mathcal{X}]_X. \]

As one would hope for, the above construction maps, up to isomorphism, the minimal GKAT automaton \(m(\mathcal{X})\) to the minimal Moore automaton accepting the same language as \(\mathcal{X}^\prime\).

**Corollary 3.6.1.2.** Let \(\mathcal{X}^\prime\) be a normal G-automaton, then \(f(m(\mathcal{X}^\prime)) \cong m(f(\mathcal{X}^\prime))\) as \(M\)-automata.

**Proof.** From Lemma 3.6.1.1 and Lemma 3.4.2.4 we can deduce that \(f(m(\mathcal{X}^\prime))\) accepts \([\mathcal{X}]\), which is also accepted by \(m(f(\mathcal{X}^\prime))\).

By Corollary 3.4.2.5 \([-]_{m(X)}\) is injective. As Corollary 3.4.2.5 and Lemma 3.4.2.3 imply that \(m(\mathcal{X})\) is normal and reachable, we know that \([-]_{m(X)}\) never evaluates to the empty set. From Lemma 3.6.1.1 we thus can deduce that \([-]_{f(m(X))}\) is injective.

It is not hard to see that if a state is reachable in \(\mathcal{Y}\), then it is reachable in \(f(\mathcal{Y})\). The element \(\star\) is reachable in \(f(\mathcal{Y})\) in particular if \(\mathcal{Y}\) is reachable and normal. Hence, since \(m(\mathcal{X})\) is reachable and normal by Lemma 3.4.2.3 and Corollary 3.4.2.5, respectively, \(f(m(\mathcal{X}))\) is reachable.

The automaton \(f(m(\mathcal{X}^\prime))\) thus accepts the same language as \(m(f(\mathcal{X}^\prime))\), is observable, and reachable. By uniqueness, \(f(m(\mathcal{X}^\prime))\) and \(m(f(\mathcal{X}^\prime))\) are thus isomorphic. \(\square\)
3.6.2 Complexity Analysis

We now compare the worst-case complexities of \( L^* \) (Algorithm 1) and \( GL^* \) (Algorithm 2) for learning automata representations of GKAT programs \( e \). We are mainly interested in a bound to the number of membership queries to \( [e] \). The example runs in Figure 3.1 and Figure 3.2 seem to indicate that with respect to this aspect, \( GL^* \) performs better than \( L^* \). The result below confirms this intuition.

**Proposition 3.6.2.1.** Algorithm 1 requires at most \( O(a \ast (|At| \ast b)) \) many membership queries to \( [e] \) for learning a \( M \)-automaton representation of \( e \), whereas Algorithm 2 requires at most \( O(a \ast (|At| + b)) \) many membership queries to \( [e] \) for learning a \( G \)-automaton representation of \( e \), for some\(^9\) integers \( a, b \in \mathbb{N} \).

**Proof.** We first derive the maximum number of entries a table indexed by \( S \) and \( E \) can have during a run of \( L^* \) for generalised languages with input alphabet \( A \) and output alphabet \( B \). Since we use a suffix-strategy for the handling of counterexamples (opposed to a prefix-strategy), our presentation slightly differs from the one in \cite{14}. Let \( k \) denote the cardinality of the alphabet \( A \). The number of states of the minimal Moore automaton accepting the target language is referred to by \( n \), and the maximum length of a counterexample by \( m \). The size of \( S \) is bounded by \( n \). In the worst case, the sets \( S \) and \( S \cdot A \) are disjoint. The cardinality of \( S \cup S \cdot A \) is thus bounded by \( n + n \ast k \). The maximum number of strings in \( E \) is \( 1 + m \ast (n - 1) \). This is because \( E \) is instantiated with \( \varepsilon \), and only extended with suffixes of counterexamples. Each counterexample has at most \( m \) suffixes, and there can only be \( n - 1 \) counterexamples, since any counterexample leads to a closedness defect, resolving which increases the size of \( S \), which is instantiated with \( \varepsilon \), and bounded in size by \( n \). A table can thus have at most \( (n + n \ast k) \ast (1 + m \ast (n - 1)) \), or \( O(m \ast n^2 \ast k) \), many entries.

In the case of \( A = (At \cdot \Sigma) \) and \( B = 2^{At} \), each entry requires \( |At| \) many membership queries. Overall Algorithm 1 thus requires at most

\[
O(n \ast |At| \ast |\Sigma| \ast (|At| \ast m \ast n))
\]

many membership queries to learn a deterministic guarded string language.

\(^9\)Let \( m \) be the maximum length of a counterexample and \( n \) the size of the minimal Moore automaton accepting \( [e] \), then \( a = n \ast |At| \ast |\Sigma| \) and \( b = m \ast n \).
3.6. Comparison with Moore Automata

We now derive a bound to the number of membership queries $GL^*$ requires. As before, let $m$ denote the maximum length of a counterexample, and $n$ the number of states of the minimal Moore automaton accepting the target language. The cardinality of the set $S$ is bounded by the number of states in the minimal GKAT automaton accepting the target language, which by Corollary 3.6.1.2 is $n - 1$. The cardinality of $S \cup S \cdot (At \cdot \Sigma)$ is thus bounded by $(n - 1) + (n - 1) \cdot |At| \cdot |\Sigma|$. The maximum number of strings in $E$ is $|At| + m \cdot (n - 1)$. This is because $E$ is instantiated with $At$, and only extended with suffixes of counterexamples. Each counterexample has at most $m$ suffixes, and there can only be $n - 1$ counterexamples. Indeed, assume there are $u > n - 1$ counterexamples. Since resolving a closedness defect increases the size of $S$, which is instantiated with $\varepsilon$, and in size bounded by $n - 1$, there can be at most $(n - 1) - 1 = n - 2$ counterexamples for which the extended table is not closed. Thus there must be at least $u - (n - 2) = u - n + 2 \geq n - n + 2 = 2$ counterexamples for which the extended table is closed. This is a contradiction, since Proposition 3.5.2.5 implies that this can be the case for at most 1 counterexample. A table can thus have at most $((n - 1) + (n - 1) \cdot |At| \cdot |\Sigma|) \cdot (|At| + m \cdot (n - 1))$ entries. Each entry requires one membership query. Overall Algorithm 2 requires at most

$$O(n \cdot |At| \cdot |\Sigma| \cdot (|At| + m \cdot n))$$

many membership queries to learn a deterministic guarded string language. The statement follows by setting $a := n \cdot |At| \cdot |\Sigma|$ and $b := m \cdot n$. 

The following result shows that for all integers $x, y$ greater than 2, the product $x \cdot y$ is strictly greater than the sum $x + y$.

Lemma 3.6.2.2. Let $a, b \in \mathbb{N}_{\geq 3}$, then $a \cdot b > a + b$.

Proof. We prove the statement by induction on $a \in \mathbb{N}_{\geq 3}$.

- For the induction base, assume $a = 3$. We show that $3 \cdot b > 3 + b$ for all $b \in \mathbb{N}_{\geq 3}$ by induction on $b$. In the induction base, $b = 3$, the statement immediately is implied by $3 \cdot 3 = 9 > 6 = 3 + 3$. Assume the statement is true for some $b \geq 3$. 
The induction step follows from
\[ 3 \cdot (b + 1) = 3b + 3 > (3 + b) + 3 = 6 + b > 3 + (b + 1). \]

- Assume the statement is true for \( a \geq 3 \). The induction step follows from
  \[ (a + 1) \cdot b = (a \cdot b) + b > (a + b) + b > (a + 1) + b. \]

In fact, it is also not hard to see that the difference between \( a \cdot b \) and \( a + b \) increases with the sizes of \( a \) and \( b \).

**Lemma 3.6.2.3.** \( a + b \) lies in \( o(a \cdot b) \)

*Proof.* We need to show that for any positive real number \( c > 0 \), there exists a natural number \( N \), such that for all natural numbers \( a, b \geq N \), we have \( a + b < c \cdot (a \cdot b) \), or equivalently, \( \frac{a+b}{ab} < c \).

Given \( c > 0 \), we define \( N := \lceil \frac{2}{c} \rceil + 1 \). Let \( a, b \geq N \) and \( \frac{c}{2} \). Then it immediately follows that \( \frac{c}{2} \) and \( \frac{c}{2} \). Thus we can compute
\[
\frac{a + b}{a \cdot b} = \frac{a}{a \cdot b} + \frac{b}{a \cdot b} = \frac{1}{b} + \frac{1}{a} < \frac{c}{2} + \frac{c}{2} = c.
\]

The advantage of \( GL^* \) over \( L^* \) for learning deterministic guarded string languages in terms of membership queries thus increases with the number of atoms, which is exponential in the number of primitive tests, \( At \cong 2^T \). In applications to network verification, the number of tests, thus atoms, is typically quite large [12]. The difference between \( GL^* \) and \( L^* \) described in Proposition 3.6.2.1 is mainly due to a subtle play with the table indices, based on currying. It can be further increased by avoiding querying certain rows all together, taking into account the deterministic nature of the target language, as indicated in Section 3.2.2.
3.6.3 Optimized Counterexamples

In this section we present an optimization of GL* that is based on a subtle refinement of Proposition 3.5.2.5. We show that while Algorithm 2 reacts to a negative equivalence query with counterexample \( z \in GS \) by adding columns for all suffixes in \( \text{suf}(z) \), it is in fact enough to add columns for a smaller subset of suffixes \( \text{suf}(z') \subseteq \text{suf}(z) \), for some \( z' \in \text{suf}(z) \) of minimal length. Our approach is inspired by the optimized counterexample handling method of Rivest and Schapire for \( L^* \) [130]. To state Lemma 3.6.3.1, we need to define the following set:

\[
A_z := \{ z' \in \text{suf}(z) \mid z = \varepsilon apz', \text{ row}(\varepsilon) \xrightarrow{\cdot} \text{row}(s_v), \ x \xrightarrow{s_v} x_{s_v}, \ \text{row}(s_v))(apz') \neq [x_{s_v}][(apz')] \}
\]

Intuitively, \( A_z \) contains all strictly-shorter suffixes of \( z \) that witness a mismatch between the behaviour of the hypothesis and the target language.

**Lemma 3.6.3.1.** Let \( T = (S, E, \text{row}) \) be a closed deterministic observation table with \( \text{row}(t)(e) = [\mathcal{X}](te) \) for all \( t \in S \cup S \cdot (A \cdot \Sigma) \), \( e \in E \). Let \( [m(T)](z) \neq [\mathcal{X}](z) \) for some \( z \in GS \), and \( z' := \min(A_z) \). If \( T' = (S, E \cup \text{suf}(z'), \text{row}') \) with \( \text{row}'(t)(e) = [\mathcal{X}](te) \) is closed, then \( \text{row}'(\varepsilon)(e) = 0 \) for all \( e \in E \), but \( \text{row}'(\varepsilon)(z') = 1 \).

**Proof.** We begin by showing that \( z \not\in At \). Let us assume the opposite, \( z = \alpha \in At \subseteq E \). In that case, it follows:

\[
[m(T)](z) = [\text{row}(\varepsilon)](\alpha) \quad \text{(Definition of } [\cdot], \ z) \\
= \text{row}(\varepsilon)(\alpha) \quad \text{(Lemma 3.5.1.2)} \\
= [\mathcal{X}](\alpha) \quad \text{(row}(t)(e) = [\mathcal{X}](te)) \\
= [\mathcal{X}](z) \quad \text{(Definition of z)}
\]

which is a contradiction. Thus there exists a decomposition \( z = \varepsilon apz' \) for some \( z' \in \text{suf}(z) \). The former immediately implies that the set \( A_z \) is non-empty. Hence the shortest suffix \( z' := \min(A_z) \) is well-defined. By construction, we have \( \text{row}(\varepsilon) \xrightarrow{\cdot} \text{row}(s_v), \ x \xrightarrow{s_v} x_{s_v} \), and \( [\text{row}(s_v)](apz') \neq [x_{s_v}][(apz')] \).

- Assume \( [x_{s_v}][(apz')] = 0 \) and \( [\text{row}(s_v)](apz') = 1 \), then there exists \( s_{\text{cap}} \in S \)
with \( \text{row}(\varepsilon) \xrightarrow{v} \text{row}(s_v) \xrightarrow{\alpha p} \text{row}(s_{vap}) \) such that:

\[
1 = \left[ \text{row}(s_v) \right](\alpha p z') \quad \text{(Assumption)} \\
= \left[ \text{row}(s_{vap}) \right](z') \quad \text{(Definition of \([-\])} \\
= \left[ \text{row}'(s_{vap}) \right](z') \quad \text{(Lemma 3.5.2.4)} \\
= \text{row}'(s_{vap})(z') \quad \text{(Lemma 3.5.1.2)} \\
= \text{row}'(s_v \alpha p)(z') \quad \text{(Definition of \text{row}')}} \\
= \left[ \mathcal{X}' \right](s_v \alpha p z') \quad \text{(row'}(t)(e) = \left[ \mathcal{X}' \right](te)) \\
= \left[ x_{s_v} \right](\alpha p z') \quad \text{(Definition of \([-\])}
\]

which contradicts \( 0 = \left[ x_{s_v} \right](\alpha p z') \).

- Assume \( \left[ x_{s_v} \right](\alpha p z') = 1 \) and \( \left[ \text{row}(s_v) \right](\alpha p z') = 0 \), then there exists \( s_{vap} \in S \) with \( \text{row}'(\varepsilon) \xrightarrow{v} \text{row}'(s_v) \xrightarrow{\alpha p} \text{row}'(s_{vap}) \) such that:

\[
1 = \left[ x_{s_v} \right](\alpha p z') \quad \text{(Assumption)} \\
= \left[ \mathcal{X}' \right](s_v \alpha p z') \quad \text{(Definition of \([-\])} \\
= \text{row}'(s_v \alpha p)(z') \quad \text{(row'}(t)(e) = \left[ \mathcal{X}' \right](te)) \\
= \text{row}'(s_{vap})(z') \quad \text{(Definition of \text{row}')}} \\
= \left[ \text{row}'(s_{vap}) \right](z') \quad \text{(Lemma 3.5.1.2)} \\
= \left[ \text{row}'(s_v) \right](\alpha p z') \quad \text{(Definition of \([-\])}
\]

By Lemma 3.5.2.3 there thus are two possibilities:

- Assume \( \text{row}(s_v) \xrightarrow{\alpha p} \text{row}(s_{vap}) \), then there are two options:

  * If \( z' \notin \text{At} \), we find a contradiction to the minimality of \( z' \) in \( A_z \).
* If $z' \in \text{At} \subseteq E$, then:

\[
0 = \left\lceil \text{row}(s_v) \right\rceil (\alpha p z') \quad \text{(Assumption)}
\]
\[
= \left\lceil \text{row}(s_{vap}) \right\rceil (z') \quad \text{(row}(s_v) \xrightarrow{\alpha p} \text{row}(s_{vap}))
\]
\[
= \text{row}(s_{vap})(z') \quad \text{(Lemma 3.5.1.2)}
\]
\[
= \left\lceil D^{-1}(s_{vap} z') \right\rceil \quad \text{(row}(t)(e) = \left\lceil D \right\rceil (te))
\]
\[
= \left\lceil x_{s_{vap}} \right\rceil (z') \quad \text{(Definition of [\_\_\_])}
\]
\[
= \left\lceil x_{s_v} \right\rceil (\alpha p z') \quad \text{(Definition of [\_\_\_])}
\]

which is a contradiction to $\left\lceil x_{s_v} \right\rceil (\alpha p z') = 1$.

- Assume $\delta(\text{row}(s_v))(\alpha) = 0$, then we have, for all $e \in E$:

\[
0 = \text{row}(s_v, \alpha p)(e) \quad \text{(\delta(\text{row}(s_v))(\alpha) = 0)}
\]
\[
= \text{row}'(s_v, \alpha p)(e) \quad \text{(\text{row}(t)(e) = \text{row}'(t)(e))}
\]
\[
= \text{row}'(s_{vap})(e) \quad \text{(Definition of \text{row}')}
\]
\[
= \text{row}(s_{vap})(e) \quad \text{(\text{row}(t)(e) = \text{row}'(t)(e))}
\]

From Definition 3.5.0.1 it follows $s_{vap} = \varepsilon$, which implies the claim. \qed

Let $z_0$ be the shortest suffix of $z$ and $z_i$ the suffix of $z$ of length $|z_{i-1}| + 1$. The suffix $\text{min}(A_z)$ can be computed in at most $|\text{suf}(z)| - 1$ steps: verify whether $z_i \in A_z$, beginning with $z_0$; if positive, break and set $\text{min}(A_z) := z_i$, otherwise loop with $z_{i+1}$.

For example, if $T$ is the closed table in Figure 3.2b with the corresponding hypothesis $m(T)$ in Figure 3.2c and counterexample $z = bpbqb$, then $z' = \text{min}(A_z) = \overline{bqb}$, since $b \not\in A_z$. Lemma 3.6.3.1 shows that, instead of adding columns for the two non-present suffixes $bp\overline{bqb}$ and $\overline{bqb}$ of $z$, it is sufficient to add only one column for the single non-present suffix $\overline{bqb}$ of $z'$. In this case, the counterexample $z$ is relatively short, thus the number of avoided columns small; in general, however, the advantage can be more significant.
Chapter 3. Learning Guarded Programs

(a) $e = \text{if } t_1 \text{ then } p_1 \text{ else } p_2$

(b) $e = (\text{while } t_1 \text{ do } p_1); \text{ do } p_2$

Figure 3.6: A comparison between $\text{GL}^*$ and $\text{L}^*$ with respect to membership queries

3.7 Implementation

We have implemented both $\text{GL}^*$ and $\text{L}^*$ in OCaml [122]; the code is available on GitHub\(^\text{10}\). The implementation allows one to compare, for any GKAT expression $e \in \text{Expr}_{\Sigma,T}$, the number of membership queries to $[e]$ required by $\text{GL}^*$ for learning a $G$-automaton representation of $e$, with the number of membership queries to $[e]$ required by $\text{L}^*$ for learning a $M$-automaton representation of $e$. For each run, we output, for both algorithms, a trace of the involved hypotheses as tables in the .csv format and graphs in the .dot format, as well as an overview of the involved queries in the .csv format.

In Figure 3.6a we plot the results for the expression $\text{if } t_1 \text{ then } p_1 \text{ else } p_2$, the primitive actions $\Sigma = \{p_1, p_2, p_3\}$, and primitive tests $T = \{t_1, \ldots, t_n\}$ parametric in $n = 1, \ldots, 9$. We find that $\text{GL}^*$ outperforms $\text{L}^*$ for all choices of $n$. The difference in the number of membership queries increases with the size of $n$, as suggested by Proposition 3.6.2.1. For $n = 9$ the number of atoms is $2^9$, resulting in an already relatively large number of queries for both algorithms. The picture is similar in Figure 3.6b, where we choose the expression $(\text{while } t_1 \text{ do } p_1); \text{ do } p_2$, the primitive actions $\Sigma = \{p_1, p_2\}$, and primitive tests $T = \{t_1, \ldots, t_n\}$ parametric in $n = 1, \ldots, 9$.

\(^\text{10}\)https://github.com/zetzschest/gkat-automata-learning
3.7. Implementation

<table>
<thead>
<tr>
<th>Σ</th>
<th></th>
<th>T</th>
<th>GL*</th>
<th>L*</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>26</td>
<td>114</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>100</td>
<td>444</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>392</td>
<td>1.752</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1.552</td>
<td>6.960</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>6.176</td>
<td>27.744</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>24.640</td>
<td>110.784</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>98.432</td>
<td>442.752</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>393.472</td>
<td>1.770.240</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1.573.376</td>
<td>7.079.424</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Σ</th>
<th></th>
<th>T</th>
<th>GL*</th>
<th>L*</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>36</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>102</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>330</td>
<td>1.176</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1.170</td>
<td>4.656</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>4.386</td>
<td>18.528</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>16.962</td>
<td>73.920</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>66.690</td>
<td>295.296</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>264.450</td>
<td>1.180.416</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1.053.186</td>
<td>4.720.128</td>
<td></td>
</tr>
</tbody>
</table>

(a) \( e = \text{if } t_1 \text{ then do } p_1 \text{ else do } p_2 \)  
(b) \( e = (\text{while } t_1 \text{ do } p_1); \text{ do } p_2 \)

Figure 3.7: The exact number of membership queries to \( [e] \) underlying the comparison between GL* and L* in Figure 3.6

Again, GL* requires significantly less queries in all cases of \( n \), and the difference increases with the size of \( n \). The exact numbers of membership queries underlying the graphs in Figure 3.6 can be found in Figure 3.7.

In Figure 3.8 and Figure 3.9 we give concrete examples of the tables and corresponding automata our implementations of GL* and L* deduce. It is instructive to recall Corollary 3.6.1.2 in this context: the embedding in Figure 3.8b is clearly isomorphic to the minimal Moore automaton in Figure 3.9b.

Our implementation generates an oracle for L* from a GKAT expression \( e \) in the following way. First, we interpret \( e \) as a KAT expression \( \iota(e) \) via the standard embedding of GKAT into KAT. Next, we generate from the latter a Moore automaton \( \mathcal{A}_{\iota(e)} \) accepting \( [e] \), by using Kozen’s syntactic Brzozowski derivatives for KAT [91]. Finally, we answer an equivalence query from a Moore automaton \( \mathcal{Y} \) by running a bisimulation between \( \mathcal{F}_{\iota(e)} \) and \( \mathcal{Y} \), similarly to [127, Fig. 1], and a membership query from \( w\alpha \in \mathcal{G}_S \) by returning the value of \( \alpha \) at the output of the state in \( \mathcal{F}_{\iota(e)} \) reached by \( w \), that is, \( [e](w\alpha) \). A membership query from \( w \in \mathcal{G}^{-} \) is answered by querying \( w\alpha \in \mathcal{G}_S \) for all \( \alpha \in \mathcal{A}_t \).

With the oracle for L*, we can derive an oracle for GL* as follows. Membership queries \( w\alpha \in \mathcal{G}_S \) are delegated and answered by the oracle for L* as explained above. An equivalence query from a GKAT automaton \( \mathcal{Y} \) is answered by posing an equivalence query to the oracle for L* with the Moore automaton \( f(\mathcal{Y}) \) obtained via the embedding defined in Lemma 3.6.1.1. If the oracle for L* replies with a counterexam-
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In [93] it was shown that in general there is no reverse construction: there exists a $\varepsilon$ equivalent automaton $X_e$. 

$$
\begin{array}{c|cc}
 & t_1 & \overline{t_1} \\
\varepsilon & 0 & 0 \\
t_1p_2 & 1 & 1 \\
t_1p_1 & 1 & 1 \\
t_1p_2 & 0 & 0 \\
t_1p_3 & 0 & 0 \\
t_1p_1 & 0 & 0 \\
t_1p_3 & 0 & 0 \\
t_1p_2t_1p_1 & 0 & 0 \\
t_1p_3t_1p_1 & 0 & 0 \\
t_1p_3t_1p_1 & 0 & 0 \\
t_1p_3t_1p_1 & 0 & 0 \\
\end{array}
$$

(a)

Figure 3.8: For $e = if \ t_1 \ then \ do \ p_1 \ else \ do \ p_2$, $|\Sigma| = 3$, and $|T| = 2$, our implementation of GL* accepts the table in (a), which induces the automaton in (b).

\[
\begin{align*}
\{t_1, \overline{t_1}\} \cdot \{p_1, p_2, p_3\} & \Rightarrow 0t_1 + 0\overline{t_1} \\
\{t_1, \overline{t_1}\} \cdot \{p_1, p_2, p_3\} & \Rightarrow t_1p_1 + t_1p_2 \\
\end{align*}
\]

(b)

ple $z \in \mathcal{GS}^-$, we extend $z$ with an $\alpha \in \mathcal{At}$ such that $[[\mathcal{G}]](z\alpha) \neq [[e]](z\alpha)$.

3.8 Related Work

GKAT is a variation on KAT [92] that one obtains by restricting the union and iteration operations from KAT to guarded versions. While GKAT is less expressive than KAT, term equivalence is notably more efficiently decidable [142, 92], making it a candidate for the foundations of network-programming [143, 12, 57].

GKAT automata appear in the literature already prior to [142], e.g. in the work of Kozen [93] under the name strictly deterministic automata. In the latter, Kozen states that GKAT automata correspond to a limited class of automata with guarded strings (AGS) [89], for which he gives determinisation and minimisation constructions. In a different paper [91] Kozen introduces a second definition of (deterministic) AGS as Moore automata, and states the difference to the definition in [89] is inessential.

Recently, a new perspective on the semantics and coalgebraic theory of GKAT has been given in terms of coequations [135, 46]. Using the Thompson construction, it is possible to construct for every expression $e$ a language equivalent automaton $\mathcal{X}_e$. In [93] it was shown that in general there is no reverse construction: there exists a
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ε | ε | t1p1t2p2 | t1p2
--- | --- | --- | ---
ε | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p1 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p2 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p1t1p2 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p2t1p1 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p1t1p2 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p2t1p1 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p2t1p1 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1
0t1p1t1p2 | 0t1 + 0t1 | 0t1 + 0t1 | 0t1 + 0t1

For e = if t1 then p1 else p2, |Σ| = 3, and |T| = 2, our implementation of L* accepts the table in (a), which induces the automaton in (b).

GKAT automaton that is inequivalent to $\mathcal{X}_e$ for all expressions e. In consequence, [142] proposed a subclass of well-nested automata and showed that every finite well-nested automaton is bisimilar to $\mathcal{X}_e$ for some e. In [135] it was shown that well-nestedness is in fact too restrictive: there exists an automaton that is bisimilar to $\mathcal{X}_e$ for some e, but not well-nested. To capture the full class of automata exhibiting the behaviour of expressions, one has to extend the class of well-nested automata to the class of automata satisfying the nesting coequation, which forms a covariety [46] (cf. Proposition 3.4.1.8).

Regular inference, or active automata learning, is a technique used for deriving a model from a black-box by interacting with it via observations. The original algorithm L* by Angluin [14] learns deterministic finite automata, but since then has been extended to other classes of automata [16, 1, 112], including Moore automata, as we have seen in Section 1.3. Typically, algorithms such as L* are designed to output for a given language a unique minimal acceptor. Not all classes admit a canonical minimal acceptor, for instance, learning non-deterministic models is a challenge [49, 31, 161, 66], as is shown in detail in Chapter 4.
3.9 Discussion and Future Work

We have presented GL*, an algorithm for learning the GKAT automaton representation of a black-box, by observing its behaviour via queries to an oracle. We have shown that for every normal GKAT automaton there exists a unique size-minimal normal automaton, accepting the same language: its minimisation. We have identified the minimisation with an alternative but equivalent construction, and derived its preservation of the nesting coequation. A central result showed that if the oracle in GL* is instantiated with the language accepted by a finite normal automaton, then GL* terminates with its minimisation. A complexity analysis showed the advantage of GL* over L* for learning automata representations of GKAT programs in terms of membership queries. We discussed additional optimizations, and implemented GL* and L* in OCaml to compare their performances on example programs.

There are numerous directions in which the present work could be further explored. In Section 3.6.3 we introduced an optimization for GL* which is inspired by Rivest and Schapire’s counterexample handling method for L* [130]. The observation pack algorithm for L* [71] has successfully combined Rivest and Schapire’s method with an efficient discrimination tree data structure [83]. The state-of-the-art TTT-algorithm [74] for L* extends the former with discriminator finalization techniques. It thus is natural to ask whether for GL* there exist similar data structures, potentially exploiting the deterministic nature of the languages accepted by GKAT automata.

While L* has seen major improvements over the years and has inspired numerous variations for different types of transition systems, all approaches remain in common their focus on the equivalence of observations. The recently presented L$^\sharp$ algorithm [154] takes a different perspective: it instead focuses on apartness, a constructive form of inequality. L$^\sharp$ does not require data-structures such as observation tables or discrimination trees, instead operating directly on tree-shaped automata. It remains open whether a similar shift in perspective is feasible for GL*.

There exist various domain-specific extensions of KAT (e.g. KAT+B! [60], NetKAT [12], ProbNetKAT [58]), and similar directions have been proposed for GKAT. It has been noted that GKAT is better fit for probabilistic domains than KAT, as it avoids mixing non-determinism with probabilities [143]. Due to its foundations in KAT,
NetKAT’s decision procedure is PSPACE-complete, thus hindering verification to scale. In contrast to KAT, the equational theory of GKAT is decidable in (almost) linear time, making GKAT an interesting alternative candidate for the foundations of a SDN programming language like NetKAT. While there currently exists no explicit automata learning algorithm for NetKAT in the style of $L^*$, there is work closely related [141, 57]. Generally, we expect that in the future, for any extension of GKAT, there will be interest in developing the corresponding automata (learning) theories.
Chapter 4

Canonical Automata

In Chapter 3 we explored the automata theory of GKAT and presented GL*, an algorithm for learning a GKAT automaton by observing the behaviour of a black-box. The design of GL* started with us assigning to a GKAT automaton a language equivalent second automaton – its minimisation. The algorithm itself has been a derivation of this construction: for a given language, it iteratively refines approximations of the canonical minimal target model we have proven to exist. In this chapter, we will investigate canonical target models of more general type.

The classical powerset construction is a standard method that is used to convert a non-deterministic automaton into a deterministic one recognising the same language. In [140], the powerset construction has been lifted to a more general framework that converts an automaton with side-effects, given by a monad, into a deterministic automaton accepting the same language. The resulting automaton has additional algebraic properties, in the state space and transition structure, inherited from the monad. We will study the reverse construction and present a framework in which a deterministic automaton with additional algebraic structure over a given monad can be converted into an equivalent succinct automaton with side-effects. Apart from recovering examples from the literature, such as the canonical residual finite-state automaton and the átomaton, we discover a new canonical automaton for a regular language by relating the free vector space monad over the two element field to the neighbourhood monad. Finally, we show that every regular language satisfying a suitable property parametric in two monads admits a size-minimal succinct acceptor.
4.1 Introduction

The existence of a unique minimal deterministic acceptor is an important property of regular languages. Establishing a similar result for non-deterministic acceptors is of great practical importance, as non-deterministic automata can be exponentially more succinct than deterministic ones. Unfortunately, a regular language can be accepted by several size-minimal NFAs that are not isomorphic. In Figure 4.1 we give one example of such behaviour. A number of sub-classes of non-deterministic automata have been identified in the literature to tackle this issue, which all admit canonical representatives: the átomaton [39], the canonical residual finite-state automaton (short canonical RFSA and also known as jiromaton) [49], the minimal xor automaton [156], and the distromaton [119].

In this chapter we provide a general categorical framework that unifies constructions of canonical non-deterministic automata and unveils new ones. Our framework adopts the well-known representation of side-effects via monads (Definition 2.2.0.7) to generalise non-determinism in automata. For instance, an NFA (without initial states) can be represented as a pair \((X, k)\), where \(X\) is the set of states and \(k: X \to 2 \times \mathcal{P}(X)^A\) combines the function classifying each state as accepting or rejecting with the function giving the set of next states for each input. The powerset forms a monad \((\mathcal{P}, \{\cdot\}, \mu)\), where \(\{\cdot\}\) creates singleton sets and \(\mu\) takes the union of a set of sets. This allows describing the classical powerset construction, converting an NFA into a DFA, in categorical terms as depicted on the left of Figure 4.2, where \(k^2: \mathcal{P}(X) \to 2 \times \mathcal{P}(X)^A\)
4.1. Introduction

Figure 4.2: Generalised determinisation of automata with side-effects in a monad

represents an equivalent DFA\(^1\), obtained by taking the subsets of \(X\) as states and \(<\varepsilon, \delta>: 2^{A^*} \rightarrow 2 \times (2^{A^*})^A\) is the automaton of languages. There then exists a unique automaton homomorphism \(\text{obs}\), assigning a language semantics to each set of states.

As seen on the right of Figure 4.2 this perspective further enables a *generalised determinisation* construction [140], where \(2 \times (-)^A\) is replaced by any (suitable) functor \(F\) describing the automaton structure, and \(\mathcal{P}\) by a monad \(T\) describing the automaton side-effects. In this picture, \(\Omega \xrightarrow{\omega} F\Omega\) is the final coalgebra (Definition 2.2.0.13), providing a semantic universe that generalises the automaton of languages.

Our work starts from the observation that the deterministic automata resulting from this generalised determinisation constructions have *additional algebraic structure*: the state space \(\mathcal{P}(X)\) of the determinised automaton defines a free complete join-semilattice (CSL) over \(X\), and \(k^\sharp\) and \(\text{obs}\) are CSL homomorphisms. More generally, \(TX\) defines a (free) algebra for the monad \(T\), and \(k^\sharp\) and \(\text{obs}\) are \(T\)-algebra homomorphisms (Definition 2.2.0.9).

With this observation in mind, our question is: can we exploit the additional algebraic structure to “reverse” these constructions? In other words, can we convert a deterministic automaton with additional algebraic structure over a given monad to an equivalent succinct automaton with side-effects, possibly over another monad? To answer this question, we make the following contributions:

- We present a categorical framework based on bialgebras (Definition 4.3.0.8) and distributive law homomorphisms (Definition 4.5.1.1) that allows deriving canonical representatives for a wide class of succinct automata with side-effects in a monad.

\(^1\)The classical powerset determinisation of \(k = <\varepsilon, \delta>: X \rightarrow 2 \times \mathcal{P}(X)^A\) is \(k^\sharp = <\varepsilon^\sharp, \delta^\sharp>: \mathcal{P}(X) \rightarrow 2 \times \mathcal{P}(X)^A\), where \(\varepsilon^\sharp(U) = \bigvee_{x \in U} \varepsilon(x)\) and \(\delta^\sharp(U)(a) = \bigcup_{x \in U} \delta(x)(a)\).
• We strictly improve the expressivity of previous work [67, 19]: our framework instantiates not only to well-known examples such as the canonical RFSA (Example 4.4.0.9) and the minimal xor automaton (Example 4.4.0.13), but also includes the átomaton (Section 4.5.3) and the distromaton (Section 4.5.4), which were not covered in [67, 19]. While other frameworks restrict themselves to the category of sets [67], we are able to include canonical acceptors in other categories, such as the canonical nominal RFSA (Example 4.4.0.12).

• We relate vector spaces over the unique two element field with complete atomic Boolean algebras and consequently discover a previously unknown canonical mod-2 weighted acceptor for regular languages—the minimal xor-CABA automaton (Section 4.5.5)—that in some sense is to the minimal xor automaton what the átomaton is to the canonical RFSA (Figure 4.10).

• We introduce an abstract notion of closedness for succinct automata that is parametric in two monads (Definition 4.6.0.2), and prove that every regular language satisfying a suitable property admits a canonical size-minimal representative among closed acceptors (Theorem 4.6.0.5). By instantiating the latter we subsume known minimality results for canonical automata, prove the xor-CABA automaton minimal, and establish a size comparison between different acceptors (Section 4.6.1).

4.2 Overview of the Approach

In this section, we give an overview of the ideas of this chapter through an example. We show how our methodology allows recovering the construction of the átomaton for the regular language $L = (a + b)^*a$, which consists of all words over $A = \{a, b\}$ that end in $a$. For each step, we hint at how it is generalised in our framework.

The classical construction of the átomaton for $L$ consists in closing the residuals\(^2\) of $L$ under all Boolean operations, and then forming a non-deterministic au-

\(^2\)A language is a residual or left quotient of $L \subseteq A^*$, if it is of the form $v^{-1}L = \{u \in A^* \mid vu \in L\}$ for some $v \in A^*$. 
tomaton whose states are the atoms\(^3\) of the ensuing complete atomic\(^4\) Boolean algebra (CABA)—that is, non-empty intersections of complemented or uncomplemented residuals. In our categorical setting, this construction is obtained in several steps, which we now describe.

### 4.2.1 Computing Residuals

We first construct the minimal DFA accepting \(L\) as a coalgebra of type \(M_L \rightarrow 2 \times (M_L)^A\). By the well-known Myhill-Nerode theorem [120], \(M_L\) is the set of residuals for \(L\). The automaton is depicted in Figure 4.3.

In our framework, we consider coalgebras over an arbitrary endofunctor \(F: \mathcal{C} \rightarrow \mathcal{C} (F = 2 \times (-)^A\) and \(\mathcal{C} = \text{Set}\) in this case), as introduced in Definition 2.2.0.12. Minimal realisations, generalising minimal DFAs, exist for a wide class of functors \(F\) and categories \(\mathcal{C}\), including all the examples in this chapter.

### 4.2.2 Taking the Boolean Closure

We close the minimal DFA under all Boolean operations, generating an equivalent deterministic automaton that has additional algebraic structure: its state space is a CABA. This is achieved via a double powerset construction—where sets of sets are interpreted as full disjunctive normal form—and the resulting coalgebra is of type \(\mathcal{P}^2(M_L) \rightarrow 2 \times (\mathcal{P}^2(M_L))^A\). Our construction relies on the *neighbourhood monad* \(\mathcal{H}\) (Examples 2.2.0.8), whose algebras are precisely CABAs, and yields a (free) *bialgebra*.

---

\(^3\)A non-zero element \(a\) in a Boolean algebra \(B\) is called an *atom*, if for all \(x \in B\) with \(x \leq a\) it follows \(x = 0\) or \(x = a\).

\(^4\)A Boolean algebra \(B\) is *atomic*, if for all \(x \in B\) there exists a decomposition \(x = \vee_{i \in I} a_i\), where \(\{a_i \mid i \in I\}\) is some set of atoms.
Figure 4.4: The minimal CABA-structured DFA for $L = (a + b)^*a$, where $1 \equiv \{\{x\}, \{x, y\}\}$, $2 \equiv \emptyset$, $3 \equiv \{\emptyset\}$, $4 \equiv \{\{y\}\}$, $5 \equiv \{\{x\}, \{y\}, \{x, y\}\}$, $6 \equiv \{\{y\}\}$, $7 \equiv \{\emptyset\}$, $8 \equiv \{\{x\}, \{y\}, \{x, y\}, \emptyset\}$.

capturing both the coalgebraic and the algebraic structure; the interplay of these two structures is captured via a *distributive law*. We then minimise this DFA to identify Boolean expressions evaluating to the same language. As desired, the resulting state space is precisely the Boolean closure of the residuals of $L$. Formally, we obtain the minimal bialgebra for $L$ depicted in Figure 4.4.

This step in our framework is generalised as closure of an $F$-coalgebra w.r.t (the algebraic structured induced by) any monad $S$ for which a suitable distributive law $\lambda$ with the coalgebra endofunctor $F$ exists. The first step of the closure yields a free $\lambda$-bialgebra, comprised of both an $F$-coalgebra and an $S$-algebra over the same state space. In a second step, minimisation is carried out in the category of $\lambda$-bialgebras, which guarantees simultaneous preservation of the algebraic structure and of the language semantics.

### 4.2.3 Constructing the Átomaton

This step is the key technical result of this chapter. Atoms have the property that their Boolean closure generates the entire CABA. In our framework, this property is generalised via the notion of *generators* for algebras over a monad, which allows one to represent a bialgebra as an equivalent free bialgebra over its generators, and hence to obtain succinct canonical representations (Proposition 4.4.0.5). In Section 4.4 we apply this result to obtain the canonical RFSA, the canonical nominal RFSA, and
the minimal xor automaton for a given regular language.

However, to recover the átomaton from the minimal CABA-structured DFA of the previous step, in addition a subtle change of perspective is required. In fact, we are still working with the “wrong” side-effect: the non-determinism of bialgebras so far is determined by $\mathcal{H}$, whereas we are interested in an NFA, whose non-determinism is captured by the powerset monad $\mathcal{P}$. As is well-known, every element of a CABA can be obtained as the join of the atoms below it. In other words, those atoms are also generators of the underlying CSL, which is an algebra for $\mathcal{P}$. We formally capture this idea as a map between monads $\mathcal{H} \rightarrow \mathcal{P}$. Crucially, we show that this map lifts to a distributive law homomorphism and allows translating a bialgebra over $\mathcal{H}$ to a bialgebra over $\mathcal{P}$, which can be represented as a free bialgebra over atoms—the átomaton for $L$, which is shown in Figure 4.5.

In Section 4.5 we generalise this idea to the situation of two monads $S$ and $T$ involved in distributive laws with the coalgebra endofunctor $F$. In particular, Corollary 4.5.1.3 is our free representation result, spelling out a condition under which a bialgebra over $S$ can be represented as a free bialgebra over $T$, and hence admits an equivalent succinct representation as an automaton with side-effects in $T$. Besides the átomaton and the examples in Section 4.4, this construction allows us to capture the distromaton and a newly discovered canonical acceptor that relates CABAs with vector spaces over the two element field.

### 4.3 Distributive Laws and Bialgebras

In this section, we briefly recall distributive laws and bialgebras, which form the technical foundations of our category-theoretical framework.

Distributive laws have originally occurred as a way to compose monads [25], but
now also exist in a wide range of other forms [147]. For our particular case it is sufficient to consider distributive laws between a monad and an endofunctor, sometimes referred to as Eilenberg-Moore laws [81].

**Definition 4.3.0.1** (Distributive Law). A distributive law between a monad $T$ and an endofunctor $F$ on $\mathcal{C}$ is a natural transformation $\lambda : TF \Rightarrow FT$ such that the following two diagrams commute:

$$
\begin{array}{ccc}
FX & \xrightarrow{F\eta_X} & FTX \\
TFX & \xleftarrow{\lambda_X} & FX
\end{array}
\quad
\begin{array}{ccc}
T^2FX & \xrightarrow{T\lambda_X} & TFTX & \xrightarrow{\lambda_{TX}} & FT^2X \\
\mu_{FX} & \downarrow & TFTX & \xrightarrow{F\mu_X} & FTX
\end{array}
$$

We are particularly interested in canonically induced distributive laws involving the endofunctor $F$ with $FX = B \times X^A$. The following statement is well-known and appears for instance in [75]. We include a proof of the result, since we were unable to locate one in the literature. Note that the result can easily be generalised to a strong monad on any cartesian closed category.

**Lemma 4.3.0.2.** Every algebra $h : TB \to B$ for a set monad $T$ induces a distributive law $\lambda^h$ between $T$ and $F$ with $FX = B \times X^A$ defined as the composition

$$
\lambda^h_X := T(B \times X^A) \xrightarrow{(T\pi_1,T\pi_2)} T(B) \times T(X^A) \xrightarrow{h \times \text{st}} B \times (TX)^A,
$$

(4.1)

where $\text{st}$ denotes the canonical strength function\(^5\).

**Proof.** The naturality of $\lambda^h$ essentially follows from the naturality of the strength function. The equation involving the monad unit is a consequence of

$$
\begin{align*}
\pi_1 \circ (h \times \text{st}) & \circ (T\pi_1,T\pi_2) \circ \eta_{B \times X^A} \\
& = h \circ T\pi_1 \circ \eta_{B \times X^A} & \text{(Definition of $\pi_1$)} \\
& = h \circ \eta_B \circ \pi_1 & \text{(Naturality of $\eta$)} \\
& = \pi_1 \circ (B \times \eta_X^A) & \text{(Definition of $\pi_1$, $h \circ \eta_B = \text{id}_B$)}
\end{align*}
$$

---

\(^5\)For any two sets $X,A$ the strength function $\text{st} : T(X^A) \to (TX)^A$ is defined by $\text{st}(U)(a) = T(\text{ev}_a)(U)$, where $\text{ev}_a(f) = f(a)$. 
and the chain of equalities

\[ \pi_2 \circ (h \times st) \circ \langle T\pi_1, T\pi_2 \rangle \circ \eta_{B \times X^A} = st \circ T\pi_2 \circ \eta_{B \times X^A} \quad \text{(Definition of } \pi_2) \]
\[ = st \circ \eta_{X^A} \circ \pi_2 \quad \text{(Naturality of } \eta) \]
\[ = \eta_X^A \circ \pi_2 \quad \text{(st \circ \eta_{X^A} = \eta_X^A)} \]
\[ = \pi_2 \circ (B \times \eta_X^A) \quad \text{(Definition of } \pi_2) \]

Similarly, the equation involving the monad multiplication is a consequence of

\[ \pi_1 \circ (B \times \mu_X^A) \circ (h \times st) \circ \langle T\pi_1, T\pi_2 \rangle \circ T(h \times st) \circ T(T\pi_1, T\pi_2) \]
\[ = (\text{Definition of } \pi_1) \]
\[ h \circ Th \circ T^2\pi_1 \]
\[ = (h \circ Th = h \circ \mu_B) \]
\[ h \circ \mu_B \circ T^2\pi_1 \]
\[ = (\text{Naturality of } \mu) \]
\[ h \circ T\pi_1 \circ \mu_{B \times X^A} \]
\[ = (\text{Definition of } \pi_1) \]
\[ \pi_1 \circ (h \times st) \circ \langle T\pi_1, T\pi_2 \rangle \circ \mu_{B \times X^A} \]

and the equalities

\[ \pi_2 \circ (B \times \mu_X^A) \circ (h \times st) \circ \langle T\pi_1, T\pi_2 \rangle \circ T(h \times st) \circ T(T\pi_1, T\pi_2) \]
\[ = (\text{Definition of } \pi_2) \]
\[ \mu_X^A \circ st \circ T(st) \circ T^2\pi_2 \]
\[ = (\mu_X^A \circ st \circ T(st) = st \circ \mu_X^A) \]
\[ st \circ \mu_{X^A} \circ T^2\pi_2 \]
\[ = (\text{Naturality of } \mu) \]
\[ st \circ T\pi_2 \circ \mu_{B \times X^A} \]
\[ = (\text{Definition of } \pi_2) \]
\[ \pi_2 \circ (h \times st) \circ \langle T\pi_1, T\pi_2 \rangle \circ \mu_{B \times X^A} \]
Of particular importance for us are the canonical algebra structures for the output set \( B = 2 \). For instance, the algebra structures defined by \( h^P(\varphi) = h^R(\varphi) = \varphi(1) \) and \( h^h(\Phi) = h^A(\Phi) = \Phi(id_2) \), where we identify subsets with their characteristic functions, and \( R \) and \( A \) denote the free vector space monad over the unique two element field \( \mathbb{Z}_2 \), and the monotone neighbourhood monad, respectively (cf. Examples 2.2.0.8). In these cases we will abuse notation and write \( \lambda^T \) instead of \( \lambda^P_\lambda \). The soundness of the definitions is witnessed by the following four short results.

**Lemma 4.3.0.3.** The morphism \( h^P : \mathcal{P} \to 2 \) satisfying \( \varphi \mapsto \varphi(1) \) defines a \( \mathcal{P} \)-algebra.

**Proof.** On the one hand we find

\[
\begin{align*}
h^P \circ \mu_2^P(\Phi) \\
= \mu_2^P(\Phi)(1) \quad & \text{(Definition of } h^P) \\
= \lor_{\varphi \in \mathbb{Z}_2} \Phi(\varphi) \land \varphi(1) \quad & \text{(Definition of } \mu_2^P) \\
= (\lor_{\varphi \in (h^P)^{-1}(1)} \Phi(\varphi) \land \varphi(1)) \lor (\lor_{\varphi \in (h^P)^{-1}(0)} \Phi(\varphi) \land \varphi(1)) \quad & \text{(Case split)} \\
= (\lor_{\varphi \in (h^P)^{-1}(1)} \Phi(\varphi) \land \varphi(1)) \lor (\lor_{\varphi \in (h^P)^{-1}(0)} \Phi(\varphi) \land 0) \quad & (\varphi \in (h^P)^{-1}(0)) \\
= (\lor_{\varphi \in (h^P)^{-1}(1)} \Phi(\varphi) \land 0) \lor (\lor_{\varphi \in (h^P)^{-1}(0)} 0) \quad (a \land 0 = 0) \\
= (\lor_{\varphi \in (h^P)^{-1}(1)} 0) \lor (\lor_{\varphi \in (h^P)^{-1}(0)} 0) \quad (0 \lor 0 = 0) \\
= \lor_{\varphi \in (h^P)^{-1}(1)} \Phi(\varphi) \land \varphi(1) \quad (a \lor 0 = a) \\
= \lor_{\varphi \in (h^P)^{-1}(1)} 0 \land \varphi(1) \quad (\varphi \in (h^P)^{-1}(1)) \\
= \lor_{\varphi \in (h^P)^{-1}(1)} \Phi(\varphi) \land 1 \\
= \lor_{\varphi \in (h^P)^{-1}(1)} 1 \land \varphi(1) \quad (a \land 1 = a) \\
= (\lor_{\varphi \in (h^P)^{-1}(1)} \Phi(\varphi)) \quad \text{(Definition of } \mathcal{P}(h^P)) \\
= h^P \circ \mathcal{P}(h^P)(\Phi) \quad \text{(Definition of } h^P)
\end{align*}
\]
and on the other hand we can deduce
\[ h^P \circ \eta^P_2(x) = \eta^P_2(x)(1) \quad \text{(Definition of } h^P) \]
\[ = [x = 1] \quad \text{(Definition of } \eta^P_2) \]
\[ = x \quad \text{(Definition of } [\cdot]) \]

where \([x = y] = 1\), if \(x = y\), and 0 otherwise. \(\square\)

As one verifies, under the equivalence \(\textbf{Set}^P \cong \textbf{CSL}\), the morphism \(h^P\) equips 2 with its canonical complete join-semilattice structure \((2, \lor)\).

**Lemma 4.3.0.4.** The morphism \(h^H : \mathcal{H}2 \to 2\) assigning \(\Phi \mapsto \Phi(\text{id}_2)\) defines an \(\mathcal{H}\)-algebra.

**Proof.** Since \(\eta^H_2(\text{id}_2)(\Phi) = \Phi(\text{id}_2) = h^H(\Phi)\) we find
\[
\begin{align*}
 h^H \circ \mu^H_2(\Psi) &= \mu^H_2(\Psi)(\text{id}_2) \quad \text{(Definition of } h^H) \\
 &= \Psi(\eta^H_2(\text{id}_2)) \quad \text{(Definition of } \mu^H_2) \\
 &= \Psi(\text{id}_2 \circ h^H) \quad (\eta^H_2(\text{id}_2) = h^H) \\
 &= \mathcal{H}(h^H)(\Psi)(\text{id}_2) \quad (\text{Definition of } \mathcal{H}(h^H)) \\
 &= h^H \circ \mathcal{H}(h^H)(\Psi) \quad (\text{Definition of } h^H)
\end{align*}
\]

We further can deduce
\[
\begin{align*}
 h^H \circ \eta^H_1(x) &= \eta^H_1(x)(\text{id}_2) \quad \text{(Definition of } h^H) \\
 &= \text{id}_2(x) \quad \text{(Definition of } \eta^H_1) \\
 &= x \quad \text{(Definition of } \text{id}_2)
\end{align*}
\]

\(\square\)

As one verifies, under the equivalence \(\textbf{Set}^H \cong \textbf{CABA}\), the morphism \(h^H\) equips 2 with its canonical complete atomic Boolean algebra structure \((2, \lor, \land, \neg)\).

**Lemma 4.3.0.5.** The morphism \(h^A : \mathcal{A}2 \to 2\) assigning \(\Phi \mapsto \Phi(\text{id}_2)\) defines an \(\mathcal{A}\)-algebra.
Proof. Analogous to the proof of Lemma 4.3.0.4.

As one verifies, under the equivalence Set\(^A\) \cong CDL, the morphism \(h^A\) equips \(2\) with its canonical completely distributive lattice structure \((2, \lor, \land)\).

**Lemma 4.3.0.6.** The morphism \(h^R : \mathcal{R}2 \to 2\) satisfying \(\varphi \mapsto \varphi(1)\) defines an \(\mathcal{R}\)-algebra.

Proof. Analogous to the proof of Lemma 4.3.0.3, after observing that \(a \land 0 = 0\), \(0 \lor 0 = 0\), \(a \lor 0 = a\) and \(a \land 1 = a\) for all \(a \in 2\).

As one verifies, under the equivalence Set\(^R\) \cong \(\mathbb{Z}_2\)-Vect, the morphism \(h^R\) equips \(2\) with its canonical \(\mathbb{Z}_2\)-vector space structure \(\mathbb{Z}_2 \cong (2, \oplus, \land)\).

**Example 4.3.0.7** (Generalised Determinisation [133]). Given a distributive law, one can model the determinisation of a system with dynamics in \(F\) and side-effects in \(T\) (sometimes referred to as succinct automaton) by lifting an \(FT\)-coalgebra \((X, k)\) to the \(F\)-coalgebra \((TX, k^\updownarrow)\), where \(k^\updownarrow := (F\mu_X \circ \lambda_{TX}) \circ Tk\). As one verifies, the latter is in fact a \(T\)-algebra homomorphism of type \(k^\updownarrow : (TX, \mu_X) \to (FTX, F\mu_X \circ \lambda_{TX})\). For instance, if the distributive law \(\lambda\) is induced by the disjunctive \(\mathcal{P}\)-algebra \(h^\mathcal{P} : \mathcal{P}2 \to 2\) with \(h^\mathcal{P}(\varphi) = \bigvee_{u \in \varphi} u = \varphi(1)\), the lifting \(k^\updownarrow\) is the DFA in CSL obtained from an NFA \(k\) via the classical powerset construction.

The example above illustrates the concept of a bialgebra: the algebraic part \((TX, \mu_X)\) and the coalgebraic part \((TX, k^\updownarrow)\) of a lifted automaton are compatible along the distributive law \(\lambda\).

**Definition 4.3.0.8** (Bialgebra). A \(\lambda\)-bialgebra is a tuple \((X, h, k)\) consisting of a \(T\)-algebra \((X, h)\) and an \(F\)-coalgebra \((X, k)\) such that the following diagram commutes:

\[
\begin{array}{ccc}
TX & \xrightarrow{h} & X \\
_Tk \downarrow & & \downarrow k \\
TFX & \xrightarrow{\lambda_X} & FTX & \xrightarrow{Fh} & FX
\end{array}
\]

A homomorphism between \(\lambda\)-bialgebras is a morphism between the underlying objects that is simultaneously a \(T\)-algebra homomorphism and an \(F\)-coalgebra homomorphism. The category of \(\lambda\)-bialgebras and homomorphisms is denoted by \(\text{Bialg}(\lambda)\).
The existence of a final $F$-coalgebra is equivalent to the existence of a final $\lambda$-bialgebra, as the next result shows.

**Lemma 4.3.0.9** ([81]). Let $(\Omega, k_\Omega)$ be the final $F$-coalgebra, then $(\Omega, h_\Omega, k_\Omega)$ with $h_\Omega := \text{obs}(T\Omega, \lambda_{F^\Omega}^T)_{\text{obs}}$ is the final $\lambda$-bialgebra satisfying $\text{obs}(X, h_\Omega) = \text{obs}(X, k_\Omega)$. Conversely, if $(\Omega, h_\Omega, k_\Omega)$ is the final $\lambda$-bialgebra, then $(\Omega, k_\Omega)$ is the final $F$-coalgebra.

For the distributive law in Example 4.3.0.7, the final bialgebra is carried by the final coalgebra $P(A^*)$ with the free $P$-algebra structure that takes the union of languages.

The generalised determinisation in Example 4.3.0.7 can be rephrased as a functor $\exp_T$ that expands an $F$-coalgebra with side-effects in $T$ into a $\lambda$-bialgebra.

**Lemma 4.3.0.10** ([81]). Defining $\exp_T(X, k) := (TX, \mu_X, (F\mu_X \circ \lambda_{TX}) \circ Tk)$ and $\exp_T(f) := Tf$ yields a functor $\exp_T : \text{Coalg}(FT) \to \text{Bialg}(\lambda)$.

We will also refer to the functor $\text{free}_T$ that arises from $\exp_T$ by pre-composition with the canonical embedding of $F$-coalgebras into $FT$-coalgebras, therefore assigning to an $F$-coalgebra the $\lambda$-bialgebra it freely generates.

**Corollary 4.3.0.11.** Defining $\text{free}_T(X, k) := (TX, \mu_X, \lambda_X \circ Tk)$ and $\text{free}_T(f) := Tf$ yields a functor $\text{free}_T : \text{Coalg}(F) \to \text{Bialg}(\lambda)$ with $\text{free}_T(X, k) = \exp_T(X, F\eta_X \circ k)$.

### 4.4 Succinct Automata from Bialgebras

In this section we discuss the foundations of our theoretical contributions. We begin by recalling the notion of a *generator* [19] and demonstrate how it can be used to translate a bialgebra into an equivalent free bialgebra. While the treatment is very general, we are particularly interested in the case in which the bialgebra is given by a deterministic automaton that has additional algebraic structure over a given monad, and the translation results in an automaton with side-effects in that monad. We will demonstrate that the theory in this section instantiates to the canonical RFSA [49], the canonical *nominal* RFSA [111], and the minimal xor automaton [156].
Definition 4.4.0.1 (Generator and Basis). A generator for a $T$-algebra $(X, h)$ is a tuple $(Y, i, d)$ consisting of an object $Y$, a morphism $i: Y \rightarrow X$, and a morphism $d: X \rightarrow TY$ such that $(h \circ Ti) \circ d = \text{id}_X$. A generator is called a basis if it additionally satisfies $d \circ (h \circ Ti) = \text{id}_{TY}$, that is, the following two diagrams commute:

$$
\begin{array}{ccc}
X & \xrightarrow{\text{id}_X} & X \\
\downarrow{d} & & \downarrow{h} \\
TY & \xrightarrow{\text{id}_{TY}} & TY
\end{array}
\quad
\begin{array}{ccc}
TY & \xrightarrow{\text{id}_{TY}} & TY \\
\downarrow{T_i} & & \downarrow{d} \\
TX & \xrightarrow{h} & X
\end{array}
$$

A generator for an algebra is called a scoop by Arbib and Manes [19]. Here, we additionally introduce an abstract perspective on the notion of a basis. Intuitively, one calls a set $Y$ that is embedded into an algebraic structure $X$ a generator for the latter if every element $x \in X$ admits a decomposition $d(x) \in TY$ into a formal combination of elements of $Y$ that evaluates to $x$. If the decomposition is moreover unique, that is, $h \circ Ti$ is not only a surjection with right-inverse $d$, but a bijection with two-sided inverse $d$, then a generator is called a basis. Every algebra is generated by itself using the generator $(X, \text{id}_X, \eta_X)$ and every free algebra $(TY, \mu_Y)$ admits the basis $(Y, \eta_Y, \text{id}_{TY})$. In fact, an algebra admits a basis if and only if it is isomorphic to a free algebra (cf. Lemma 4.4.0.7). We are particularly interested in classes of set-based algebras for which every algebra admits a size-minimal generator, that is, no generator has a carrier of smaller size. In such a situation we will also speak of canonical generators.

Example 4.4.0.2. \begin{itemize}
\item A tuple $(Y, i, d)$ is a generator for a $P$-algebra $L = (X, h) \simeq (X, \vee^h)$ iff $x = \vee_{y \in d(x)}^h i(y)$ for all $x \in X$, where we write $\vee^h$ for the complete join-semilattice structure induced by $h$. Note that if $Y \subseteq X$ is a subset, then $i(y) = y$ for all $y \in Y$. If $L$ satisfies the descending chain condition\(^6\) (DCC), which is in particular the case if $X$ is finite, then defining $i(y) = y$ and $d(x) = \{y \in J(L) \mid y \leq x\}$ turns the set of join-irreducibles\(^7\) $J(L)$ into a size-minimal generator $(J(L), i, d)$ for $L$, cf. Lemma 4.4.0.3 below.
\end{itemize}

\(^6\)A partially ordered set $(P, \leq)$ satisfies the descending chain condition if any descending chain $a_0 \geq a_1 \geq a_2 \geq \ldots$ in $P$ stabilises, that is, there exists some $n \geq 0$, such that $a_n = a_{n+k}$ for all $k \geq 0$.

\(^7\)A non-zero element $a$ in a lattice $L$ is called join-irreducible, if for all $y, z \in L$ with $a = y \lor z$ it follows $a = y$ or $a = z$. 
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- A tuple \((Y, i, d)\) is a generator for an \(\mathcal{R}\)-algebra \(V = (X, h) \simeq (X, +^h, \cdot^h)\) iff \(x = \sum_{y \in Y} d(x)(y) \cdot^h i(y)\) for all \(x \in X\), where we write \(+^h\) and \(\cdot^h\) for the \(\mathbb{Z}_2\)-vector space structure induced by \(h\). As it is well-known that every vector space can be equipped with a basis, every \(\mathcal{R}\)-algebra \(V\) admits a basis. One can show that any finite basis is a size-minimal generator, cf. Lemma 4.4.0.4 below.

**Lemma 4.4.0.3.** For any finite \(\mathcal{P}\)-algebra \(L = (X, h)\) the join-irreducibles \((J(L), i, d)\) with \(i(y) = y\) and \(d(x) = \{y \in J(L) \mid y \leq x\}\) constitute a size-minimal generator.

**Proof.** Since \(L\) is finite, it satisfies the DCC, which in turn can be used to show that the join-irreducibles constitute a generator as follows.

Assume there exists some \(x \in X\) with \(x \neq \check{i}^2(d(x))\). We build an infinite sequence \((a_n)\) with \(a_i > a_{i+1}\) and \(a_i \neq \check{i}^2(d(a_i))\), which contradicts the DCC. For the base case we define \(a_0 := x\). For any \(x \in X\), the property \(x \in J(L)\) immediately implies \(x = \check{i}^2(d(x))\). Thus we can assume \(a_i \notin J(L)\). In consequence we have \(a_i = y \lor z\) for \(y, z \neq a_i\), i.e. \(a_i > y\) and \(a_i > z\). Assume \(y = \check{i}^2(d(y))\) and \(z = \check{i}^2(d(z))\). Then

\[
\check{i}^2(d(a_i)) \leq a_i = y \lor z = \check{i}^2(d(y)) \lor \check{i}^2(d(z)) = \check{i}^2(d(y) \lor d(z)) \leq \check{i}^2(d(a_i)).
\]

It thus follows \(a_i = \check{i}^2(d(a_i))\), which is a contradiction. Hence, w.l.o.g. assume \(y \neq \check{i}^2(d(y))\) and define \(a_{i+1} := y\).

Let \((Y, i', d')\) be an arbitrary generator for \(L\). For any \(a \in J(L)\) we have \(a = \lor_{y \in d'(a)} i'(y)\). By the definition of join-irreducibles there exists at least one \(y_a \in d'(a)\) such that \(i'(y_a) = a\). One can thus define a function \(f : J(L) \to Y\) with \(f(a) = y_a\). Assume \(f(a) = f(b)\), i.e. \(y_a = y_b\). Then, by definition,

\[
a = i'(y_a) = i'(y_b) = b
\]

which shows that \(f\) is injective. It thus follows \(|J(L)| \leq |Y|\). \(\square\)

**Lemma 4.4.0.4.** Any finite basis for an \(\mathcal{R}\)-algebra is a size-minimal generator.

**Proof.** Let \((Y, i, d)\) be a basis for an \(\mathcal{R}\)-algebra \((X, h)\) with \(Y\) being finite. It immediately follows that \(\mathcal{R}Y = 2^Y\). Let \((Y', i', d')\) be any other generator for \((X, h)\). We can assume that \(Y'\) is finite, as otherwise \(Y\) would be immediately of smaller size. It thus
follows that \( \mathcal{R}Y' = 2^{Y'} \). By definition, \( d : X \to \mathcal{R}Y \) is a bijection with inverse \( h \circ \mathcal{R}i \), and \( h \circ \mathcal{R}i' : \mathcal{R}Y' \to X \) is a surjection. We thus know that \( d \circ h \circ \mathcal{R}i' : \mathcal{R}Y' \to \mathcal{R}Y \) is a surjection. In consequence we find that \( |\mathcal{R}Y| \leq |\mathcal{R}Y'| \). Assume \( |Y'| < |Y| \), then we can deduce

\[
|\mathcal{R}Y'| = |2^{Y'}| = |2|^{|Y'|} < |2|^{|Y|} = |2^Y| = |\mathcal{R}Y|,
\]

which contradicts \( |\mathcal{R}Y| \leq |\mathcal{R}Y'| \). We thus can conclude that \( |Y'| \geq |Y| \). \( \square \)

It is enough to find generators for the underlying algebra of a bialgebra to derive an equivalent free bialgebra. This is because the algebraic and coalgebraic components are tightly intertwined via a distributive law.

**Proposition 4.4.0.5.** Let \((X,h,k)\) be a \(\lambda\)-bialgebra and let \((Y,i,d)\) be a generator for the \(T\)-algebra \((X,h)\). Then \(h \circ Ti : \exp_T((Y,Fd \circ k \circ i)) \to (X,h,k)\) is a \(\lambda\)-bialgebra homomorphism.

**Proof.** By definition we have the equality

\[
\exp_T((Y,Fd \circ k \circ i)) = (TY,\mu_Y, F\mu_Y \circ \lambda_{TY} \circ T(Fd \circ k \circ i)).
\]

It is well-known that \(h \circ Ti\) is a homomorphism between the underlying \(T\)-algebra structures. It thus remains to show that it is an \(F\)-coalgebra homomorphism. The latter follows from the commutativity of the diagram below:
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Intuitively, the bialgebra \((X, h, k)\) is a deterministic automaton with additional algebraic structure in the monad \(T\) and say initial state \(x \in X\), while the equivalent free bialgebra is the determinisation of the succinct automaton \(F d \circ k \circ i : Y \to FY\) with side-effects in \(T\) and initial state \(d(x) \in TY\).

The statement below establishes that, for bases, the morphism \(d\) is an algebra homomorphism, and, intuitively, that elements of a basis are uniquely generated by their image under the monad unit, that is, typically by themselves. We will use this technical result, among others, in Proposition 4.4.0.8.

**Lemma 4.4.0.6.** Let \((Y, i, d)\) be a basis for a \(T\)-algebra \((X, h)\). Then \(\mu_Y \circ Td = d \circ h\) and \(d \circ i = \eta_Y\).

**Proof.** The statement follows from the commutativity of the following two diagrams:

![Diagram](image)

Alternatively, the first equality can be deduced from Beck's monadicity theorem: since the forgetful functor \(U : \mathcal{C}^T \to \mathcal{C}\) is monadic, it reflects isomorphisms. □

**Lemma 4.4.0.7.** A \(T\)-algebra admits a basis iff it is isomorphic to a free \(T\)-algebra.

**Proof.** Assume \((X, h)\) admits a basis \((Y, i, d)\). Then, by definition, \(d : X \to TY\) and \(h \circ Ti : TY \to X\) are inverse to each other, thus witnessing an isomorphism of \(X\) and \(TY\) in the base category \(\mathcal{C}\). It remains to show that the isomorphism lifts to \(\mathcal{C}^T\). It immediately follows that \(h \circ Ti\) lifts to a \(T\)-algebra homomorphism \(h \circ Ti : (TY, \mu_Y) \to (X, h)\). The morphism \(d\) lifts to a \(T\)-algebra homomorphism \(d : (X, h) \to (TY, \mu_Y)\) by Lemma 4.4.0.6.
Conversely, assume \( f : (X, h) \rightarrow (TY, \mu_Y) \) is an isomorphism in \( C^T \). Let \( i := f^{-1} \circ \eta_Y : Y \rightarrow X \) and \( d := f : X \rightarrow TY \). Then \((Y, i, d)\) is a basis for \((X, h)\), since

\[
d \circ (h \circ Ti) = f \circ h \circ T(f^{-1} \circ \eta_Y) \quad \text{(Definitions of } i, d) \\
= f \circ h \circ T(f^{-1}) \circ T(\eta_Y) \quad \text{(Functoriality of } T) \\
= f \circ f^{-1} \circ \mu_Y \circ T(\eta_Y) \quad \text{(} f^{-1} \text{ is homomorphism)} \\
= f \circ f^{-1} \quad \text{(} \mu_Y \circ T(\eta_Y) = \text{id}_{TY} \text{)} \\
= \text{id}_{TY} \quad \text{(} f \text{ is isomorphism)}
\]

and similarly

\[
(h \circ Ti) \circ d = h \circ T(f^{-1} \circ \eta_Y) \circ f \quad \text{(Definitions of } i, d) \\
= h \circ T(f^{-1}) \circ T(\eta_Y) \circ f \quad \text{(Functoriality of } T) \\
= f^{-1} \circ \mu_Y \circ T(\eta_Y) \circ f \quad \text{(} f^{-1} \text{ is homomorphism)} \\
= f^{-1} \circ f \quad \text{(} \mu_Y \circ T(\eta_Y) = \text{id}_{TY} \text{)} \\
= \text{id}_X \quad \text{(} f \text{ is isomorphism)}
\]

\[\square\]

The following result observes that if the generator for the algebra of a bialgebra in Proposition 4.4.0.5 is in fact a basis, then the equivalence involved is an isomorphism.

**Proposition 4.4.0.8.** Let \((X, h, k)\) be a \(\lambda\)-bialgebra and let \((Y, i, d)\) be a basis for the \(T\)-algebra \((X, h)\). Then \(h \circ Ti : \exp_T((Y, Fd \circ k \circ i)) \rightarrow (X, h, k)\) is a \(\lambda\)-bialgebra isomorphism.

**Proof.** From Proposition 4.4.0.5 we know that \(h \circ Ti\) is a \(\lambda\)-bialgebra homomorphism. By the definition of a basis, \(d\) is a two-sided inverse to \(h \circ Ti\) as ordinary morphism. It thus remains to show that \(d\) is a \(\lambda\)-bialgebra homomorphism. By Lemma 4.4.0.6 it is a \(T\)-algebra homomorphism, and the diagram below shows that it commutes with
We conclude this section by illustrating how Proposition 4.4.0.5 can be used to construct the canonical RFSA [49], the canonical nominal RFSA [111], and the minimal xor automaton [156] for a regular language $L$ over some alphabet $A$. All examples follow three analogous steps:

1. We construct the minimal\(^8\) pointed coalgebra $M_L$ for the (nominal) set endofunctor $F = 2 \times (-)^A$ accepting $L$. For the case $A = \{a, b\}$ and $L = (a + b)^*a$, the coalgebra $M_L$ is depicted in Figure 4.3.

2. We equip the former with additional algebraic structure in a monad $T$ (which is related to $F$ via a canonically induced distributive law $\lambda$) by generating the $\lambda$-bialgebra $\text{free}_T(M_L)$. By identifying semantically equivalent states we consequently derive the minimal\(^9\) (pointed) $\lambda$-bialgebra $(X, h, k)$ for $L$.

3. We identify canonical generators $(Y, i, d)$ for $(X, h)$ and use Proposition 4.4.0.5 to derive an equivalent succinct automaton $(Y, Fd \circ k \circ i)$ with side-effects in $T$.

**Example 4.4.0.9 (The Canonical RFSA).** Using the $\mathcal{P}$-algebra structure $h^\mathcal{P} : \mathcal{P}2 \to 2$ with $h^\mathcal{P}(\varphi) = \varphi(1)$, we derive a canonical distributive law $\lambda^\mathcal{P}$ between $F$ and the powerset monad $\mathcal{P}$. The minimal pointed $\lambda^\mathcal{P}$-bialgebra for $L = (a + b)^*a$ with its underlying CSL structure is depicted in Figure 4.6a. The partially ordered state

\(^8\)Minimal in the sense that every state is reachable by an element of $A^*$ and no two different states observe the same language.

\(^9\)Minimal in the sense that every state is reachable by an element of $T(A^*)$ and no two different states observe the same language.
Figure 4.6: (a) The minimal CSL-structured DFA for $L = (a+b)^*a$; (b) The canonical RFSA for $L = (a+b)^*a$

space $L = \{[0] \leq [[x]] \leq [[y]]\}$ is necessarily finite, thus satisfies the descending chain condition, which turns the set of join-irreducibles into a size-minimal generator $(J(L), i, d)$ with $i(y) = y$ and $d(x) = \{y \in J(L) \mid y \leq x\}$, cf. Lemma 4.4.0.3. In this case, the join-irreducibles are given by all non-zero states. The $\mathcal{P}$-succinct automaton consequently induced by Proposition 4.4.0.5 is depicted in Figure 4.6b; it can be recognised as the canonical RFSA, cf. e.g. [119].

The soundness of the construction in Figure 4.6a can be verified with the following result, which translates the abstract definition of a free $\lambda^\mathcal{P}$-bialgebra to concrete data.

**Lemma 4.4.0.10.** Let $(\mathcal{P}X, \mu_X^\mathcal{P}, \langle \varepsilon, \delta \rangle) := \text{free}^\mathcal{P}((X, \langle \varepsilon, \delta \rangle))$. Then it holds $\overline{\varepsilon}(\varphi) = \lor_{y \in \varepsilon^{-1}(1)} \varphi(y)$ and $\overline{\delta}_a(\varphi)(x) = \lor_{y \in \delta_a^{-1}(x)} \varphi(y)$.

**Proof.** The first equality is a consequence of

$$\overline{\varepsilon}(\varphi) = \pi_1 \circ (h^\mathcal{P} \times \text{st}) \circ (\mathcal{P}\pi_1, \mathcal{P}\pi_2) \circ \mathcal{P}(\langle \varepsilon, \delta \rangle)(\varphi) \quad \text{(Definition of $\overline{\varepsilon}$)}$$

$$= h^\mathcal{P} \circ \mathcal{P}(\varepsilon)(\varphi) \quad \text{(Definition of $\pi_1$)}$$

$$= \mathcal{P}(\varepsilon)(\varphi)(1) \quad \text{(Definition of $h^\mathcal{P}$)}$$

$$= \lor_{y \in \varepsilon^{-1}(1)} \varphi(y) \quad \text{(Definition of $\mathcal{P}(\varepsilon)$)}$$

For the second equality we observe

$$\overline{\delta}_a(\varphi)(x) = \overline{\delta}(\varphi)(a)(x) \quad \text{(Definition of $\overline{\delta}_a$)}$$

$$= \pi_2 \circ (h^\mathcal{P} \times \text{st}) \circ (\mathcal{P}\pi_1, \mathcal{P}\pi_2) \circ \mathcal{P}(\langle \varepsilon, \delta \rangle)(\varphi)(a)(x) \quad \text{(Definition of $\overline{\delta}$)}$$

$$= \text{st} \circ \mathcal{P}(\delta)(\varphi)(a)(x) \quad \text{(Definition of $\pi_2$)}$$
\[ = \mathcal{P}(\text{ev}_a)((\mathcal{P}(\delta))(\varphi))(x) \quad \text{(Definition of st)} \]
\[ = \mathcal{P}(\delta_a)(\varphi)(x) \quad \text{(Definition of } \delta_a) \]
\[ = \bigvee_{y \in \delta_a^{-1}(x)} \varphi(y) \quad \text{(Definition of } \mathcal{P}(\delta_a)) \]

To cover the canonical nominal RFSA we need the following result which shows that the canonical strength\(^5\) function for the powerset monad \(\mathcal{P}\) on the category \(\text{Set}\) naturally lifts to the nominal powerset monad \(\mathcal{P}_n\) (cf. Examples 2.2.0.8) on the category \(\mathbb{A}-\text{Nom}\) of finitely supported nominal \(\mathbb{A}\)-sets and equivariant functions.

**Lemma 4.4.0.11.** The strength function \(\text{st} : \mathcal{P}_n(X^\mathbb{A}) \to (\mathcal{P}_nX)^\mathbb{A}\) satisfying \(\text{st}(\Phi)(a) = \mathcal{P}_n(\text{ev}_a)(\Phi)\) is equivariant.

**Proof.** As before, let \(\text{Perm}(\mathbb{A})\) be the set of permutations of \(\mathbb{A}\), that is, bijective functions \(\pi : \mathbb{A} \to \mathbb{A}\). We first observe that for any \(a \in \mathbb{A}, x \in X\) and \(\pi \in \text{Perm}(\mathbb{A})\) the mapping

\[ \{ \varphi \in X^\mathbb{A} \mid \varphi(a) = x \} \to \{ \varphi \in X^\mathbb{A} \mid \varphi(\pi^{-1}.a) = \pi^{-1}.x \} \quad \pi \mapsto \pi^{-1}.\varphi \quad (4.2) \]

defines a bijection with inverse assignment \(\varphi \mapsto \pi.\varphi\). Note that the set 2 is equipped with the trivial action. The statement thus follows from

\[
(\pi \cdot \text{st}(\Phi))(a)(x) = \pi \cdot (\text{st}(\Phi)(\pi^{-1}.a))(x) \quad \text{(Definition of } \pi \cdot \text{st}(\Phi))
\]
\[
= \text{st}(\Phi)(\pi^{-1}.a)(\pi^{-1}.x) \quad \text{(Definition of } \pi \cdot (\text{st}(\Phi)(\pi^{-1}.a)))
\]
\[
= \mathcal{P}_n(\text{ev}_{\pi^{-1}.a})(\Phi)(\pi^{-1}.x) \quad \text{(Definition of st)}
\]
\[
= \bigvee_{\varphi \in \text{ev}_{\pi^{-1}.a}^{-1}(\pi^{-1}.x)} \Phi(\varphi) \quad \text{(Definition of } \mathcal{P}_n(\text{ev}_{\pi^{-1}.a}))
\]
\[
= \bigvee_{\varphi \in \text{ev}_a^{-1}(x)} \Phi(\pi^{-1}.\varphi) \quad (4.2)
\]
\[
= \bigvee_{\varphi \in \text{ev}_a^{-1}(x)} (\pi.\Phi)(\varphi) \quad \text{(Definition of } \pi.\Phi)
\]
\[
= \mathcal{P}_n(\text{ev}_a)(\pi.\Phi)(x) \quad \text{(Definition of } \mathcal{P}_n(\text{ev}_a))
\]
\[
= \text{st}(\pi.\Phi)(a)(x) \quad \text{(Definition of st)}
\]
Figure 4.7: The orbit-finite representation of the canonical nominal RFSA for \( L = \{vawau \mid v, w, u \in A^*, a \in A\} \)

Example 4.4.0.12 (The Canonical Nominal RFSA). Let \( A \) be a countably infinite set. In Lemma 4.4.0.11 we have established that the canonical strength function in \textbf{Set} lifts to \textbf{A-Nom}. It is also not hard to see that the functor \( F \) with \( FX = 2 \times X^A \) extends to a functor on \textbf{A-Nom}, and \( h^P_n : P_n2 \rightarrow 2 \) with \( h^P_n(\varphi) = \varphi(1) \) defines a \( P_n \)-algebra, which induces a canonical distributive law \( \lambda^P_n \) between \( F \) and the nominal powerset monad \( P_n \) (cf. Examples 2.2.0.8). As in [111], let \( L = \{vawau \mid v, w, u \in A^*, a \in A\} \), then \( a^{-n}L = a^{-2}L = A^* \) for \( n \geq 2 \), and \( v^{-1}L = \cup_{a \in A} a^{-|v|a}L \), where \( |v|_a \) denotes the number of \( a \)'s that occur in \( v \). In consequence, the nominal CSL underlying the minimal pointed \( \lambda^P_n \)-bialgebra is generated by the orbit-finite nominal set of join-irreducibles \( \{L\} \cup \{a^{-1}L \mid a \in A\} \), which is equipped with the obvious \textbf{Perm}(\( A \))-action and satisfies the inclusion \( L \subseteq a^{-1}L \subseteq A^* \). The orbit-finite representation of the \( P_n \)-succinct automaton induced by Proposition 4.4.0.5 is depicted in Figure 4.7.

Example 4.4.0.13 (The Minimal Xor Automaton). The \( R \)-algebra structure \( h^R : R2 \rightarrow 2 \) with \( h^R(\varphi) = \varphi(1) \) induces a canonical distributive law \( \lambda^R \) between \( F \) and the free vector space monad \( R \) over the two element field. The minimal pointed \( \lambda^R \)-bialgebra accepting \( L = (a + b)^*a \) is depicted in Figure 4.8a and coincides with the bialgebra freely generated by the \( F \)-coalgebra in Figure 4.3. The underlying vector space structure necessarily has a basis. We choose \((Y, i, d)\) with \( Y = \{\{x\}, \{x, y\}\} \), \( i(y) = y \), and \( d(\emptyset) = 0 \), \( d(\{x\}) = \{\{x\}\}, d(\{y\}) = \{\{x\}, \{x, y\}\}, d(\{x, y\}) = \{\{x, y\}\}. The \( R \)-succinct automaton induced by Proposition 4.4.0.5 is depicted in Figure 4.8b; it can be recognised as the minimal xor automaton, cf. e.g. [119].
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Figure 4.8: (a) The minimal $\mathbb{Z}_2$-vector space structured DFA for $L = (a+b)^*a$ (freely-generated by the DFA in Figure 4.3); (b) Up to the choice of a basis, the minimal xor automaton for $L = (a + b)^*a$

As before, the soundness of the construction in Figure 4.8a can be verified with the help of the following result, which translates the abstract definition of a free $\lambda^R$-bialgebra to concrete data.

**Lemma 4.4.0.14.** Let $(\mathcal{R}X, \mu^R_X, \langle \varepsilon, \delta \rangle) := \text{free}^{\lambda^R}(\langle X, \langle \varepsilon, \delta \rangle \rangle)$. Then it holds $\varepsilon(\varphi) = \bigoplus_{y \in \varepsilon^{-1}(1)} \varphi(y)$ and $\delta_a(\varphi)(x) = \bigoplus_{y \in \delta^{-1}_a(x)} \varphi(y)$.

**Proof.** Analogous to the proof of Lemma 4.4.0.10. □

### 4.5 Changing the Type of Succinct Automata

This section contains a generalisation of the approach in Section 4.4. The extension is based on the observation that in the last section we implicitly considered two types of monads: (i) a monad $S$ that describes the additional algebraic structure of a given deterministic automaton; and (ii) a monad $T$ that captures the side-effects of the succinct automaton that is obtained by the generator-based translation. In Proposition 4.4.0.5, the main result of the last section, the monads coincided, but to recover for instance the átomaton [39] we will have to extend Proposition 4.4.0.5 to a situation where $S$ and $T$ can differ.
4.5.1 Relating Distributive Laws

We now recall the main technical ingredient of our extension: distributive law homomorphisms. As before, we present the theory on the level of arbitrary bialgebras, even though we will later focus on the case where the coalgebraic dynamics are those of deterministic automata. Distributive law homomorphisms will allow us to shift a bialgebra over a monad $S$ to an equivalent bialgebra over a monad $T$, for which we can then find, analogous to Section 4.4, an equivalent succinct representation. The notion we use is an instance of a much more general definition that allows to relate distributive laws on two different categories. We restrict to the case where both distributive laws are given over the same behavioural endofunctor $F$.

**Definition 4.5.1.1** (Distributive Law Homomorphism [157, 128]). Let $\lambda^S : SF \to FS$ and $\lambda^T : TF \to FT$ be distributive laws between monads $S$ and $T$ and an endofunctor $F$, respectively. A distributive law homomorphism $\alpha : \lambda^S \to \lambda^T$ consists of a natural transformation $\alpha : T \Rightarrow S$ such that the following three diagrams commute:

\[
\begin{array}{ccc}
T^2 & \xrightarrow{\mu^T} & T \\
\downarrow \alpha & & \downarrow \alpha \\
TS & \xrightarrow{\alpha_S} & SS \\
\downarrow \alpha & & \downarrow \alpha \\
S & & S \\
\end{array}
\quad
\begin{array}{ccc}
1 & \xrightarrow{\eta^S} & S \\
\downarrow \alpha & & \downarrow \alpha \\
TF & \xrightarrow{\lambda^T} & FT \\
\downarrow \alpha_F & & \downarrow \alpha_F \\
SF & \xrightarrow{\lambda^S} & FS \\
\end{array}
\]

The above definition is such that $\alpha$ induces a functor between the categories of $\lambda^S$- and $\lambda^T$-bialgebras. The statement is well-known [87, 35]. Since we were unable to locate a full proof in the literature, we include one by ourselves below.

**Lemma 4.5.1.2** ([87, 35]). Let $\alpha : \lambda^S \to \lambda^T$ be a distributive law homomorphism. Then $\alpha(X, h, k) := (X, h \circ \alpha_X, k)$ and $\alpha(f) := f$ defines a functor $\alpha : \text{Bialg}(\lambda^S) \to \text{Bialg}(\lambda^T)$.

**Proof.** We first show that the construction is well-defined on objects. The commuta-
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Commutativity of the two diagrams below shows that \((X, h \circ \alpha_X)\) is a \(T\)-algebra:

\[
\begin{array}{ccc}
T^2X & \xrightarrow{\mu_X^2} & TX \\
\downarrow{T \circ \alpha_X} & & \downarrow{\alpha_X} \\
TSX & \xrightarrow{\alpha_{SX}} & S^2X \\
\downarrow{T h} & & \downarrow{S h} \\
TX & \xrightarrow{\alpha_X} & SX \\
\end{array}
\quad
\begin{array}{ccc}
X & \xrightarrow{1} & X \\
\downarrow{\eta_X^S} & & \downarrow{h} \\
SX & \xrightarrow{S \circ \alpha_X} & X \\
\downarrow{\alpha_X} & & \downarrow{\alpha_X} \\
TX & \xrightarrow{\alpha_X} & X \\
\end{array}
\]

To establish that \((X, h \circ \alpha_X, k)\) is a \(\lambda^T\)-bialgebra it thus remains to observe the commutativity of the diagram on the left below:

\[
\begin{array}{ccc}
TX & \xrightarrow{T \circ k} & TFX \\
\downarrow{\alpha_X} & & \downarrow{\alpha_{FX}} \\
SX & \xrightarrow{S \circ k} & SFX \\
\downarrow{h} & & \downarrow{F h} \\
X & \xrightarrow{k} & FX \\
\end{array}
\quad
\begin{array}{ccc}
TX & \xrightarrow{T f} & TY \\
\downarrow{\alpha_X} & & \downarrow{\alpha_Y} \\
SX & \xrightarrow{S f} & SY \\
\downarrow{h} & & \downarrow{h} \\
X & \xrightarrow{f} & Y \\
\end{array}
\]

Well-definedness on morphisms follows from the naturality of \(\alpha\), as seen on the right above. Compositionality follows immediately from the definition of \(\alpha\) on morphisms.

The next result is a straightforward consequence of Proposition 4.4.0.5, and may be strengthened to an isomorphism in case one is given a basis instead of a generator, analogous to Proposition 4.4.0.8. It can be seen as a road map to the approach we propose in this section.

**Corollary 4.5.1.3.** Let \(\alpha : \lambda^S \rightarrow \lambda^T\) be a homomorphism between distributive laws and \((X, h, k)\) a \(\lambda^S\)-bialgebra. If \((Y, i, d)\) is a generator for the \(T\)-algebra \((X, h \circ \alpha_X)\), then \((h \circ \alpha_X) \circ Ti : \exp_T((Y, Fd \circ k \circ i)) \rightarrow (X, h \circ \alpha_X, k)\) is a \(\lambda^T\)-bialgebra homomorphism.

**Proof.** By Lemma 4.5.1.2 the tuple \((X, h \circ \alpha_X, k)\) constitutes a \(\lambda^T\)-bialgebra. The
statement thus follows from Proposition 4.4.0.5.

\[ \square \]

### 4.5.2 Deriving Distributive Law Relations

We now turn to the procedure of deriving a distributive law homomorphism. In practice, coming up with a natural transformation and proving that it lifts to a distributive law homomorphism can be quite cumbersome.

Fortunately, for certain cases, there is a way to simplify things significantly. For instance, as the next result shows, if, as in (4.1), the involved distributive laws are induced by algebra structures \( h^S \) and \( h^T \) for an output set \( B \), respectively, then one of the conditions is implied by a less convoluted constraint.

**Lemma 4.5.2.1.** Let \( \alpha : T \Rightarrow S \) be a natural transformation satisfying \( h^S \circ \alpha_B = h^T \), then \( \lambda^S \circ \alpha_T = F \alpha \circ \lambda^T \).

**Proof.** We need to establish the commutativity of the following diagram:

\[
\begin{array}{c}
T(X^A \times B) \xrightarrow{\alpha_{X^A \times B}} S(X^A \times B) \\
\downarrow \quad \downarrow \\
T(X^A) \times TB \xrightarrow{\alpha_{X^A} \times \alpha_B} S(X^A) \times SB \\
\downarrow \quad \downarrow \\
(TX)^A \times B \xrightarrow{(\alpha_X)^A \times B} (SX)^A \times B
\end{array}
\]

The commutativity of the top square is a consequence of the naturality of \( \alpha \). Similarly, the commutativity of the bottom square follows from the assumption and the naturality of \( \alpha \),

\[
\begin{align*}
st \circ \alpha_X(U)(a) &= S(\text{ev}_a) \circ \alpha_X(U) \quad \text{(Definition of } st) \\
&= \alpha_X \circ T(\text{ev}_a)(U) \quad \text{(Naturality of } \alpha) \\
&= \alpha_X^A \circ \text{st}(U)(a) \quad \text{(Definition of } st)
\end{align*}
\]

\[ \square \]
The next result shows that for the neighbourhood monad there exists a family of canonical choices of distributive law homomorphisms parametrised by Eilenberg-Moore algebra structures on the output set $B = 2$. While it is well-known that such algebras induce a monad morphism, for instance in the coalgebraic modal logic community [85, 136, 62], its commutativity with canonical distributive laws has not been observed before. Moreover, we provide a new formalisation in terms of the strength function, which allows the result to be lifted to strong monads and arbitrary output objects on other categories than the one of sets and functions.

**Proposition 4.5.2.2.** Any algebra $h : T2 \to 2$ over a set monad $T$ induces a homomorphism $\alpha^h : \lambda^H \to \lambda^h$ between distributive laws by $\alpha^h_X := h^X \circ \text{st} \circ T(\eta^H_X)$.

**Proof.** It is well-known that the strength operation is natural and satisfies the two equalities

$$
(\eta^T_A)^B = \text{st} \circ \eta^T_{AB} \quad \text{st} \circ \mu_{AB} = \mu^B \circ \text{st} \circ T\text{st}.
$$

It is also not hard to see that for functions $f : A \to B$ and $g : C \to D$ it holds $f^D \circ A^g = B^g \circ f^C$. We write $f^*$ for $A^f$ and $f$, for $f^A$, and omit components of natural transformations for readability. The naturality of $\alpha^h_T$ is a consequence of:

$$
\begin{array}{cccc}
TX & \xrightarrow{T\eta^H} & T(2^2) & \xrightarrow{\text{st}} & T(2)^2 & \xrightarrow{h^2} & 2^2 \\
\downarrow T \downarrow f & & \downarrow T((f^*)^*) & & \downarrow (f^*)^* & & \downarrow (f^*)^* \\
TY & \xrightarrow{T\eta^H} & T(2^2) & \xrightarrow{\text{st}} & T(2)^2 & \xrightarrow{h^2} & 2^2
\end{array}
$$

Next, note that $2^H \circ \eta^H_{2^X} = \text{id}_{2^X}$, as for all $\Phi \in 2^2X, \varphi \in 2^X$ we have:

$$
(2^H \circ \eta^H_{2^X})(\Phi)(\varphi) = (\eta^H_{2^X}(\Phi) \circ \eta^H_{2^X})(\varphi) \quad \text{(Definition of } 2^f) \\
= \eta^H_{2^X}(\varphi)(\Phi) \quad \text{(Definition of } \eta^H_{2^X}) \\
= \Phi(\varphi) \quad \text{(Definition of } \eta^H_{2^X}) \\
= \text{id}_{2^X}(\Phi)(\varphi) \quad \text{(Definition of } \text{id}_{2^X}).
$$

Using the above equality, the equation involving the monad multiplications is seen from the diagram on the left below. The equation involving the monad units is
established by the diagram on the right below:

To show that the equation involving the distributive laws holds, we use Lemma 4.5.2.1. That is, we note that for any $f$ it holds $f \circ \text{ev}_a = \text{ev}_a \circ f_*$ and $h_\mathcal{H} = \text{ev}_{id_2}$ before establishing the following commutative diagram:

The rest of the section is concerned with using Proposition 4.5.2.2 and Corollary 4.5.1.3 to derive canonical acceptors through distributive law homomorphisms.
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4.5.3 Example: The Átomaton

We will now justify the previous informal construction of the átomaton. As hinted before, the átomaton can be recovered by relating the neighbourhood monad $\mathcal{H}$—whose algebras are complete atomic Boolean algebras (CABAs)—and the powerset monad $\mathcal{P}$. Formally, as a consequence of Proposition 4.5.2.2 we obtain the following.

**Corollary 4.5.3.1.** Let $\alpha_X : \mathcal{P}X \to \mathcal{H}X$ satisfy $\alpha_X(\varphi)(\psi) = \lor_{x \in X} \varphi(x) \land \psi(x)$, then $\alpha$ constitutes a distributive law homomorphism $\alpha : \lambda^\mathcal{H} \to \lambda^\mathcal{P}$.

**Proof.** We show that $\alpha h^\mathcal{P} = \alpha$, the statement then follows from Proposition 4.5.2.2:

$$
\begin{align*}
\alpha h^\mathcal{P}(\varphi)(\psi) &= (h^\mathcal{P})^2 X \circ \mathcal{S}T \circ \mathcal{P}(\eta^\mathcal{H}_X)(\varphi)(\psi) & \text{(Definition of } \alpha h^\mathcal{P}) \\
&= \mathcal{S}T \circ \mathcal{P}(\eta^\mathcal{H}_X)(\varphi)(\psi)(1) & \text{(Definition of } h^\mathcal{P}) \\
&= \mathcal{P}(\mathcal{E}v_{\psi})(\mathcal{P}(\eta^\mathcal{H}_X)(\varphi))(1) & \text{(Definition of } \mathcal{S}T) \\
&= \mathcal{P}(\mathcal{E}v_{\psi} \circ \eta^\mathcal{H}_X)(\varphi)(1) & \text{(Definition of } \mathcal{P}(\psi)) \\
&= \mathcal{P}(\psi)(\varphi)(1) & \text{(Definition of } \psi) \\
&= \lor_{x \in \psi^{-1}(1)} \varphi(x) & \text{(Definition of } \rho_X \circ \psi^{-1}) \\
&= \lor_{x \in X} \varphi(x) \land \psi(x) & \text{(Definition of } \alpha_X) \\
&= \alpha_X(\varphi)(\psi) & \text{(Definition of } \alpha_X)
\end{align*}
$$

\[ \square \]

The next statement follows from a well-known Stone-type duality representation theorem for CABAs [149].

**Lemma 4.5.3.2.** Let $\alpha_X : \mathcal{P}X \to \mathcal{H}X$ satisfy $\alpha_X(\varphi)(\psi) = \lor_{x \in X} \varphi(x) \land \psi(x)$. If $B = (X, h)$ is an $\mathcal{H}$-algebra, then $(\text{At}(B), i, d)$ with $i(a) = a$ and $d(x) = \{a \in \text{At}(B) \mid a \leq x\}$ is a basis for the $\mathcal{P}$-algebra $(X, h \circ \alpha_X)$.

**Proof.** Let $K : \text{Set}^{op} \to \text{Set}^\mathcal{H}$ denote the comparison functor with $K(X) = (\mathcal{P}X, 2\eta_X^\mathcal{H})$, induced by the self-dual contravariant powerset adjunction. It is well-known that $K$ has a quasi-inverse, namely the functor $\text{At} : \text{Set}^\mathcal{H} \to \text{Set}^{op}$ assigning to a complete atomic Boolean algebra $B$ its atoms $\text{At}(B)$ [149]. The equivalence $d : B \simeq K \circ \text{At}(B)$
is given by \( d(x) = \{ a \in \text{At}(B) \mid a \leq x \} \). The calculation below
\[
2^{\eta_X^H} \circ \alpha_{\mathcal{P}X}(\Phi)(x) = \alpha_{\mathcal{P}X}(\Phi)(\eta_X^H(x)) \quad \text{(Definition of } 2^{\eta_X^H})
\]
\[
= \bigvee_{\varphi \in \mathcal{P}X} \Phi(\varphi) \land \eta_X^H(x)(\varphi) \quad \text{(Definition of } \alpha_{\mathcal{P}X})
\]
\[
= \bigvee_{\varphi \in \mathcal{P}X} \Phi(\varphi) \land \varphi(x) \quad \text{(Definition of } \eta_X^H)
\]
\[
= \mu_X^P(\Phi)(x) \quad \text{(Definition of } \mu_X^P)
\]
shows that \( 2^{\eta_X^H} \circ \alpha_{\mathcal{P}X} = \mu_X^P \). By Corollary 4.5.3.1 the definition \( \alpha((X, h)) = (X, h \circ \alpha_X) \) yields a functor \( \alpha : \text{Set}^H \to \text{Set}^P \). We can thus deduce the following equivalence between \( \mathcal{P} \)-algebras:
\[
(X, h \circ \alpha_X) = \alpha(B) \quad \text{(Definition of } \alpha)
\]
\[
\simeq \alpha \circ K \circ \text{At}(B) \quad \text{(id} \simeq K \circ \text{At})
\]
\[
= (\mathcal{P}(\text{At}(B)), 2^{\eta_{\text{At}(B)}^H} \circ \alpha_{\mathcal{P}(\text{At}(B))}) \quad \text{(Definition of } \alpha \circ K \circ \text{At})
\]
\[
= (\mathcal{P}(\text{At}(B)), \mu_{\text{At}(B)}) \quad (2^{\eta_X^H} \circ \alpha_{\mathcal{P}X} = \mu_X^P)
\]
Using the definition of a basis, the former immediately implies the claim. \( \square \)

The automaton for the regular language \( L = (a + b)^*a \), for example, can now be obtained as follows. First, we construct the minimal pointed \( \lambda^H \)-bialgebra accepting \( L \), which is depicted in Figure 4.4 together with its underlying CABA structure \( B \). The construction can be verified with the help of the following result.

**Lemma 4.5.3.3.** Let \( (\mathcal{H}X, \mu_X^H, (\varepsilon, \delta)) := \text{free}^\lambda((X, (\varepsilon, \delta))) \). Then it holds \( \varepsilon(\Phi) = \Phi(\varepsilon) \) and \( \delta_a(\Phi)(\varphi) = \Phi(\varphi \circ \delta_a) \).

**Proof.** The proof is analogous to the one of Lemma 4.4.0.10. The first equality is seen as follows:
\[
\varepsilon(\Phi) = \mathcal{H}(\varepsilon)(\Phi)(\text{id}_2) \quad \text{(Cf. proof of Lemma 4.4.0.10)}
\]
\[
= \Phi(\text{id}_2 \circ \varepsilon) \quad \text{(Definition of } \mathcal{H}(\varepsilon))
\]
\[
= \Phi(\varepsilon) \quad \text{(id}_2 \circ \varepsilon = \varepsilon)
\]
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Figure 4.9: (a) The minimal CDL-structured DFA for $L = (a + b)^*a$, where $1 \equiv \{\{x\}, \{x, y\}\}, 2 \equiv \emptyset, 3 \equiv \{\{x\}, \{y\}, \{x, y\}\}, 4 \equiv \{\{x\}, \{y\}, \{x, y\}, \emptyset\}$; (b) The distromaton for $L = (a + b)^*a$

For the second equality we observe:

$$\overline{\delta_a}(\Phi)(\varphi) = H(\delta_a)(\Phi)(\varphi)$$

$$= \Phi(\varphi \circ \delta_a)$$

(Cf. proof of Lemma 4.4.0.10)

(Definition of $H(\delta_a)$)

Using the distributive law homomorphism $\alpha$ of Corollary 4.5.3.1, the minimal pointed $\lambda^H$-bialgebra can then be translated into an equivalent pointed $\lambda^P$-bialgebra with underlying CSL-structure $\alpha(B)$. By Lemma 4.5.3.2 the atoms $At(B)$ of $B$ form a basis for $\alpha(B)$. In this case the atoms are given by $\{\{x\}, \{x, y\}\}, \{\{y\}\}$ and $\emptyset$. The $P$-succinct automaton consequently induced by Corollary 4.5.1.3 is depicted in Figure 4.5; it can be recognised as the átomaton, cf. e.g. [119].

4.5.4 Example: The Distromaton

We shall now use our framework to recover another canonical non-deterministic acceptor: the distromaton [119]. As the name suggests, it can be constructed by relating the monotone neighbourhood monad $A$ – whose algebras are completely distributive
lattices – and the powerset monad \( P \). Formally, the relationship can be established by the same natural transformation we used for the automaton.

**Corollary 4.5.4.1.** Let \( \alpha_X : PX \to AX \) satisfy \( \alpha_X(\varphi)(\psi) = \forall x \in X \varphi(x) \land \psi(x) \), then \( \alpha \) constitutes a distributive law homomorphism \( \alpha : \lambda^A \to \lambda^P \).

**Proof.** We observe that \( \alpha_X(\varphi) : (2^X, \subseteq) \to (2, \leq) \) is monotone for all \( \varphi \in 2^X \). Since the monotone neighbourhood monad \( \mathcal{A} \) and the neighbourhood monad \( \mathcal{H} \) only differ on objects, the result follows from Corollary 4.5.3.1.

The distromaton for the regular language \( L = (a + b)^*a \), for example, can now be obtained as follows. First, we construct the minimal pointed \( \lambda^A \)-bialgebra for \( L \), depicted in Figure 4.9a with its underlying CDL structure \( h \). The construction can be verified with the help of the result below.

**Lemma 4.5.4.2.** Let \( (AX, \mu_X^A, \langle \varepsilon, \delta \rangle) := \text{free}^\lambda((X, \langle \varepsilon, \delta \rangle)) \). Then it holds \( \varepsilon(\Phi) = \Phi(\varepsilon) \) and \( \delta_0(\Phi)(\varphi) = \Phi(\varphi \circ \delta_0) \).

**Proof.** Analogous to the proof of Lemma 4.5.3.3.

Using the distributive law homomorphism \( \alpha \) in Corollary 4.5.4.1, the minimal pointed \( \lambda^A \)-bialgebra can be translated into an equivalent pointed \( \lambda^P \)-bialgebra with underlying CSL structure \( L = h \circ \alpha_X \). Its partially ordered state space

\[
\emptyset \leq \{\{x\}, \{x, y\}\} \leq \{\{x\}, \{y\}, \{x, y\}\} \leq \{\{x\}, \{y\}, \{x, y\}, \emptyset\}
\]

is necessarily finite, which turns the set of join-irreducibles into a size-minimal generator \((J(L), i, d)\) for \( L \), where \( i(y) = y \) and \( d(x) = \{y \in J(L) \mid y \leq x\} \). In this case, the join-irreducibles are given by all non-zero states. The \( P \)-succinct automaton consequently induced by Corollary 4.5.1.3 is depicted in Figure 4.9b and can be recognised as the distromaton, cf. [119].

### 4.5.5 Example: The Minimal Xor-CABA Automaton

We conclude this section by relating the neighbourhood monad \( \mathcal{H} \) with the free vector space monad \( \mathcal{R} \) over the unique two element field \( \mathbb{Z}_2 \). In particular, we derive a new
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\[ A \xrightarrow{\text{distromaton}} \mathcal{P} \leftarrow \text{átomaton} \]
\[ \mathcal{H} \xrightarrow{\text{minimal xor-CABA}} \mathcal{R} \]
\[ \cup \]
canonical RFSA

Figure 4.10: The minimal xor-CABA automaton is to the minimal xor automaton what the átomaton is to the canonical RFSA

canonical succinct acceptor for regular languages, which we call the minimal xor-CABA automaton.

The next result shows that every CABA can be equipped with a symmetric difference operation that turns it into a vector space over the two element field.

**Corollary 4.5.5.1.** Let \( \alpha_X : \mathcal{RX} \rightarrow \mathcal{HX} \) satisfy \( \alpha_X(\varphi)(\psi) = \bigoplus_{x \in X} \varphi(x) \cdot \psi(x) \), then \( \alpha \) constitutes a distributive law homomorphism \( \alpha : \mathcal{H} \rightarrow \mathcal{R} \).

**Proof.** Analogous to the proof of Corollary 4.5.3.1. \( \square \)

Since every vector space admits a basis, the above result leads to the definition of a new acceptor of regular languages. In what follows, let \( \alpha \) denote the homomorphism in Corollary 4.5.5.1 and \( F \) the endofunctor given by \( FX = 2 \times X^A \).

**Definition 4.5.5.2 (Minimal Xor-CABA Automaton).** Let \( (X, h, k) \) be the minimal \( \mathcal{H} \)-bialgebra accepting a regular language \( L \subseteq A^* \), and \( B = (Y, i, d) \) a basis for the \( \mathcal{R} \)-algebra \( (X, h \circ \alpha_X) \). The **minimal xor-CABA automaton** for \( L \) with respect to \( B \) is the \( d(x) \)-pointed \( \mathbb{Z}_2 \)-weighted automaton \( Fd \circ k \circ i \).

In Figure 4.10 it is indicated how the canonical acceptors in this chapter, including the minimal xor-CABA automaton, are based on relations between pairs of monads.

For the regular language \( L = (a+b)^*a \) the above definition instantiates as follows. First, as for the átomaton, we construct the minimal pointed \( \mathcal{H} \)-bialgebra \( (X, h, k) \) for \( L \); it is depicted in Figure 4.4. As one easily verifies, the \( \mathbb{Z}_2 \)-vector space \( (X, h \circ \alpha_X) \) is induced by the symmetric difference operation \( \oplus \) on subsets. Using the notation in Figure 4.4, we choose the basis \( (Y, i, d) \) with \( Y = \{4, 6, 7, 8\} \); \( i(y) = y \); and \( d(1) = 7 \oplus 8 \), \( d(2) = \emptyset \), \( d(3) = 6 \oplus 7 \), \( d(4) = 4 \), \( d(5) = 6 \oplus 7 \oplus 8 \), \( d(6) = 6 \), \( d(7) = 7 \),
\[d(8) = 8.\] The induced \(d(1) = 7\) \(\oplus\) \(8\)-pointed \(R\)-succinct automaton accepting \(L\), i.e. the minimal xor-CABA automaton, is depicted in Figure 4.11.

### 4.6 Minimality

In this section we restrict ourselves to the category of (nominal) sets. We show that every language satisfying a suitable property parametric in monads \(S\) and \(T\) admits a size-minimal succinct automaton of type \(T\) accepting it. As a main result we obtain Theorem 4.6.0.5. In Section 4.6.1 we instantiate the former to subsume known minimality results for canonical automata, to prove the xor-CABA automaton minimal, and to establish a size-comparison between different acceptors.

Given a distributive law homomorphism \(\alpha : \lambda^S \to \lambda^T\), let \(\text{ext} : \text{Coalg}(FT) \to \text{Coalg}(FS)\) be the functor given by \(\text{ext}(\langle X, k \rangle) = (X, F\alpha_X \circ k)\) and \(\text{ext}(f) = f\). Moreover, let \(\text{exp}_U : \text{Coalg}(FU) \to \text{Bialg}(\lambda^U)\) for \(U \in \{S, T\}\) denote the functor introduced in Lemma 4.3.0.10.

**Proposition 4.6.0.1.** Let \(\alpha : \lambda^S \to \lambda^T\) be a distributive law homomorphism. Then \(\alpha_X : TX \to SX\) underlies a natural transformation \(\alpha : \text{exp}_T \Rightarrow \alpha \circ \text{exp}_S \circ \text{ext}\) between functors of type \(\text{Coalg}(FT) \to \text{Bialg}(\lambda^T)\).

**Proof.** Given a \(T\)-succinct automaton \(\mathcal{X} = (X, k)\) the definitions imply:

\[
\text{exp}_T(\mathcal{X}) = (TX, \mu^T_X, F\mu^T_X \circ \lambda^T_{TX} \circ Tk)
\]

\[
\alpha \circ \text{exp}_S \circ \text{ext}(\mathcal{X}) = (SX, \mu^S_X \circ \alpha_{SX}, F\mu^S_X \circ \lambda^S_{SX} \circ SF\alpha_X \circ Sk).
\]

By the definition of distributive law homomorphisms, the morphism \(\alpha_X\) commutes with the underlying \(T\)-algebra structures. Its commutativity with the underlying
$F$-coalgebra structures follows from:

\[
\begin{array}{cccccc}
T X & \xrightarrow{T F} & T F T X & \xrightarrow{\lambda T_{F X}} & F T^2 X & \xrightarrow{F \mu X} & F T X \\
\downarrow^{\alpha_X} & & \downarrow^{\alpha_{F T X}} & & \downarrow^{F T \alpha_X} & & \downarrow^{F \alpha_X} \\
S X & \xrightarrow{S k} & S F T X & \xrightarrow{S F \alpha_X} & S F S X & \xrightarrow{\lambda S_{F X}} & F S^2 X & \xrightarrow{F \mu S X} & F S X
\end{array}
\]

Above we use the naturality of $\alpha$ and $\lambda^T$, and the definition of a distributivity law homomorphism. The naturality of $\alpha$ as natural transformation $\alpha : \exp_T \Rightarrow \alpha \circ \exp_S \circ \text{ext}$ follows from the naturality of $\alpha$ as natural transformation $\alpha : T \Rightarrow S$. 

In the above situation a $T$-succinct automaton admits two semantics, by lifting the former either to a bialgebra over $\lambda^S$ or $\lambda^T$. The next definition introduces a notion of closedness that captures the cases in which the image of both semantics coincides.

**Definition 4.6.0.2 (α-Closed Succinct Automaton).** Let $\alpha : \lambda^S \rightarrow \lambda^T$ be a distributive law homomorphism. We say that a $T$-succinct automaton $\mathcal{X}$ is $\alpha$-closed if the unique diagonal below is an isomorphism:

\[
\begin{array}{ccc}
\exp_T (\mathcal{X}) & \xrightarrow{\text{obs}} & \text{im}(\text{obs}_{\exp_T (\mathcal{X})}) \\
\downarrow^{\text{obs} \circ \alpha_X} & & \downarrow \\
\text{im}(\text{obs}_{\alpha(\exp_S (\text{ext}(\mathcal{X})))}) & \xrightarrow{\text{obs}} & \Omega
\end{array}
\]

It immediately follows that the unique diagonal in Definition 4.6.0.2 is injective.

The result below shows that instead of defining the $\alpha$-closedness of $\mathcal{X}$ as true if the unique diagonal is an isomorphism, we could have equivalently defined it to be true if their exists any isomorphism of such type.

**Lemma 4.6.0.3.** $\mathcal{X}$ is $\alpha$-closed iff $\text{im}(\text{obs}_{\exp_T (\mathcal{X})}) \cong \text{im}(\text{obs}_{\alpha(\exp_S (\text{ext}(\mathcal{X})))})$.

**Proof.** Clearly, if $\mathcal{X}$ is $\alpha$-closed, then, by definition, the unique diagonal in Definition 4.6.0.2 witnesses the desired isomorphism.

Conversely, assume there is any isomorphism $\text{im}(\text{obs}_{\exp_T (\mathcal{X})}) \cong \text{im}(\text{obs}_{\alpha(\exp_S (\text{ext}(\mathcal{X})))})$. As the unique diagonal $d$ in Definition 4.6.0.2 is necessarily injective, it remains to
show that it is also surjective, that is \( \text{im}(d) \cong \text{im}(\text{obs}_{\alpha(\text{exp}_T(\text{ext}(X)))}) \). The latter follows immediately from the uniqueness of epi-mono factorisations:

\[
\begin{array}{ccc}
\text{im}(\text{obs}_{\text{exp}_T(X)}) & \xrightarrow{d} & \text{im}(d) \\
\phi \downarrow & \cong & \downarrow \\
\text{im}(\text{obs}_{\alpha(\text{exp}_G(\text{ext}(x)))}) & \xleftarrow{\phi^{-1}} & \text{im}(\text{obs}_{\alpha(\text{exp}_T(X))})
\end{array}
\]

\[\Box\]

Succinct automata obtained from generators for bialgebras are \( \alpha \)-closed.

**Lemma 4.6.0.4.** Let \( \alpha : \lambda^S \rightarrow \lambda^T \) be a distributive law homomorphism and \((X, h, k)\) a \( \lambda^S \)-bialgebra. If \((Y, i, d)\) is a generator for \((X, h \circ \alpha_X)\), then \((Y, Fd \circ k \circ i)\) is \( \alpha \)-closed.

**Proof.** We write \( X := (X, h, k) \), \( G := (Y, i, d) \), and \( \text{gen}(\alpha(X), G) := (Y, Fd \circ k \circ i) \). The definitions imply

\[
\text{exp}_T(\text{gen}(\alpha(X), G)) = (TY, \mu_Y^T, (F \circ k \circ i)^2)
\]

\[
\alpha \circ \text{exp}_T \circ \text{ext}(\text{gen}(\alpha(X), G)) = (SY, \mu_Y^S \circ \alpha_{SY}, (F(\alpha_Y \circ d) \circ k \circ i)^2).
\]

Since \( G \) is a generator for \((X, h \circ \alpha_X)\), Proposition 4.4.0.5 implies that \((h \circ \alpha_X) \circ Ti : \text{exp}_T(\text{gen}(\alpha(X), G)) \rightarrow \alpha(X)\) is a \( \lambda^T \)-bialgebra homomorphism. By the definition of a generator, \((h \circ \alpha_X) \circ Ti\) has a right-inverse, which implies its surjectivity. Naturality of \( \alpha \) shows that \( \overline{G} = (Y, i, \alpha_Y \circ d) \) is a generator for \((X, h)\). Thus Proposition 4.4.0.5 implies that \( h \circ Si : \text{exp}_S(\text{gen}(X, \overline{G})) \rightarrow X\) is a \( \lambda^S \)-bialgebra homomorphism. By the definition of a generator, \( h \circ Si\) has a right-inverse, which implies its surjectivity. Applying \( \alpha \) shows that \( h \circ Si : \alpha \circ \text{exp}_S \circ \text{ext}(\text{gen}(\alpha(X), G)) \rightarrow \alpha(X)\) is a surjective \( \lambda^T \)-bialgebra homomorphism. The statement follows from the uniqueness of epi-mono...
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factorisations:

\[
\begin{align*}
\exp_T \circ \gen(\alpha(X), G) & \xrightarrow{\alpha_Y} \im(\obs_{\exp_T \circ \gen(\alpha(X), G)}) \\
\alpha \circ \exp_S \circ \ext(\gen(\alpha(X), G)) & \xrightarrow{\alpha(X)} \im(\obs(\alpha(X))) \\
\im(\obs_{\alpha \circ \exp_S \circ \ext(\gen(\alpha(X), G))}) & \xrightarrow{\sim} \Omega
\end{align*}
\]

We are now able to state our main result.

In [119, Theorem 4.8] it is shown that i) the canonical RFSA for \( L \) accepts the least number of languages among all NFAs accepting \( L \); and ii) among NFAs with the same number of accepted languages, the canonical RFSA is state-minimal. Note how the two bullet points of Theorem 4.6.0.5 below resemble the ones in [119, Theorem 4.8]: if \( S = T = P \) and \( \alpha \) is trivial, the theorem implies that i) the set of languages accepted by the canonical RFSA for \( L \) is included in any other set of languages accepted by NFAs for \( L \); and ii) among NFAs for \( L \) that accept the same set of languages (i.e. \( \text{Der}(L)_{\text{CSL}} \)), the canonical RFSA is size-minimal (cf. Corollary 4.6.1.3).

**Theorem 4.6.0.5 (Minimal Succinct Automata).** Given a language \( L \in \Omega \) such that there exists a minimal pointed \( \lambda^S \)-bialgebra \( M \) accepting \( L \) and the underlying algebra of \( \alpha(M) \) admits a size-minimal generator, there exists a pointed \( \alpha \)-closed \( T \)-succinct automaton \( X \) accepting \( L \) such that:

- for any pointed \( \alpha \)-closed \( T \)-succinct automaton \( Y \) accepting \( L \) we have that \( \im(\obs_{\exp_T(X)}) \subseteq \im(\obs_{\exp_T(Y)}) \);
- if \( \im(\obs_{\exp_T(X)}) = \im(\obs_{\exp_T(Y)}) \), then \( |X| \leq |Y| \), where \( X \) and \( Y \) are the carriers of \( X \) and \( Y \), respectively.

**Proof.** We use a similar notation as in the proof of Lemma 4.6.0.4. Let \( G = (X, i, d) \) be the size-minimal generator for the underlying algebra of \( \alpha(M) \), which we assume to be \( x \)-pointed. We define a \( d(x) \)-pointed \( T \)-succinct automaton \( X := \gen(\alpha(M), G) \).
By Corollary 4.5.1.3 there exists a $\lambda^T$-bialgebra homomorphism $i^T : \exp_T(\mathcal{X}) \to \alpha(\mathcal{M})$. By the definition of a generator, $i^T$ has a right-inverse, which implies its surjectivity. From the uniqueness of morphisms into a final coalgebra we can deduce that $\mathcal{X}$ accepts the language accepted by $\alpha(\mathcal{M})$. Because $\alpha$ only modifies the algebraic part of a bialgebra and the final bialgebra homomorphism is induced by the underlying final coalgebra homomorphism, the language accepted by $\alpha(\mathcal{M})$ is the language $L$ accepted by $\mathcal{M}$. From Lemma 4.6.0.4 it follows that $\mathcal{X}$ is $\alpha$-closed.

Consider any pointed $\alpha$-closed $T$-succinct automaton $\mathcal{Y}$ accepting $L$. By minimality of $\mathcal{M}$ there is an injective $\lambda^S$-bialgebra homomorphism $j : \mathcal{M} \hookrightarrow \text{im}(\text{obs}_{\exp_T(\text{ext}(\mathcal{Y})))}$, which is also an injective $\lambda^T$-bialgebra homomorphism $j : \alpha(\mathcal{M}) \hookrightarrow \text{im}(\text{obs}_{\alpha(\exp_T(\text{ext}(\mathcal{Y})))})$, because the functor $\alpha$ is the identity on morphisms, and only modifies the algebraic part of a bialgebra. Since $\mathcal{Y}$ is $\alpha$-closed, we have an isomorphism $\text{im}(\text{obs}_{\alpha(\exp_T(\text{ext}(\mathcal{Y})))}) \cong \text{im}(\text{obs}_{\exp_T(\mathcal{Y})})$. By composing the previous functions, we thus obtain an injective $\lambda^T$-bialgebra homomorphism $k : \alpha(\mathcal{M}) \hookrightarrow \text{im}(\text{obs}_{\exp_T(\mathcal{Y})})$. Since any final bialgebra homomorphism is induced by the underlying final $F$-coalgebra homomorphism, we have $\text{obs}_{\alpha(\mathcal{M})} = \text{obs}_{\mathcal{Y}}$. By assumption $\mathcal{M}$ is minimal, that is, $\text{obs}_{\mathcal{M}}$ is injective. By the uniqueness of morphisms into a final object the outer square of the diagram below commutes:

\[
\begin{array}{ccc}
\exp_T(\mathcal{X}) & \xrightarrow{i^T} & \alpha(\mathcal{M}) \\
\text{obs}_{\exp_T(\mathcal{X})} & & \\
\text{im}(\text{obs}_{\exp_T(\mathcal{X})}) & \cong & \Omega
\end{array}
\]

By the uniqueness of epi-mono factorisations, there thus exists a diagonal isomorphism $\alpha(\mathcal{M}) \cong \text{im}(\text{obs}_{\exp_T(\mathcal{X})})$. By composing the diagonal isomorphism with $k$, we obtain a $\lambda^T$-bialgebra homomorphism $\text{im}(\text{obs}_{\exp_T(\mathcal{X})}) \to \text{im}(\text{obs}_{\exp_T(\mathcal{Y})})$. The latter commutes with observability maps and thus is an inclusion, so $\text{im}(\text{obs}_{\exp_T(\mathcal{X})}) \subseteq \text{im}(\text{obs}_{\exp_T(\mathcal{Y})})$.

Suppose $\text{im}(\text{obs}_{\exp_T(\mathcal{X})}) = \text{im}(\text{obs}_{\exp_T(\mathcal{Y})})$, which implies that $j$ is an isomorphism. Then there exists a surjective $\lambda^T$-bialgebra homomorphism $\exp_T(\mathcal{Y}) \to \alpha(\mathcal{M})$, which means that $Y$ forms the carrier of a generator for the underlying algebra of $\alpha(\mathcal{M})$. By the size-minimality of $\mathcal{G}$ we thus obtain $|X| \leq |Y|$.

For a $T$-succinct automaton $\mathcal{X}$ let us write $\text{obs}_X^\dagger := \text{obs}_{\exp_T(\mathcal{X})} \circ \eta_X : X \to \Omega$ for a generalisation of the semantics of non-deterministic automata. Lemma 4.6.0.8
provides an equivalent characterisation of \( \alpha \)-closedness in terms of \( \text{obs}^\dagger \) that will be particularly useful in Section 4.6.1. To prove Lemma 4.6.0.8, we need the following technical results.

**Lemma 4.6.0.6.** Let \( \alpha : \lambda^S \to \lambda^T \) be a distributive law homomorphism. If \((\Omega, h, k)\) is the final \( \lambda^S \)-bialgebra, then \((\Omega, h \circ \alpha_{\Omega}, k)\) is the final \( \lambda^T \)-bialgebra.

**Proof.** It is well-known that if \((\Omega, h, k)\) is the final \( \lambda^S \)-bialgebra, then \((\Omega, k)\) is the final \( F \)-coalgebra and \( h : S\Omega \to \Omega \) is the unique homomorphism satisfying \( k \circ h = Fh \circ \lambda_{\Omega}^T \circ Sk \). Similarly, it is well-known that \((\Omega, \bar{h}, k)\) is the final \( \lambda^T \)-bialgebra, where \( \bar{h} : T\Omega \to \Omega \) is the unique homomorphism satisfying \( k \circ \bar{h} = F\bar{h} \circ \lambda_{\Omega}^T \circ Tk \). The statement thus follows from uniqueness:

\[
\begin{array}{ccc}
T\Omega & \xrightarrow{\alpha_{\Omega}} & S\Omega \\
Tk & \downarrow & Sk \\
TF\Omega & \xrightarrow{\alpha_{F\Omega}} & SF\Omega \\
\lambda_{\Omega}^T & \downarrow & \lambda_{\Omega}^T \\
FT\Omega & \xrightarrow{F\alpha_{\Omega}} & FS\Omega & \xrightarrow{Fh} & F\Omega
\end{array}
\]

\[\square\]

**Lemma 4.6.0.7.** Let \( \mathcal{X} \) be a \( T \)-succinct automaton, then \( \text{obs}^\dagger_{\mathcal{X}} = \text{obs}^\dagger_{\text{ext}(\mathcal{X})} \).

**Proof.** Since by Proposition 4.6.0.1 the morphism \( \alpha_{\mathcal{X}} : \exp_T(\mathcal{X}) \to \alpha(\exp_S(\text{ext}(\mathcal{X}))) \) is a \( \lambda^T \)-bialgebra homomorphism, we have by uniqueness \( \text{obs}_{\alpha(\exp_S(\text{ext}(\mathcal{X})))} \circ \alpha_{\mathcal{X}} = \text{obs}_{\exp_T(\mathcal{X})} \). Since any final bialgebra homomorphism is induced by the underlying final \( F \)-coalgebra homomorphism it holds \( \text{obs}_{\alpha(\exp_S(\text{ext}(\mathcal{X})))} = \text{obs}_{\exp(\text{ext}(\mathcal{X}))} \), which thus implies

\[
\text{obs}_{\exp_S(\text{ext}(\mathcal{X}))} \circ \alpha_{\mathcal{X}} = \text{obs}_{\exp_T(\mathcal{X})}. \quad (4.3)
\]

The statement follows from

\[
\begin{align*}
\text{obs}^\dagger_{\mathcal{X}} &= \text{obs}_{\exp_T(\mathcal{X})} \circ \eta_X^T \\
&= \text{obs}_{\exp_S(\text{ext}(\mathcal{X}))} \circ \alpha_{\mathcal{X}} \circ \eta_X^T \quad \text{(Definition of } \text{obs}^\dagger_{\mathcal{X}}) \\
&= \text{obs}_{\exp_S(\text{ext}(\mathcal{X}))} \circ \eta_X^S \quad \text{(4.3)}
\end{align*}
\]

(\( \alpha \) is distributive law hom.)
\[ = \text{obs}_\text{ext}(\chi)^{\dagger} \quad \text{(Definition of \text{obs}_\text{ext}(\chi)^{\dagger})} \]

Lemma 4.6.0.8. Let \( \alpha : \lambda^S \rightarrow \lambda^T \) be a distributive law homomorphism. For any \( T \)-succinct automaton \( \mathcal{X} \) it holds that \( \text{im}(\text{obs}_{\text{exp}\_T}(\chi)) = \text{im}(h \circ \alpha \circ T(\text{obs}_\chi^{\dagger})) \) and \( \text{im}(\text{obs}_{\alpha(\text{exp}_{\alpha}(\text{ext}(\chi))))} = \text{im}(h \circ S(\text{obs}_\chi^{\dagger})), \) where \((\Omega, h, k)\) is the final \( \lambda^S \)-bialgebra.

Proof. By Lemma 4.6.0.6 \((\Omega, h \circ \alpha, k)\) is the final \( \lambda^T \)-bialgebra. The first statement follows from

\[
\text{obs}_{\text{exp}\_T}(\chi) = \text{obs}_{\text{exp}\_T}(\chi) \circ \mu_X^T \circ T(\eta_X^T) \quad \text{(Definition of \( T \))}
= h \circ \alpha \circ T(\text{obs}_{\text{exp}\_T}(\chi)) \circ T(\eta_X^T) \quad \text{(\text{obs}_{\text{exp}\_T}(\chi) \text{ is } \( T \)-algebra hom)}
= h \circ \alpha \circ T(\text{obs}_\chi^{\dagger}) \quad \text{(Definition of \text{obs}_\chi^{\dagger})}
\]

Similarly one shows that \( \text{obs}_{\text{exp}_{\alpha}(\text{ext}(\chi))} = h \circ S(\text{obs}_\chi^{\dagger}). \) Since any final bialgebra homomorphism is induced by the underlying final \( F \)-coalgebra homomorphism, it thus follows

\[
\text{im}(\text{obs}_{\alpha(\text{exp}_{\alpha}(\text{ext}(\chi))))} = \text{im}(\text{obs}_{\alpha(\text{exp}_{\alpha}(\text{ext}(\chi))))} = \text{im}(h \circ S(\text{obs}_\chi^{\dagger})) \quad \text{(Lemma 4.6.0.7)}
\]

\[ \square \]

In light of Lemma 4.6.0.3, the above Lemma 4.6.0.8 implies that a \( T \)-succinct automaton \( \mathcal{X} \) is \( \alpha \)-closed iff there exists an isomorphism \( \text{im}(h \circ \alpha \circ T(\text{obs}_\chi^{\dagger})) \cong \text{im}(h \circ S(\text{obs}_\chi^{\dagger})). \)

### 4.6.1 Applications to Canonical Automata

In this section we instantiate Theorem 4.6.0.5 to characterise a variety of canonical acceptors from the literature as size-minimal representatives among subclasses of \( \alpha \)-closed succinct automata, i.e. those automata whose images of the two semantics
induced by $\alpha$ coincide. We begin with the canonical RFSA and the minimal xor automaton, for which $\alpha$ is the identity and $\alpha$-closedness therefore is trivial.

In [49] the canonical RFSA for $L$ has been characterised as size-minimal among those NFAs accepting $L$ for which states accept a residual of $L$. More recently, it was shown that the class in fact can be extended to those NFAs accepting $L$ for which states accept a union of residuals of $L$ [119]. In Corollary 4.6.1.3 we recover the latter as a consequence of the second point in Theorem 4.6.0.5. To prove Corollary 4.6.1.3, we need the following technical result.

**Lemma 4.6.1.1.** Let $X = (X, h, k)$ be an observable $\lambda^S$-bialgebra and $G$ a generator for $(X, h \circ \alpha_X)$, then $\text{im}(\text{obs}_{\exp_T(\text{gen}(\alpha(X), G))}) \simeq X$.

**Proof.** By Proposition 4.4.0.5 there exists a surjective $\lambda^T$-bialgebra homomorphism $\exp_T(\text{gen}(\alpha(X), G)) \to \alpha(X)$. Since the final $\lambda^T$-bialgebra homomorphism is induced by the underlying final $F$-coalgebra homomorphism and $\alpha(X) = (X, h \circ \alpha_X, k)$, it holds $\text{obs}_{\alpha(X)} = \text{obs}_{X}$. The statement follows from the uniqueness of epi-mono factorisations and the definition of $\alpha(X)$:

$$
\begin{array}{c}
\exp_T(\text{gen}(\alpha(X), G)) \\
\downarrow \cong
\end{array}
\begin{array}{c}
\alpha(X) \\
\downarrow
\end{array}
\begin{array}{c}
\text{im}(\text{obs}_{\exp_T(\text{gen}(\alpha(X), G))}) \\
\leftarrow
\end{array}
\begin{array}{c}
\Omega \\
\rightarrow
\end{array}
\begin{array}{c}
\text{obs}_{\alpha(X)} = \text{obs}_{X}.
\end{array}
$$

\[\square\]

We write $Y^A$ for the algebraic closure of a subset $Y \subseteq A$ of some $T$-algebra $A$ (for details see Section 5.2). For example, if $Y = \text{im}(f)$ for some $f$ with codomain $A = (A, h)$, the closure is given by the induced $T$-algebra structure on $\text{im}(h \circ T[f])$. Recall that the set $2 = \{0, 1\}$ – and consequently the set $2^A$ underlying the final coalgebra for the functor $FX = 2 \times X^A$ – can be turned into a $\mathcal{P}$-algebra (Lemma 4.3.0.3), an $\mathcal{H}$-algebra (Lemma 4.3.0.4), an $\mathcal{A}$-algebra (Lemma 4.3.0.5), and an $\mathcal{R}$-algebra (Lemma 4.3.0.6). We thus can take the closure of a subset $Y \subseteq 2^A$ with respect to a $T$-algebra structure $(2^A, h_T)$, for any $T \in \{\mathcal{P}, \mathcal{H}, \mathcal{A}, \mathcal{R}\}$. In such a situation, we keep $h_T$ implicit and abbreviate $Y^\mathcal{G} := Y^{(2^A, h_T)}$. For example, $\text{Der}(L)^\mathcal{C}_{\text{SL}}$ denotes the $\mathcal{P}$-closure of the subset $\text{Der}(L) \subseteq 2^A$. For more cases recall Example 2.2.0.11.
Corollary 4.6.1.2. Let $\alpha : \mathcal{P}X \to \mathcal{H}X$ satisfy $\alpha_X(\varphi)(\psi) = \bigvee_{x \in X} \varphi(x) \land \psi(x)$. For any unpointed non-deterministic automaton $X$ it holds:

1. $\operatorname{im}(\operatorname{obs}_{\exp^{\mathcal{P}}(X)}) = \frac{\operatorname{im}(\operatorname{obs^t_X})}{\operatorname{CSL}}$;

2. $\operatorname{im}(\operatorname{obs}_{\alpha(\exp_{\mathcal{H}}(\operatorname{ext}(X)))}) = \frac{\operatorname{im}(\operatorname{obs^t_X})}{\operatorname{CABA}}$.

Proof. The final $\lambda^\mathcal{H}$-bialgebra is given by $(2^A^*, 2^{\eta^X}_\mathcal{A}, (\varepsilon, \delta))$. In the proof of Lemma 4.5.3.2 it was shown that $2^{\eta} \circ \alpha_{\mathcal{P}X} = \mu^X_{\mathcal{P}}$. Thus it follows

$$\operatorname{im}(\operatorname{obs}_{\exp^{\mathcal{P}}(X)}) = \operatorname{im}(2^{\eta^X} \circ \alpha_{2^{A^*}} \circ \mathcal{P}(\operatorname{obs^t_{\mathcal{X}}})) \quad \text{(Lemma 4.6.0.8)}$$

$$= \operatorname{im}(\mu^X_{\mathcal{P}} \circ \mathcal{P}(\operatorname{obs^t_{\mathcal{X}}})) \quad \text{(2^{\eta^X} \circ \alpha_{\mathcal{P}X} = \mu^X_{\mathcal{P}})}$$

$$= \{ \bigcup_{U \in U} \operatorname{obs^t_{\mathcal{X}}(u)} \mid U \subseteq X \} \quad \text{(Definitions of $\mathcal{P}(-)$, $\mu^P$)}$$

$$= \{ \operatorname{obs^t_{\mathcal{X}}(x)} \mid x \in X \} \quad \text{(Definition of $(-)^{\operatorname{CSL}}$)}$$

Similarly one computes

$$\operatorname{im}(\operatorname{obs}_{\alpha(\exp_{\mathcal{H}}(\operatorname{ext}(X)))})$$

$$= (\text{Lemma 4.6.0.8})$$

$$= (\text{Definitions of } 2^{\eta^X}, \mathcal{H}(-))$$

$$= \{ \cup_{\varphi \in \Phi} \cap_{x \in \varphi} \operatorname{obs^t_{\mathcal{X}}(x)} \cap \cap_{x \notin \varphi} \operatorname{obs^t_{\mathcal{X}}(x)}^c \mid \Phi \subseteq 2^X \}$$

$$= (\text{Set equality})$$

$$= \{ \{ w \in A^* \mid \{ x \in X \mid \operatorname{obs^t_{\mathcal{X}}(x)}(w) = 1 \} \in \Phi \} \mid \Phi \subseteq 2^X \}$$

$$= (\text{Definition of } (-)^{\text{CABA}})$$

$$= \{ \operatorname{obs^t_{\mathcal{X}}(x)} \mid x \in X \}$$

\[ \square \]

Corollary 4.6.1.3. The canonical RFSA for $L$ is size-minimal among NFAs $Y$ accepting $L$ with $\operatorname{im}(\operatorname{obs^t_Y})^{\text{CSL}} \subseteq \operatorname{Der}(L)^{\text{CSL}}$. 
4.6. Minimality

Proof. By Lemma 4.3.0.3 the morphism \( h^P : \mathcal{P}2 \to 2 \) with \( h^P(\varphi) = \varphi(1) \) is a \( \mathcal{P} \)-algebra. As shown in Lemma 4.3.0.2, it can used to derive a canonical distributive law \( \lambda^P \). It is not hard to see that the minimal pointed \( \lambda^P \)-bialgebra \( \mathbb{M} \) accepting \( L \) exists and that its underlying state space is given by the finite complete join-semi lattice \( \text{Der}(L)^{\text{csl}} \). By Lemma 4.4.0.3 the join-irreducibles for \( \mathbb{M} \) constitute a size-minimal generator \( G \). By definition, the canonical RFSA for \( L \) is given by \( \mathcal{X} := \text{gen}(\mathbb{M}, G) \). From Lemma 4.6.1.1 it follows that \( \text{im}(\text{obs}_{\text{exp},(\mathcal{X})}) \simeq \text{Der}(L)^{\text{csl}} \). As seen in e.g. Corollary 4.6.1.2, one has \( \text{im}(\text{obs}_{\text{exp},(\mathcal{Y})}) = \text{im}(\text{obs}_{\mathcal{Y}}^{\text{csl}}) \) for any NFA \( \mathcal{Y} \). By choosing \( \alpha \) as the identity, which implies \( \alpha \)-closedness for any NFA, the statement thus follows from Theorem 4.6.0.5. \( \square \)

The second condition in Theorem 4.6.0.5 is always satisfied for a reachable succinct automaton \( \mathcal{Y} \). Since for \( \mathbb{Z}_2 \)-weighted automata it is possible to find an equivalent reachable \( \mathbb{Z}_2 \)-weighted automaton with less or equally many states (which for NFA is not necessarily the case), the minimal xor automaton is minimal among all \( \mathbb{Z}_2 \)-weighted automata, as was already known from for instance [156].

**Corollary 4.6.1.4.** The minimal xor automaton for \( L \) is size-minimal among all \( \mathbb{Z}_2 \)-weighted automata accepting \( L \).

Proof. Analogous to Corollary 4.6.1.3 one can show that the minimal xor automaton for \( L \subseteq A^* \) is size-minimal among all \( \mathbb{Z}_2 \)-weighted automata \( \mathcal{Y} \) accepting \( L \) such that \( \overline{\text{im}(\text{obs}_{\mathcal{Y}}^{\mathbb{Z}_2\text{-Vect}})} \subseteq \text{Der}(L)^{\mathbb{Z}_2\text{-Vect}} \). Specific to this case are Lemmas 4.3.0.6 and 4.4.0.4. It remains to observe that for any \( \mathbb{Z}_2 \)-weighted automaton \( \mathcal{X} \), one can find an equivalent \( \mathbb{Z}_2 \)-weighted automaton \( \mathcal{Y} \) with a state space of size not greater than the one of \( \mathcal{X} \), such that above inclusion holds. The state space of \( \mathcal{Y} \) can be chosen as a basis for the underlying vector space of the epi-mono factorisation of the reachability map \( \mathcal{X}(A^*) \to \overline{\text{im}(\text{obs}_{\mathcal{X}}^{\mathbb{Z}_2\text{-Vect}})} \). \( \square \)

For the àtomaton, the distromaton, and the minimal xor-CABA automaton the distributive law homomorphism \( \alpha \) in play is non-trivial; \( \alpha \)-closedness translates to the below equalities between closures. In all three cases it is possible to waive the inclusion induced by the second point in Theorem 4.6.0.5. The proof of the minimality result
for the átomaton (Corollary 4.6.1.8) requires the following three technical results (Corollary 4.6.1.5, Corollary 4.6.1.2, Corollary 4.6.1.7).

**Corollary 4.6.1.5.** Let $\alpha_X : \mathcal{P}X \to \mathcal{H}X$ satisfy $\alpha_X(\varphi)(\psi) = \vee_{x \in X} \varphi(x) \land \psi(x)$. If $B = (X, h)$ is a finite $\mathcal{H}$-algebra, then $(\text{At}(B), i, d)$ with $i(a) = a$ and $d(x) = \{a \in \text{At}(B) \mid a \leq x\}$ is a size-minimal generator for $(X, h \circ \alpha_X)$.

**Proof.** By Lemma 4.5.3.2 $(\text{At}(B), i, d)$ is a basis for $(X, h \circ \alpha_X)$. Analogously to Lemma 4.4.0.4, it follows that any finite basis for a $\mathcal{P}$-algebra is a size-minimal generator.

**Lemma 4.6.1.6 ([121]).** Let $A$ be a sub-lattice of a finite distributive lattice $B$, then $|J(A)| \leq |J(B)|$.

**Proof.** For $x \in J(B)$ define $\hat{x} := \bigwedge\{y \in A \mid x \leq y\} \geq x$. To see that $\hat{x} \in J(A)$, assume $\hat{x} = y \lor z$ for $y, z \in A$. By distributivity we have $x = \hat{x} \land x = (y \lor z) \land x = (y \land x) \lor (z \land x)$. Since $x \in J(B)$, it thus follows w.l.o.g. $x = y \land x$, which implies $x \leq y$. Consequently $\hat{x} \leq y \leq \hat{x}$, i.e. $\hat{x} = y$. Let $z \in J(A)$, then the join-density of join-irreducibles implies

$$z = \vee\{x \in J(B) \mid x \leq z\} = \vee\{\hat{x} \in J(A) \mid x \in J(B) : x \leq z\}.$$  

Since $z$ is join-irreducible it follows $z = \hat{x}_z$ for some $x_z \in J(B)$ with $x_z \leq z$. We thus find $J(A) = \{\hat{x} \mid x \in J(B)\}$, which implies the claim $|J(A)| \leq |J(B)|$.

**Corollary 4.6.1.7.** Let $A$ be a sub-algebra of a finite atomic Boolean algebra $B$. Then $|\text{At}(A)| \leq |\text{At}(B)|$.

**Proof.** For atomic Boolean algebras, join-irreducibles and atoms coincide. Every Boolean algebra is in particular a distributive lattice. The claim thus follows from Lemma 4.6.1.6.

**Corollary 4.6.1.8.** The átomaton for $L$ is size-minimal among non-deterministic automata $\mathcal{V}$ accepting $L$ with $\text{im}(\text{obs}_{\mathcal{V}}^\text{CSL}) = \text{im}(\text{obs}_{\mathcal{V}}^\text{CABA})$.

**Proof.** Let $\alpha : \lambda^H \to \lambda^P$ be the distributive law homomorphism in Corollary 4.5.3.1.
• By Corollary 4.6.1.2 and the definition of $\alpha$-closedness, any non-deterministic automaton $Y$ satisfies $\text{im}(\text{obs}^1_Y)^{\text{CAB}} = \text{im}(\text{obs}^1_Y)^{\text{CSL}}$ if it is $\alpha$-closed.

• Let $\mathcal{M}$ be the minimal pointed $\lambda^H$-bialgebra accepting $L$. The state-space of $\mathcal{M}$ is the finite set $\overline{\text{Der}(L)}^{\text{CAB}}$. By Corollary 4.6.1.5, the set $\text{At}(\overline{\text{Der}(L)}^{\text{CAB}})$ underlies a size-minimal generator $G$ for the algebraic part of $\alpha(\mathcal{M})$. The automaton for $L$ can thus be recovered as the $\alpha$-closed non-deterministic automaton $\mathcal{X} := \text{gen}(\alpha(\mathcal{M}), G)$ accepting $L$ in Theorem 4.6.0.5. In particular, by the first bullet point above, the automaton thus lives in the class of non-deterministic automata $\mathcal{Y}$ accepting $L$ with $\text{im}(\text{obs}^1_Y)^{\text{CAB}} = \text{im}(\text{obs}^1_Y)^{\text{CSL}}$.

• Let $\mathcal{Y}$ be any non-deterministic automaton accepting $L$ with $\text{im}(\text{obs}^1_Y)^{\text{CAB}} = \text{im}(\text{obs}^1_Y)^{\text{CSL}}$ and state-space $Y$. By construction, there exists an epimorphism $\text{obs}_{expr}(\mathcal{Y}) : \mathcal{P}Y \to \text{im}(\text{obs}^1_Y)^{\text{CSL}}$, which turns $Y$ into a generator for the finite $\mathcal{P}$-algebra $B := \text{im}(\text{obs}^1_Y)^{\text{CSL}} = \text{im}(\text{obs}^1_Y)^{\text{CAB}}$. As for CABAs join-irreducibles and atoms coincide, the size-minimality of join-irreducibles in Lemma 4.4.0.3 thus implies $|\text{At}(B)| \leq |Y|$. By Theorem 4.6.0.5, we have that $\text{im}(\text{obs}_{expr}(\mathcal{X})) \subseteq B$, where $\mathcal{X}$ denotes the $\alpha$-automaton. From Lemma 4.6.1.1 and the definition of $\mathcal{X}$ it follows that $\text{im}(\text{obs}_{expr}(\mathcal{X})) \cong \overline{\text{Der}(L)}^{\text{CAB}}$. We thus have $\overline{\text{Der}(L)}^{\text{CAB}} \subseteq B$. By Corollary 4.6.1.7, it follows $|\text{At}(\overline{\text{Der}(L)}^{\text{CAB}})| \leq |\text{At}(B)|$. Consequently we can deduce $|\text{At}(\overline{\text{Der}(L)}^{\text{CAB}})| \leq |Y|$, which shows that the automaton is size-minimal.

The above result can be shown to be similar to [119, Theorem 4.9], which characterises the automaton as size-minimal among non-deterministic automata whose accepted languages are closed under complement.

Corollary 4.6.1.10 below is very similar to a characterisation of the distromaton as size-minimal among non-deterministic automata whose accepted languages are closed under intersection [119, Theorem 4.13]. The proof of Corollary 4.6.1.10 requires the following technical result.

**Corollary 4.6.1.9.** Let $\alpha : \mathcal{P}X \to \mathcal{A}X$ satisfy $\alpha_X(\varphi)(\psi) = \forall x \in X \varphi(x) \land \psi(x)$. For any unpointed non-deterministic automaton $\mathcal{X}$ it holds:
• \( \text{im}(\text{obs}_{\text{exp}}(X)) = \text{im}(\text{obs}_X^\dagger)^{\text{CSL}} \);

• \( \text{im}(\text{obs}_\alpha(\text{exp}_A(\text{ext}(X)))) = \text{im}(\text{obs}_X^\dagger)^{\text{CDL}} \).

Proof. Analogous to the proof of Corollary 4.6.1.2. \qed

**Corollary 4.6.1.10.** The distromaton for \( L \) is size-minimal among non-deterministic automata \( \mathcal{Y} \) accepting \( L \) with \( \text{im}(\text{obs}_Y^\dagger) = \text{im}(\text{obs}_Y^\dagger)^{\text{CDL}} \).

Proof. Analogous to the proof of Corollary 4.6.1.8. Specific to this case are the results Lemma 4.3.0.3, Lemma 4.3.0.5, Corollary 4.5.4.1, Lemma 4.4.0.3, Lemma 4.6.1.6, and Corollary 4.6.1.9. \qed

The size-minimality result (Corollary 4.6.1.12) for the newly discovered minimal xor-CABA automaton is analogous to the ones for the átomaton and the distromaton. It requires the following technical result.

**Corollary 4.6.1.11.** Let \( \alpha : \mathcal{R}X \rightarrow \mathcal{H}X \) satisfy \( \alpha \chi(\varphi)(\psi) = \bigoplus_{x \in X} \varphi(x) \cdot \psi(x) \). For any unpointed \( \mathbb{Z}_2 \)-weighted automaton \( \mathcal{X} \) it holds:

• \( \text{im}(\text{obs}_{\text{exp}}(X)) = \text{im}(\text{obs}_X^\dagger)^{\mathbb{Z}_2\text{-Vect}} \); 

• \( \text{im}(\text{obs}_\alpha(\text{exp}_A(\text{ext}(X)))) = \text{im}(\text{obs}_X^\dagger)^{\text{CABA}} \).

Proof. Analogous to the proof of Corollary 4.6.1.2. \qed

**Corollary 4.6.1.12.** The minimal xor-CABA automaton for \( L \) is size-minimal among \( \mathbb{Z}_2 \)-weighted automata \( \mathcal{Y} \) accepting \( L \) with \( \text{im}(\text{obs}_Y^\dagger)^{\mathbb{Z}_2\text{-Vect}} = \text{im}(\text{obs}_Y^\dagger)^{\text{CABA}} \).

Proof. Analogous to the proof of Corollary 4.6.1.8. Specific to this case are Lemma 4.3.0.4, Lemma 4.3.0.6, Corollary 4.5.5.1, Lemma 4.4.0.4, Corollary 4.6.1.11 and the observation that if \( A \subseteq B \) is a subvector space of a finite vector space \( B \), then \( \dim(A) \leq \dim(B) \). \qed

We conclude with a size-comparison between acceptors that is parametric in the closure of derivatives.
Corollary 4.6.1.13. • If $\overline{\text{Der}}(L)^{Z_2-\text{Vect}} = \overline{\text{Der}}(L)^{\text{CABA}}$, then the minimal xor automaton and the minimal xor-\text{CABA} automaton for $L$ are of the same size.

• If $\overline{\text{Der}}(L)^{\text{CSL}} = \overline{\text{Der}}(L)^{\text{CDL}}$, then the canonical RFSA and the distromaton for $L$ are of the same size.

• If $\overline{\text{Der}}(L)^{\text{CSL}} = \overline{\text{Der}}(L)^{\text{CABA}}$, then the canonical RFSA and the átomaton for $L$ are of the same size.

Proof. • By Corollary 4.6.1.4 the minimal xor automaton $\mathcal{X}$ is of size not greater than the minimal xor-\text{CABA} automaton $\mathcal{Y}$. Conversely, we find

$$
\overline{\text{Der}}(L)^{\text{CABA}} = \overline{\text{Der}}(L)^{Z_2-\text{Vect}} \quad \text{(Assumption)}
$$

$$
= \text{im}(\text{obs}_{\exp_{\mathcal{X}}}(\mathcal{X})) \quad \text{(Lemma 4.6.1.1)}
$$

$$
= \text{im}(\text{obs}_{\mathcal{X}}^{\dagger})^{Z_2-\text{Vect}} \quad \text{(Corollary 4.6.1.11)}
$$

which can be used to show $\text{im}(\text{obs}_{\mathcal{X}}^{\dagger})^{Z_2-\text{Vect}} = \text{im}(\text{obs}_{\mathcal{X}}^{\dagger})^{\text{CABA}}$. By Corollary 4.6.1.12 the latter implies that $\mathcal{Y}$ is of size not greater than $\mathcal{X}$, which shows the claim.

• Let $\mathcal{X}$ denote the canonical RFSA and $\mathcal{Y}$ the distromaton. On the one hand we find

$$
\overline{\text{Der}}(L)^{\text{CSL}} = \overline{\text{Der}}(L)^{\text{CDL}} \quad \text{(Assumption)}
$$

$$
= \text{im}(\text{obs}_{\exp_{\mathcal{Y}}}(\mathcal{Y})) \quad \text{(Lemma 4.6.1.1)}
$$

$$
= \text{im}(\text{obs}_{\mathcal{Y}}^{\dagger})^{\text{CSL}} \quad \text{(Corollary 4.6.1.9)}
$$

which by Corollary 4.6.1.3 implies that $\mathcal{X}$ is of size not greater than $\mathcal{Y}$. Conversely, we establish the equality

$$
\overline{\text{Der}}(L)^{\text{CDL}} = \overline{\text{Der}}(L)^{\text{CSL}} \quad \text{(Assumption)}
$$

$$
= \text{im}(\text{obs}_{\exp_{\mathcal{X}}}(\mathcal{X})) \quad \text{(Lemma 4.6.1.1)}
$$

$$
= \text{im}(\text{obs}_{\mathcal{X}}^{\dagger})^{\text{CSL}} \quad \text{(Corollary 4.6.1.9)}
$$
which can be used to show $\text{im}(\text{obs}^\dagger_{\mathcal{X}})^{\text{CSL}} = \text{im}(\text{obs}^\dagger_{\mathcal{Y}})^{\text{CDL}}$. By Corollary 4.6.1.10 the latter implies that $\mathcal{Y}$ is of size not greater than $\mathcal{X}$, which shows the claim.

- The proof for the átomaton is analogous to the proof for the distromaton in the previous point. \hfill \square

## 4.7 Related Work

One of the motivations for our work are active learning algorithms for the derivation of succinct state-based models [14]. A major challenge in learning non-deterministic models is the lack of a canonical target acceptor for a given language [49]. The problem has been independently approached for different variants of non-determinism, often with the idea of finding a subclass admitting a unique representative [53, 28] such as the canonical RFSA, the minimal xor automaton, or the átomaton.

A more general and unifying perspective on learning automata that may not have a canonical target was given by Van Heerdt [66, 63, 64]. One of the central notions in this work is the concept of a scoop, originally introduced by Arbib and Manes [19] and here referred to as a generator. The main contribution in [66] is a general procedure to find irreducible sets of generators, which thus restricts the work to the category of sets. In this chapter we generally work over arbitrary categories, although we assume the existence of a minimal set-based generator in Theorem 4.6.0.5. Furthermore, the work of Van Heerdt has no size-minimality results.

Closely related to the content of this chapter is the work of Myers et al. [119], who present a coalgebraic construction for canonical non-deterministic automata. They cover the canonical RFSA, the minimal xor automaton, the átomaton, and the distromaton. The underlying idea in [119] for finding succinct representations is similar to ours: first they build the minimal DFA for a regular language in a locally finite variety, then they apply an equivalence between the category of finite algebras and a suitable category of finite structured sets and relations. On the one hand, the category of finite algebras in a locally finite variety can be translated into our setting by considering a category of algebras over a monad preserving finite sets. In fact, modulo this translation, many of the categories considered here already appear in [119], e.g.
vector spaces, Boolean algebras, complete join-semi lattices, and distributive lattices. On the other hand, their construction seems to be restricted to the category of sets and non-deterministic automata, while we work over arbitrary monads on arbitrary categories. Their work does not provide a general algorithm to construct a succinct automaton, i.e., the specifics vary with the equivalences considered, while we give a general definition and a soundness argument in Corollary 4.5.1.3. While Myers et al. [119] give minimality results for a wide range of acceptors, each proof follows case-specific arguments. In Theorem 4.6.0.5 we provide a unifying minimality result for succinct automata that implies Corollary 4.6.1.8 (cf. [119, Theorem 4.9]), Corollary 4.6.1.4 (cf. [119, Theorem 4.10]), Corollary 4.6.1.3 (cf. [119, Corollary 4.11]), Corollary 4.6.1.10 (cf. [119, Theorem 4.13]).

4.8 Discussion and Future Work

We have presented a general categorical framework based on bialgebras and distributive law homomorphisms for the derivation of canonical automata. The framework instantiates to a wide range of well-known examples from the literature and allowed us to discover a previously unknown canonical acceptor for regular languages. Finally, we presented a theorem that subsumes previously independently proven minimality results for canonical acceptors, implied new characterisations, and allowed us to make size-comparisons between canonical automata.

In the future, we would like to cover other examples, such as the canonical probabilistic RFSA [53] and the canonical alternating RFSA [28, 17]. Probabilistic automata of the type in [53] are typically modelled as TF-coalgebras instead of FT-coalgebras [81], and thus will need a shift in perspective. For alternating RFSA's we expect a canonical form can be constructed in the spirit of this work, from generators for algebras over the neighbourhood monad, by interpreting the join-dense atoms of a CABA as a full meet of ground elements.

Generally, it would be valuable to have a more systematic treatment of the range of available monads and distributive law homomorphisms [162], making use of the fact that distributive law homomorphisms compose.

Further generalisation in another direction could be achieved by distributive laws
between monads and endofunctors on different categories. For instance, we expect that operations on automata as the product can be captured by homomorphisms between distributive laws of such more general type.

Finally, we would like to lift existing double-reversal characterisations of the minimal DFA [38], the átomaton [39], the distromaton [119], and the minimal xor automaton [156] to general canonical automata. The work in [34, 33] gives a coalgebraic generalisation of Brzozowski’s algorithm based on dualities between categories, but does not cover the cases we are interested in. The framework in [6] recovers the átomaton as the result of a minimisation procedure, but does not consider other canonical acceptors.
Chapter 5
Generating Monadic Closures

We have seen that every regular language admits a unique size-minimal deterministic acceptor, while there can be several size-minimal non-deterministic acceptors that are not isomorphic (cf. Figure 4.1). We also have seen that to tackle this issue, authors have identified a number of sub-classes of non-deterministic automata, all admitting canonical minimal representatives. In Chapter 4 we demonstrated that such representatives can generally be recovered categorically in two steps. First, one constructs the minimal bialgebra accepting a given regular language, by closing the minimal coalgebra with additional algebraic structure over a monad. Second, one identifies canonical generators for the algebraic part of the bialgebra, to derive an equivalent coalgebra with side effects in a monad. In this chapter, we further develop the general theory underlying these two steps. On the one hand, we show that deriving a minimal bialgebra from a minimal coalgebra can be realized by applying a monad on an appropriate category of subobjects. On the other hand, we explore the abstract theory of generators and bases for algebras over a monad.

5.1 Introduction

Recall that the framework for the construction of canonical automata in Chapter 4 adopts the well-known representation of automata as coalgebras (Definition 2.2.0.12) and side-effects like non-determinism as monads (Definition 2.2.0.7). For instance, an NFA (without initial states) is represented as a coalgebra $k: X \to 2 \times \mathcal{P}(X)^4$ with
side-effects in the powerset monad $\mathcal{P}$.

To derive canonical non-deterministic acceptors, we suggested an idea that is closely related to the (generalised) powerset construction of Example 4.3.0.7. Under the latter construction, a coalgebra $k : X \to FTX$ with dynamics in a functor $F$ and side-effects in a monad $T$ is transformed into an equivalent coalgebra $k^\sharp : TX \to FTX$ [140]. The deterministic automata resulting from such determinisation constructions have additional algebraic structure: the state-space $TX$ defines a (free) algebra for the monad $T$, and $k^\sharp$ is a $T$-algebra homomorphism, thus constituting a bialgebra over a distributive law relating $F$ and $T$ (Definition 4.3.0.8). Using the powerset construction, we were able to obtain a canonical succinct acceptor for a regular language $L \subseteq A^*$ by consecutively following two steps.

First, we constructed the minimal\footnote{Minimal in the sense that every state is reachable by an element of $A^*$ and no two different states observe the same language.} pointed coalgebra $M_L$ for the functor $F = 2 \times (-)^A$ accepting $L$. We then equipped the former with additional algebraic structure in a monad $T$ by applying the determinisation procedure to $M_L$ when seen as coalgebra with trivial side-effects in $T$ (cf. Corollary 4.3.0.11). By identifying semantically equivalent states, we then derived the minimal\footnote{Minimal in the sense that every state is reachable by an element of $T(A^*)$ and no two different states observe the same language.} (pointed) bialgebra for $L$.

Second, we exploited the additional algebraic structure underlying the minimal bialgebra for $L$ to “reverse” the generalised determinisation procedure. That is, we identified canonical generators (Definition 4.4.0.1) to derive an equivalent succinct automaton with side-effects in $T$ (cf. Proposition 4.4.0.5).

In this chapter, we further develop the general theory underlying these two steps by making the following contributions, respectively:

- We generalise the closure of a subset of an algebraic structure with respect to the latter as a functor between categories of subobjects relative to a factorisation system (Proposition 5.2.3.1). We then equip the functor with the structure of a monad (Theorem 5.2.4.2). We investigate the closure of a particular subclass of subobjects: the ones that arise by taking the image of a morphism (Lemma 5.2.5.1). We show that deriving a minimal bialgebra from...
a minimal coalgebra can be realized by applying the monad to a subobject in
this particular class (Example 5.2.5.2).

• We define a category of algebras with generators (Definition 5.3.1.1), which is
in adjunction with the category of Eilenberg-Moore algebras (Lemma 5.3.1.2),
and, under certain assumptions, monoidal (Corollary 5.3.2.2). We generalise
the matrix representation theory of vector spaces (Section 5.3.3) and discuss
bases for bialgebras, which are algebras over a particular monad (Section 5.3.4).
We compare our ideas with an approach that generalises bases as coalgebras
(Section 5.3.5). We find that a basis in our sense induces a basis the sense of
[77] (Lemma 5.3.5.1), and identify assumptions under which the reverse is true,
too. We characterise generators for finitary varieties in the sense of universal
algebra (Lemma 5.3.6.1) and relate our work to the theory of locally finitely
presentable categories (Proposition 5.3.7.1).

5.2 Step 1: Closure

In this section, we further explore the categorical construction of minimal canonical
acceptors given in Chapter 4. In particular, we show that deriving a minimal bialgebra
from a minimal coalgebra by closing the latter with additional algebraic structure has
a direct analogue in universal algebra: taking the closure of a subset of an algebra.

5.2.1 Factorisation Systems and Subobjects

In the category of sets and functions, every morphism can be factored into a surjection
onto its image followed by an injection into the codomain of the morphism. In this
section, we recall an abstraction of this phenomenon for arbitrary categories. The
ideas are well established [36, 129, 106]. We choose to adapt the formalism of [4].

Definition 5.2.1.1 (Factorisation System). Let \( \mathcal{E} \) and \( \mathcal{M} \) be classes of morphisms
in a category \( \mathcal{C} \). We call the pair \((\mathcal{E}, \mathcal{M})\) a factorisation system for \( \mathcal{C} \) if the following
three conditions hold:

(F1) Each of \( \mathcal{E} \) and \( \mathcal{M} \) is closed under composition with isomorphisms.
(F2) Each morphism $f$ in $\mathcal{C}$ can be factored as $f = m \circ e$, with $e \in E$ and $m \in \mathcal{M}$.

(F3) For each commutative square with $e \in E$ and $m \in \mathcal{M}$ as on the left below

\[
\begin{array}{ccc}
  & e & \\
  m \downarrow & & \downarrow g \\
  f \downarrow & & \\
  m & & \\
\end{array}
\quad
\begin{array}{ccc}
  & e & \\
  m \downarrow & & \downarrow g \\
  f \downarrow & & \\
  d \downarrow & & \\
\end{array}
\]

there exists a unique diagonal $d$ such that the diagram on the right above commutes.

We will use double headed ($\rightarrow$) and hooked ($\hookrightarrow$) arrows to indicate that a morphism is in $\mathcal{E}$ and $\mathcal{M}$, respectively. If $f$ factors into $e$ and $m$, we call the codomain of $e$, or equivalently, the domain of $m$, the image of $f$ and denote it by $\text{im}(f)$.

One can show that each of $\mathcal{E}$ and $\mathcal{M}$ contains all isomorphisms and is closed under composition [4, Prop. 14.6]. From the uniqueness condition on the diagonal one can deduce that factorisations are unique up to unique isomorphism [4, Prop. 14.4]. It further follows that $\mathcal{E}$ has the right cancellation property, that is $g \circ f \in \mathcal{E}$ and $f \in \mathcal{E}$ implies $g \in \mathcal{E}$. Dually, $\mathcal{M}$ has the left cancellation property, that is, $g \circ f \in \mathcal{M}$ and $g \in \mathcal{M}$ implies $f \in \mathcal{M}$ [4, Prop. 14.9].

As intended, in the category of sets and functions, surjective and injective functions, or equivalently, epi- and monomorphisms, constitute a factorisation system [4, Ex. 14.2]. More involved examples can be constructed for e.g. the category of topological spaces or the category of categories [4, Ex. 14.2]. We are particularly interested in factorisation systems for the category of algebras over a monad.

The naive categorical generalisation of a subset $Y \subseteq X$ is a monomorphism $Y \to X$. Since in the category of sets epi- and monomorphism constitute a factorisation system, we may generalise subsets to arbitrary categories $\mathcal{C}$ with a factorisation system $(\mathcal{E}, \mathcal{M})$ in the following way:

**Definition 5.2.1.2 (Subobjects).** A subobject of an object $X \in \mathcal{C}$ is a morphism $m_Y : Y \hookrightarrow X \in \mathcal{M}$. A morphism $f : m_{Y_1} \to m_{Y_2}$ between subobjects of $X$ consists of a morphism $f : Y_1 \to Y_2$ such that $m_{Y_2} \circ f = m_{Y_1}$.

The category of (isomorphism classes of) subobjects of $X$ is denoted by $\text{Sub}(X)$. 
As $\mathcal{M}$ has the left cancellation property, every morphism between subobjects in fact lies in $\mathcal{M}$. We work with isomorphism classes of subobjects since factorisations of morphisms are only defined up to unique isomorphism. For epi-mono factorisations, there is at most one morphism between any two subobjects, that is, $\text{Sub}(X)$ is simply a partially ordered set.

### 5.2.2 Factorising Algebra Homomorphisms

In this section, we recall that if one is given a category $\mathcal{C}$ with a factorisation system $(\mathcal{E}, \mathcal{M})$ and a monad $T$ on $\mathcal{C}$ that preserves $\mathcal{E}$ (i.e. satisfies $T(e) \in \mathcal{E}$ for all $e \in \mathcal{E}$), it is possible to lift the factorisation system of the base category $\mathcal{C}$ to a factorisation system on the category of Eilenberg-Moore algebras $\mathcal{C}^T$. The result appears in e.g. [158] and may be extended to algebras over an endofunctor. Alternatively, it can be stated in its dual version: if an endofunctor on $\mathcal{C}$ preserves $\mathcal{M}$, it is possible to lift the factorisation system of $\mathcal{C}$ to the category of coalgebras [95, 158].

The factorisation system we propose for $\mathcal{C}^T$ consists of those algebra homomorphisms, whose underlying morphism lies in $\mathcal{E}$ or $\mathcal{M}$, respectively. Clearly such a system preserves (F1). The next result shows that it also satisfies (F3). Note that the statement is slightly more general, as it holds not just for Eilenberg-Moore algebras over the monad $T$, but for algebras over the underlying endofunctor.

**Lemma 5.2.2.1 ([158, Lem. 3.6]).** For each commutative square of homomorphisms between algebras for the endofunctor $T$ as on the left below

\[
\begin{array}{ccc}
(A, h_A) \xrightarrow{e} (B, h_B) & \quad & (A, h_A) \xrightarrow{e} (B, h_B) \\
\downarrow f & \quad & \downarrow g \\
(C, h_C) \xleftarrow{m} (D, h_D) & \quad & (C, h_C) \xleftarrow{m} (D, h_D)
\end{array}
\]

there exists a unique diagonal $d : (B, h_B) \to (C, h_C)$ such that the diagram on the right above commutes.

**Proof.** The proof for [158, Lem. 3.6] consists of a corollary to the dual statement for coalgebras [158, Lem. 3.3]. Below we offer an explicit version for algebras.
Since any commuting diagram of algebra homomorphism projects to a commuting
diagram in $\mathcal{C}$, the factorisation system of $\mathcal{C}$ implies the existence of a unique diagonal
d in $\mathcal{C}$. It remains to show that $d$ is an algebra homomorphism, that is, we need to
establish the following identity:

$$h_C \circ Td = d \circ h_B.$$ 

To this end, we observe that since the following two diagrams commute

\[
\begin{array}{ccc}
TA & \xrightarrow{Tf} & TB \\
\downarrow h_A & & \downarrow h_B \\
A & \xrightarrow{f} & B \\
\downarrow f & & \downarrow g \\
C & \xrightarrow{m} & D \\
\end{array}
\quad
\begin{array}{ccc}
TA & \xrightarrow{Te} & TB \\
\downarrow h_A & & \downarrow h_B \\
A & \xrightarrow{e} & B \\
\downarrow f & & \downarrow g \\
C & \xrightarrow{m} & D \\
\end{array}
\]

both $h_C \circ Td$ and $d \circ h_B$ are solutions to the unique diagonal below:

\[
\begin{array}{ccc}
TA & \xrightarrow{Te} & TB \\
\downarrow f \circ h_A & & \downarrow g \circ h_B \\
C & \xrightarrow{m} & D \\
\end{array}
\]

Let us now show that the proposed factorisation system satisfies (F2). Assume
we are given a homomorphism $f$ as on the left of Figure 5.1. Using the factorisation
system of the base category $\mathcal{C}$, we can factorise it, as ordinary morphism, into $e \in \mathcal{E}$
and $m \in \mathcal{M}$. In consequence the outer square of the diagram on the right of Figure 5.1
commutes. Since by assumption the morphism $Te$ is again in $\mathcal{E}$, we thus find a unique
diagonal $h_{\text{im}(f)}$ in $\mathcal{C}$ that makes the triangles on the right of Figure 5.1 commute. The
result below shows that $h_{\text{im}(f)}$ equips $\text{im}(f)$ with the structure of a $T$-algebra.

**Lemma 5.2.2.2** ([158, Prop. 3.7]). $(\text{im}(f), h_{\text{im}(f)})$ is an Eilenberg-Moore $T$-algebra.
5.2. Step 1: Closure

\[
\begin{array}{ccc}
TX & \xrightarrow{Tf} & TY \\
h_X \downarrow & & \downarrow h_Y \\
X & \overset{f}{\to} & Y
\end{array}
\quad
\begin{array}{ccc}
X & \overset{e}{\to} & \text{im}(f) \\
\downarrow & \quad & \downarrow m \\
\text{im}(f) & \xleftarrow{h_Y \circ Tm} & Y
\end{array}
\quad
\begin{array}{ccc}
TX & \xrightarrow{Te} & T\text{im}(f) \\
\downarrow e\circ h_X & & \downarrow h_Y \circ im(f) \\
\text{im}(f) & \xrightarrow{m} & Y
\end{array}
\]

Figure 5.1: Factorising a $T$-algebra homomorphism via the factorisation system of a base category

\textbf{Proof.} We need to establish the following two identities

\[
\begin{align*}
h_{\text{im}(f)} \circ \eta_{\text{im}(f)} &= \text{id}_{\text{im}(f)} \\
h_{\text{im}(f)} \circ \mu_{\text{im}(f)} &= h_{\text{im}(f)} \circ Th_{\text{im}(f)}
\end{align*}
\]

where the latter captures that $h_{\text{im}(f)} : (T\text{im}(f), \mu_{\text{im}(f)}) \to (\text{im}(f), h_{\text{im}(f)})$ is a $T$-algebra homomorphism.

For the first equality, we observe (as in the proof for ([158, Prop. 3.7])) that since the diagram below commutes

\[
\begin{array}{ccc}
X & \xrightarrow{1} & X \\
\downarrow \overset{\eta_X}{\searrow} & & \quad \downarrow \overset{e}{\swarrow} \\
\text{im}(f) & \xrightarrow{\text{id}_{\text{im}(f)}} & \text{im}(f)
\end{array}
\quad
\begin{array}{ccc}
TX & \xrightarrow{T\eta_X} & T\text{im}(f) \\
\downarrow e\circ h_X & & \downarrow h_Y \circ Tm \\
\text{im}(f) & \xrightarrow{1} & Y
\end{array}
\quad
\begin{array}{ccc}
TX & \xrightarrow{Tf} & TY \\
h_X \downarrow & & \downarrow h_Y \\
X & \overset{f}{\to} & Y
\end{array}
\quad
\begin{array}{ccc}
X & \overset{e}{\to} & \text{im}(f) \\
\downarrow & \quad & \downarrow m \\
\text{im}(f) & \xleftarrow{1} & Y
\end{array}
\]

both $h_{\text{im}(f)} \circ \eta_{\text{im}(f)}$ and $\text{id}_{\text{im}(f)}$ are solutions to the unique diagonal in $\mathcal{C}$ below:

\[
\begin{array}{ccc}
X & \overset{e}{\to} & \text{im}(f) \\
\downarrow & \quad & \downarrow m \\
\text{im}(f) & \xleftarrow{1} & Y
\end{array}
\]

Similarly, for the second equality, we observe that since the following two diagrams
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both \( h_{im(f)} \circ \mu_{im(f)} \) and \( h_{im(f)} \circ Th_{im(f)} \) are solutions to the unique diagonal below:

\[
\begin{array}{ccc}
T^2X & \xrightarrow{T^2e} & T^2im(f) \\
\downarrow{\mu_X} & \quad & \downarrow{T^2m} \\
TX im(f) & \xrightarrow{T^2im} & TY \\
\downarrow{h_X} & \quad & \downarrow{h_Y} \\
im(f) & \xrightarrow{m} & Y \\
\end{array}
\]

Alternatively (as in the proof for [158, Prop. 3.7]), one may observe that since the following outer square of homomorphisms between algebras for the endofunctor \( T \) commutes

\[
\begin{array}{ccc}
(TX, \mu_X) & \xrightarrow{T^2e} & (Tim(f), \mu_{im(f)}) \\
\downarrow{e \circ h_X} & \quad & \downarrow{h_Y \circ Th_Y \circ T^2m} \\
(im(f), h_{im(f)}) & \xrightarrow{m} & (Y, h_Y) \\
\end{array}
\]

Lemma 5.2.2.1 implies the existence of a unique diagonal algebra homomorphism making the two triangles above commute. As we know that the diagonal coincides with the unique diagonal of the corresponding diagram in \( \mathcal{C} \), which is given by \( h_{im(f)} \), we can deduce that the latter is a \( T \)-algebra homomorphism.

We thus obtain the following factorisation of \( f \) into Eilenberg-Moore \( T \)-algebra homomorphisms:

\[
f = (X, h_X) \xrightarrow{e} (im(f), h_{im(f)}) \xrightarrow{m} (Y, h_Y).
\]
5.2.3 The Subobject Closure Functor

While subobjects in the category of sets generalise subsets, subobjects in the category of algebras generalise subalgebras. By taking the algebraic closure of a subset of an algebra one can thus transition from one category of subobjects to the other.

In this section, we generalise this phenomenon from the category of sets to more general categories. As before, we assume a base category $C$ with a factorisation system $(\mathcal{E}, \mathcal{M})$ and a monad $T$ on $C$ that preserves $\mathcal{E}$. Our aim is to construct, for any $T$-algebra $X$ with carrier $X$, a functor from the subobjects $\text{Sub}(X)$ in $C$ to the subobjects $\text{Sub}(X)$ in $\mathcal{M}^T$ that assigns to a subobject of $X$ its closure, that is, the least $T$-subalgebra of $X$ containing it.

Recall the natural isomorphism that witnesses the free Eilenberg-Moore algebra adjunction. For any object $Y$ in $C$ and $T$-algebra $X = (X, h)$, it maps a morphism $\varphi : Y \to X$ to the $T$-algebra homomorphism $\varphi^T := h \circ T\varphi : (TY, \mu_Y) \to (X, h)$. In Section 5.2.2 we have seen that the factorisation system of $C$ naturally lifts to a factorisation system on the category of $T$-algebras. In particular, we know that up to isomorphism the homomorphism $\varphi^T$ admits a factorisation of the following form:

$$\varphi^T = (TY, \mu_Y) \xrightarrow{\text{im}(\varphi^T)} (\text{im}(\varphi^T), h_{\text{im}(\varphi^T)}) \xrightarrow{\text{im}(\varphi^T)} (X, h).$$

In the case that the morphism $\varphi$ is given by a subobject

$$m_Y : Y \to X \in \mathcal{M},$$

the above construction yields a second subobject

$$m_{Y'} : Y' \to X \in \mathcal{M},$$

where $Y' := (\text{im}(m^T_Y), h_{\text{im}(m^T_Y)})$. Since for a morphism $f : m_{Y_1} \to m_{Y_2}$ between subobjects of $X$ the diagram on the left of (5.1) below commutes, there further exists a unique diagonal algebra homomorphism $\tilde{f} : m_{Y_1} \to m_{Y_2}$ between subobjects of $X$ making the two triangles on the right of (5.1) commute:
The following result shows that the above constructions are compositional.

**Proposition 5.2.3.1.** The assignments $m_Y \mapsto m_Y$ and $f \mapsto \overline{f}$ yield a functor $
abla^X : \text{Sub}(X) \to \text{Sub}(X)$.

**Proof.** We need to establish the identities

\[
\overline{\text{id}_Y} = \text{id}_{m_Y} \quad \text{and} \quad \overline{f \circ g} = \overline{f} \circ \overline{g}.
\]

As before, the equations follow from the uniqueness of diagonals and the commutativity of the left, respectively right, diagram below:
Let us instantiate above result for the free vector space monad on the category of
sets equipped with its canonical surjective-injective factorisation system.

**Example 5.2.3.2.** Given an injective embedding \( m_Y \) of some set \( Y \) into a vector
space \( \mathbb{V} \), one easily verifies that the lifting \((m_Y)^{\dagger}\) maps a formal linear combination
\( \sum_i \lambda_i \cdot y_i \) to the vector \( \sum_i \lambda_i \cdot m_Y(y_i) \) in \( V \). The image \( \mathbb{V} \) is thus given by the
vector space that consists of equivalence classes of formal linear combinations, and
the injection \( m_Y \) interprets representatives as demonstrated. In particular, if \( Y \) is a
subset of \( \mathbb{V} \), that is, \( m_Y(y) = y \) for all \( y \in Y \), the closure can be recognised as the
sub vector space of \( \mathbb{V} \) generated by \( Y \).

Mapping an algebra homomorphism with codomain \( X \) to the \( \mathcal{M} \)-part of its fac-
torisation extends to a functor from the slice category\(^3\) over \( X \) to the category of
subobjects of \( X \). Similarly, one observes that the free Eilenberg-Moore algebra ad-
djunction gives rise to a functor from the slice category over \( X \) to the slice category
over \( X \). Finally, it is clear that there exists a functor from the category of subobjects
of \( X \) to the slice category over \( X \). The functor defined in Proposition 5.2.3.1 can thus
be recognised as the following composition:

\[
\begin{array}{c}
\mathcal{C}/X \xrightarrow{\mathcal{C}} \mathcal{C}/X \\
\text{Sub}(X) \xrightarrow{\mathcal{C}} \text{Sub}(X) \\
\end{array}
\]

\[ (5.2) \]

### 5.2.4 The Subobject Closure Monad

In this section, we show that the functor \( \mathcal{C}(\cdot)^X \) in Proposition 5.2.3.1 induces a monad
on the category of subobjects \( \mathrm{Sub}(X) \). As before, we assume a base category \( \mathcal{C} \) with
a factorisation system \((\mathcal{E}, \mathcal{M})\) and a monad \( T = (T, \eta, \mu) \) on \( \mathcal{C} \) that preserves \( \mathcal{E} \).

We begin by establishing the following two technical identities, which assume a
\( T \)-algebra \( X = (X, h) \) and a subobject \( m_Y : Y \hookrightarrow X \in \mathcal{M} \).

**Lemma 5.2.4.1.** The following two equalities hold:

\(^3\)The slice category \( \mathcal{C}/X \) of a category \( \mathcal{C} \) over an object \( X \in \mathcal{C} \) has as objects (isomorphism
classes of) morphisms \( g_Y : Y \to X \) with codomain \( X \), and a morphism \( f : g_{Y_1} \to g_{Y_2} \) consists of a
morphism \( f : Y_1 \to Y_2 \) in \( \mathcal{C} \) that satisfies \( g_{Y_1} = g_{Y_2} \circ f \).
\[ m_Y \circ e_Y \circ \eta_Y = m_Y \]

\[ m_Y \circ e_Y \circ \mu_Y = m_Y \circ e_Y \circ T e_Y \]

**Proof.** For the first identity we observe:

\[ m_Y \circ e_Y \circ \eta_Y = m_Y^2 \circ \eta_Y \quad (m_Y \circ e_Y = m_Y^2) \]
\[ = h \circ T m_Y \circ \eta_Y \quad (\text{Definition of } m_Y^2) \]
\[ = h \circ \eta_X \circ m_Y \quad (\text{Naturality of } \eta) \]
\[ = m_Y \quad (h \circ \eta_X = \text{id}_X). \]

Similarly, for the second identity we deduce:

\[ m_Y \circ e_Y \circ \mu_Y = m_Y^2 \circ \mu_Y \quad (m_Y \circ e_Y = m_Y^2) \]
\[ = h \circ T m_Y \circ \mu_Y \quad (\text{Definition of } m_Y^2) \]
\[ = h \circ \mu_X \circ T^2 m_Y \quad (\text{Naturality of } \mu) \]
\[ = h \circ T h \circ T^2 m_Y \quad (h \circ \mu_X = h \circ T h) \]
\[ = h \circ T m_Y \circ T e_Y \quad (\text{Definition of } m_Y^2) \]
\[ = m_Y^2 \circ T e_Y \quad (m_Y = m_Y \circ e_Y) \]
\[ = m_Y \circ e_Y \circ T e_Y \quad (m_Y^2 = m_Y \circ e_Y). \]

In consequence, we can define candidates for the monad unit \( \eta^X \) and the monad multiplication \( \mu^X \), respectively, as the unique diagonals below:

\[
\begin{align*}
Y & \xrightarrow{m_Y} Y \\
e_Y \circ \eta_Y & \xrightarrow{m_Y} m_Y \\
Y & \xleftarrow{m_Y} X
\end{align*}
\]

\[
\begin{align*}
T^2 Y & \xrightarrow{e_Y \circ T e_Y} \overline{Y} \\
e_Y \circ \mu_Y & \xrightarrow{m_Y} m_Y \\
\overline{Y} & \xleftarrow{m_Y} X
\end{align*}
\]

(5.3)
By construction both morphisms are homomorphisms of subobjects:

\[
\eta_{mY}^X : m_Y \longrightarrow m_{Y'}, \quad \mu_{mY}^X : m_{Y'} \longrightarrow m_{Y''}.
\]

The remaining proofs of naturality and the monad laws are covered below. By a slight abuse of notation, we write \( (\cdot)^X \) for the endofunctor on \( \text{Sub}(X) \) that arises by post-composition of the functor in Proposition 5.2.3.1 with the canonical forgetful functor from \( \text{Sub}(X) \) to \( \text{Sub}(X) \).

**Theorem 5.2.4.2.** \( (\cdot)^X, \eta^X, \mu^X \) is a monad on \( \text{Sub}(X) \).

**Proof.** On the one hand, we have to establish the naturality of \( \eta^X \) and \( \mu^X \), that is, the identities

\[
\overline{f} \circ \eta^X_{mY_1} = \eta^X_{mY_2} \circ f \\
\overline{f} \circ \mu^X_{mY_1} = \mu^X_{mY_2} \circ \overline{f}
\]

(5.4)

for any subobject homomorphism \( f : m_{Y_1} \rightarrow m_{Y_2} \). On the other hand, we need to establish the unitality and associativity laws:

\[
\mu^X_{mY} \circ \eta^X_{mY} = \text{id}_Y = \mu^X_{mY} \circ \overline{\eta^X_{mY}} \\
\mu^X_{mY} \circ \mu^X_{mY} = \mu^X_{mY} \circ \mu^X_{mY}.
\]

(5.5)

The first equation of (5.4) follows from the commutativity of the diagram below:

For the second equation of (5.4) we observe that since the following two diagrams
commute

\[
\begin{array}{c}
T^2 Y_1 \xrightarrow{\epsilon_{Y_1} \circ T \eta_{Y_1}} \overline{Y}_1 \\
\mu_{Y_1} \downarrow \quad \mu_{m Y_1} \downarrow \\
TY_1 \xrightarrow{\epsilon_{Y_1}} \overline{Y}_1 \\
e_{Y_2} \circ f \downarrow \quad m_{Y_2} \downarrow \\
\overline{Y}_2 \xrightarrow{f} X
\end{array}
\]

\[
\begin{array}{c}
T^2 Y_1 \xrightarrow{1} T^2 Y_1 \\
\mu_{Y_1} \downarrow \\
TY_1 \xrightarrow{T \epsilon_{Y_1}} T \overline{Y}_1 \\
\epsilon_{Y_1} \downarrow \quad \epsilon_{m Y_1} \downarrow \\
\overline{Y}_1 \xrightarrow{1}
\end{array}
\]

\[
\begin{array}{c}
T^2 Y_1 \xrightarrow{1} T^2 Y_1 \\
T f \circ \mu_{Y_1} \downarrow \\
TY_1 \xrightarrow{1} T Y_1 \\
\mu_{Y_2} \downarrow \\
T^2 Y_2 \xrightarrow{T \epsilon_{Y_2}} T \overline{Y}_2 \\
\epsilon_{Y_2} \downarrow \quad \epsilon_{m Y_2} \downarrow \\
\overline{Y}_2 \xrightarrow{1} X
\end{array}
\]

\[
\begin{array}{c}
T^2 Y_1 \xrightarrow{\epsilon_{Y_1} \circ T \eta_{Y_1}} \overline{Y}_1 \\
e_{Y_2} \circ f \circ \mu_{Y_1} \downarrow \quad m_{Y_1} \downarrow \\
\overline{Y}_2 \xrightarrow{f \circ \mu_{Y_1}} X
\end{array}
\]

For the first equation of (5.5) we observe that since the following diagrams commute

\[
\begin{array}{c}
TY \xrightarrow{1} TY \\
\eta_{TY} \downarrow \quad \eta_{m Y} \downarrow \\
T^2 Y \xrightarrow{T \epsilon_{Y_1}} T \overline{Y}_1 \\
\mu_{Y_1} \downarrow \\
TY \xrightarrow{1} TY \\
\epsilon_{Y_1} \downarrow \quad \epsilon_{m Y_1} \downarrow \\
\overline{Y}_1 \xrightarrow{1} X
\end{array}
\]

\[
\begin{array}{c}
TY \xrightarrow{1} TY \\
\mu_{Y} \downarrow \\
T^2 Y \xrightarrow{T \epsilon_{Y}} T \overline{Y} \\
\mu_{Y} \downarrow \\
TY \xrightarrow{1} TY \\
\epsilon_{Y} \downarrow \quad \epsilon_{m Y} \downarrow \\
\overline{Y} \xrightarrow{1} X
\end{array}
\]

\[
\begin{array}{c}
TY \xrightarrow{1} TY \\
\mu_{Y} \downarrow \\
T^2 Y \xrightarrow{T \epsilon_{Y}} T \overline{Y} \\
\mu_{Y} \downarrow \\
TY \xrightarrow{1} TY \\
\epsilon_{Y} \downarrow \quad \epsilon_{m Y} \downarrow \\
\overline{Y} \xrightarrow{1} X
\end{array}
\]

\[
\begin{array}{c}
TY \xrightarrow{1} TY \\
\mu_{Y} \downarrow \\
T^2 Y \xrightarrow{T \epsilon_{Y}} T \overline{Y} \\
\mu_{Y} \downarrow \\
TY \xrightarrow{1} TY \\
\epsilon_{Y} \downarrow \quad \epsilon_{m Y} \downarrow \\
\overline{Y} \xrightarrow{1} X
\end{array}
\]

both \( \overline{f} \circ \mu_{m Y_1} \) and \( \mu_{m Y_2} \circ \overline{f} \) are solutions to the unique diagonal below:
all three morphisms $\mu_{m_Y}^X \circ \eta_{m_Y}^X$, $\text{id}_Y$ and $\mu_{m_Y}^X \circ \eta_{m_Y}^X$ are solutions to the unique diagonal:

\[
\begin{array}{c}
TY \\ e_Y \downarrow \\
\Yscr \xrightarrow[m_Y]{} X
\end{array}
\]

Similarly, for the second equation of (5.5) we note that since the following two diagrams commute

\[
\begin{array}{ccc}
T^3Y & \xrightarrow{1} & T^3Y \\
\mu_{TY} \downarrow & & \mu_{TY} \downarrow \\
T^2Y & \xrightarrow{\mu_Y} & T^2Y \\
\mu_{TY} \downarrow & & \mu_{TY} \downarrow \\
T^Y & \xrightarrow{\mu_Y} & T^Y \\
\mu_{TY} \downarrow & & \mu_{TY} \downarrow \\
Y & \xrightarrow{m_Y} & Y
\end{array}
\]

\[
\begin{array}{ccc}
T^3Y & \xrightarrow{1} & T^3Y \\
\mu_{TY} \downarrow & & \mu_{TY} \downarrow \\
T^2Y & \xrightarrow{\mu_Y} & T^2Y \\
\mu_{TY} \downarrow & & \mu_{TY} \downarrow \\
T^Y & \xrightarrow{\mu_Y} & T^Y \\
\mu_{TY} \downarrow & & \mu_{TY} \downarrow \\
Y & \xrightarrow{m_Y} & Y
\end{array}
\]

both morphisms $\mu_{m_Y}^X \circ \mu_{m_Y}^X$ and $\mu_{m_Y}^X \circ \mu_{m_Y}^X$ are solutions to the unique diagonal below:

\[
\begin{array}{c}
T^3Y \\ e_Y \circ \mu_Y \circ \mu_{TY} \downarrow \\
\Yscr \xrightarrow[m_Y]{} X
\end{array}
\]

As before, we exemplify Theorem 5.2.4.2 for the free vector space monad on the category of sets and functions with its canonical factorisation system.

**Example 5.2.4.3.** We have previously seen that the closure of a subobject $m_Y$ of a vector space $V$ consists of formal linear combinations that are considered equivalent, if their interpretation in $V$ via $m_Y$ coincides. By construction (cf. (5.3)), the monad unit $\eta_{m_Y}^Y$ maps an element $y \in Y$ to the equivalence class $[1 \cdot y]$ in $\bar{Y}$. One further verifies that the multiplication $\mu_{m_Y}^Y$ assigns to the element $[\sum_{[\varphi]} \lambda_{[\varphi]} \cdot [\varphi]]$ in $\bar{Y}$ the
element \( [\sum_{\phi} (\sum_{[\phi]} \lambda_{[\phi]} \cdot \varphi(y)) \cdot y] \) in \( Y \). If \( Y \) is a subset of \( V \), that is, \( m_Y(y) = y \) for all \( y \in Y \), the multiplication thus flattens vectors of vectors in the usual way.

We will now show that the mapping of an algebra \( X \) to the monad \( \overline{\cdot}^X \) in Theorem 5.2.4.2 extends to algebra homomorphisms. To this end, for any algebra homomorphism \( f : A \rightarrow B \) in \( \mathcal{M} \), let \( f_* : \text{Sub}(A) \rightarrow \text{Sub}(B) \) be the induced functor defined by \( f_*(m_X) = f \circ m_X \) and \( f_*(g) = g \). The result below shows that \( f_* \) can be extended to a morphism between monads.

**Lemma 5.2.4.4.** For any \( f : A \rightarrow B \in \mathcal{M} \), there exists a monad morphism \( (f_*, \alpha) : (\text{Sub}(A), \overline{\cdot}^A) \rightarrow (\text{Sub}(B), \overline{\cdot}^B) \).

**Proof.** We need to define a natural transformation \( \alpha : \overline{\cdot}^B \circ f_* \Rightarrow f_* \circ \overline{\cdot}^A \) between functors of type \( \text{Sub}(A) \rightarrow \text{Sub}(B) \). That is, for any subobject \( m_X : X \rightarrow A \), we require a homomorphism

\[
\alpha_{m_X} : m_X^B \rightarrow f \circ m_X^A
\]

between subobjects of \( B \). Since factorisations are unique up to unique isomorphism, and the diagram on the left below commutes

\[
\begin{array}{ccc}
TX & \xrightarrow{e_X^B} & X^B \\
\downarrow{Tm_X} & & \downarrow{m_X^B} \\
T \downarrow{\alpha_{m_X}} & & \downarrow{h_B} \\
TA & \xrightarrow{Tf} & TB \\
\downarrow{h_A} & & \downarrow{f} \\
X^A & \xrightarrow{m_X^A} & B
\end{array}
\]

there exists a unique homomorphism \( \phi_{m_X} : m_X^B \rightarrow f \circ m_X^A \) of subobjects of \( B \) as indicated on the right above. We thus propose the definition

\[
\alpha_{m_X} := \phi_{m_X}.
\]

We begin by showing that the above proposal turns \( \alpha \) into a **natural** transformation. Let \( g : m_X \rightarrow m_Y \) be a morphism of subobjects of \( A \) and \( f_*(g) = g : f_*(m_X) \rightarrow f_*(m_Y) \). 

We have

\[
\begin{align*}
\alpha_{f_*(m_X)} &= \phi_{f_*(m_X)} \\
&= \phi_{m_Y} \circ f_{*}\phi_{m_X} \\
&= \phi_{m_Y} \circ (\phi_{m_X} \circ f_*(g)) \\
&= \phi_{m_Y} \circ \phi_{m_X} \circ g \\
&= \phi_{m_Y} \circ \phi_{m_X} \circ f_{*}(g).
\end{align*}
\]

Thus, \( \alpha_{f_*(m_X)} = \phi_{m_Y} \circ \phi_{m_X} \circ f_{*}(g) \), which shows that \( \alpha \) is natural.
5.2. *Step 1: Closure*

\(f_*(m_Y)\) the induced morphism of subobjects of \(B\). We need to prove the equality

\[
\phi_{m_Y} \circ \overline{f_*(g)} = \overline{g^A} \circ \phi_{m_X}.
\]

To this end, note that, as the two diagrams below commute

\[
\begin{array}{ccc}
TX & \xrightarrow{\epsilon_X^B} & X^B \\
\downarrow \epsilon_{\phi A} \circ Tg & & \downarrow m_X^B \\
Y^A & \xrightarrow{f_{\phi A}} & B
\end{array}
\quad
\begin{array}{ccc}
TX & \xrightarrow{\epsilon_X^B} & X^B \\
\downarrow Tg & & \downarrow m_X^B \\
Y^A & \xrightarrow{\phi_{m_Y}} & Y^B
\end{array}
\]

both \(\phi_{m_Y} \circ \overline{f_*(g)}\) and \(\overline{g^A} \circ \phi_{m_X}\) are solutions to the unique diagonal below:

\[
\begin{array}{ccc}
TX & \xrightarrow{\epsilon_X^B} & X^B \\
\downarrow \epsilon_{\phi A} \circ Tg & & \downarrow m_X^B \\
Y^A & \xrightarrow{f_{\phi A}} & B
\end{array}
\]

Finally, one verifies that the commutative diagrams turning \((f_*, \alpha)\) into a morphism between monads correspond to the two equations

\[
\phi_{m_X} \circ \mu^B_{f_*(m_X)} = \mu^A_{m_X} \circ \phi_{m_X} \circ \overline{\phi_{m_X}}
\]

\[
\eta^A_{m_X} = \phi_{m_X} \circ \eta^B_{f_*(m_X)}.
\]
For the first equation we observe that since the two diagrams below commute

$$
\begin{array}{c}
T^2 X \xrightarrow{\mu_X} TXB \\
\downarrow e_{\mathcal{X}\mathcal{B}} \circ T e_{\mathcal{X}\mathcal{B}} \\
TX \xrightarrow{\phi_{m_X}} \mathcal{X}\mathcal{B} \\
\downarrow e_{\mathcal{X}\mathcal{B}} \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
\quad
\begin{array}{c}
T^2 X \xrightarrow{\mu_X} TXB \\
\downarrow e_{\mathcal{X}\mathcal{B}} \circ T e_{\mathcal{X}\mathcal{B}} \\
TX \xrightarrow{\phi_{m_X}} \mathcal{X}\mathcal{B} \\
\downarrow e_{\mathcal{X}\mathcal{B}} \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
$$

both $\phi_{m_X} \circ \mu_{f_*(m_X)}^{\mathcal{B}}$ and $\mu_{m_X}^{\mathcal{A}} \circ \phi_{m_X} \circ \phi_{m_X}$ are solutions to the unique diagonal below:

$$
\begin{array}{c}
T^2 X \xrightarrow{\mu_X} TXB \\
\downarrow e_{\mathcal{X}\mathcal{B}} \circ T e_{\mathcal{X}\mathcal{B}} \\
TX \xrightarrow{\phi_{m_X}} \mathcal{X}\mathcal{B} \\
\downarrow e_{\mathcal{X}\mathcal{B}} \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
\quad
\begin{array}{c}
T^2 X \xrightarrow{\mu_X} TXB \\
\downarrow e_{\mathcal{X}\mathcal{B}} \circ T e_{\mathcal{X}\mathcal{B}} \\
TX \xrightarrow{\phi_{m_X}} \mathcal{X}\mathcal{B} \\
\downarrow e_{\mathcal{X}\mathcal{B}} \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
$$

For the second equation we observe that since the two diagrams below commute

$$
\begin{array}{c}
X \xrightarrow{1} X \\
\downarrow e_{\mathcal{X}\mathcal{A}} \circ \eta_X \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
\quad
\begin{array}{c}
X \xrightarrow{1} X \\
\downarrow \eta_X \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
\quad
\begin{array}{c}
X \xrightarrow{1} X \\
\downarrow \eta_X \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
\quad
\begin{array}{c}
X \xrightarrow{1} X \\
\downarrow \eta_X \\
\mathcal{X}\mathcal{A} \xrightarrow{f_{\mathcal{X}\mathcal{A}}} B
\end{array}
$$
both $\eta^X_{m_X}$ and $\phi_{m_X} \circ \eta^B_{f_\ast(m_X)}$ are solutions to the unique diagonal below:

\[
\begin{array}{ccc}
X & \rightarrow & X \\
\downarrow^{e_X \circ \eta_X} & & \swarrow_{f_{m_X}} \\
X & \rightarrow & B
\end{array}
\]

The next statement establishes that the canonical forgetful functor $U : \text{Sub}(X) \rightarrow \mathcal{C}$ defined by $U(m_Y) = Y$ and $U(f) = f$ extends to a morphism between monads.

**Lemma 5.2.4.5.** There exists a monad morphism $(U, \alpha) : (\text{Sub}(X), (\cdot)^X) \rightarrow (\mathcal{C}, T)$.

**Proof.** We propose the following definition:

$$\alpha : T \circ U \Rightarrow U \circ (\cdot)^X \quad \alpha_{m_Y} := e_Y : TY \rightarrow Y.$$ 

From the definition of $(\cdot)^X$ on morphisms it follows that $\alpha$ is a natural transformation. The commutative diagrams turning $(U, \alpha)$ into a morphism between monads correspond to the following two equations:

$$\mu^X_{m_Y} \circ e_Y \circ T e_Y = e_Y \circ \mu_Y \quad \eta^X_{m_Y} = e_Y \circ \eta_Y.$$ 

The equalities are satisfied by the definitions of $\eta^X$ and $\mu^X$, respectively. \qed

We conclude with the observation that the monad morphism defined in Lemma 5.2.4.4 commutes with the monad morphisms defined in Lemma 5.2.4.5.

**Lemma 5.2.4.6.** For any algebra homomorphism $f : A \rightarrow B \in \mathcal{M}$, the following diagram commutes:

\[
\begin{array}{ccc}
\text{Sub}(A), (\cdot)^A & \xrightarrow{(f_\ast, \alpha_f)} & \text{Sub}(B), (\cdot)^B \\
(U_A, \alpha_A) & \searrow & (U_B, \alpha_B) \\
&& \text{(C, T)}
\end{array}
\]
Proof. We have to show that the monad morphism \((U_B \circ f^*, \beta) : (\mathbf{Sub}(A), (\cdot)^{\text{}}_{\text{}}) \to (\mathcal{C}, T)\) with the natural transformation

\[
\beta = T \circ (U_B \circ f^*) \overset{\alpha_B \circ f}{\longrightarrow} U_B \circ (\cdot)^{\text{}}_B \circ f^* \overset{U_B \circ \alpha_f}{\longrightarrow} (U_B \circ f^*) \circ (\cdot)^{\text{}}_A
\]
given on a subobject \(m_Y : Y \to A\) in \(\mathbf{Sub}(A)\) by the morphism

\[
\beta_{m_Y} : TY \overset{\varepsilon_Y}{\longrightarrow} Y_B \overset{\phi_{m_Y}}{\longrightarrow} Y^{\text{}}_A
\]
coinsides with the morphism \((U_{\text{A}}, \alpha_{\text{A}}) : (\mathbf{Sub}(A), (\cdot)^{\text{}}_{\text{}}) \to (\mathcal{C}, T)\) with \((\alpha_{\text{A}})_{m_Y} = e_{Y^{\text{}}_A}\).

The equality \(U_B \circ f^* = U_{\text{A}}\) is immediate from the involved definitions. The identity \(\phi_{m_Y} \circ e_{Y^{\text{}}_A} = e_{Y^{\text{}}_A}\) follows from the definition of \(\phi_{m_Y}\) as unique diagonal. □

5.2.5 Closing an Image

In this section we investigate the closure of a particular class of subobjects: the ones that arise by taking the image of a morphism. We then show that deriving a minimal bialgebra from a minimal coalgebra by equipping the latter with additional algebraic structure can be realized as the closure of a subobject in this class.

We assume a category \(\mathcal{C}\) with a factorisation system \((\mathcal{E}, \mathcal{M})\) and a monad \(T\) on \(\mathcal{C}\) that preserves \(\mathcal{E}\). Suppose that \(X = (X, h_X)\) is a \(T\)-algebra and \(f : Y \to X\) a morphism in \(\mathcal{C}\). On the one hand, there exists a factorisation of \(f\) in \(\mathcal{C}\):

\[
f = Y \overset{e_{\text{im}}(f)}{\longrightarrow} \text{im}(f) \overset{m_{\text{im}}(f)}{\hookrightarrow} X.
\]

On the other hand, there exists a factorisation of the lifting \(f^2 = h_X \circ Tf\) in the category of Eilenberg-Moore algebras \(\mathcal{C}^T:\)

\[
f^2 = (TY, \mu_Y) \overset{e_{\text{im}}(f^2)}{\longrightarrow} (\text{im}(f^2), h_{\text{im}(f^2)}) \overset{m_{\text{im}(f^2)}}{\cong} (X, h_X).
\]

The next result shows that, up to isomorphism, the closure of the subobject \(m_{\text{im}}(f)\) with respect to the algebra \(X\) is given by the subobject \(m_{\text{im}(f^2)}\).

Lemma 5.2.5.1. \(m_{\text{im}(f^2)} \overset{X}{\longrightarrow} m_{\text{im}(f^2)} \in \mathbf{Sub}(X)\).
5.2. Step 1: Closure

**Proof.** Using the factorisation of \((f \circ T_{m_{im(f)}})^2 = h_X \circ T_{m_{im(f)}}\) in \(\mathcal{C}^T\),
\[
(f \circ T_{m_{im(f)}})^2 = (T_{m_{im(f)}}(f), \mu_{im(f)}) \xrightarrow{e_{m_{im(f)}}} (\text{im}(f), h_{m_{im(f)}}) \xrightarrow{m_{im(f)}} (X, h_X)
\]
one easily verifies that the diagram below commutes:

\[
\begin{array}{ccc}
TY & \overset{e_{m_{im(f)}}}{\longrightarrow} & (\text{im}(f), h_{m_{im(f)}}) \\
\downarrow{T_{m_{im(f)}}} & & \downarrow{h_X} \\
(TX, \mu_X) & \overset{m_{im(f)}}{\longrightarrow} & (X, h_X)
\end{array}
\]

Since factorisations are unique up to unique isomorphism, there thus exists a unique
isomorphism \(\phi : m_{im(f)} \simeq m_{im(f)}^X\) of subobjects of \(X\) as indicated below:

\[
\begin{array}{ccc}
TY & \overset{e_{m_{im(f)}}}{\longrightarrow} & (\text{im}(f), h_{m_{im(f)}}) \\
\downarrow{T_{m_{im(f)}}} & & \downarrow{m_{im(f)}} \\
(\text{im}(f), h_{m_{im(f)}}) & \overset{\phi}{\longleftarrow} & (X, h_X)
\end{array}
\]

Since by definition \(m_{im(f)}^X \simeq m_{im(f)}\), this shows the claim. \(\square\)

The next example uses Lemma 5.2.5.1 to show that deriving a minimal bialgebra
from a minimal coalgebra can be realised as the closure of a subobject with respect
to a monad of the type in Theorem 5.2.4.2.

**Example 5.2.5.2** (Closure of Minimal Moore Automata). Let \(F\) be the set endofunctor
with \(FX = B \times X^A\), for fixed sets \(A\) and \(B\). Let \(T\) be a set monad, \(h : TB \to B\)
a \(T\)-algebra structure for \(B\), and let \(L : A^* \to B\) be a generalised language.

As \(F\) preserves monomorphisms, the canonical epi-mono factorisation system of
the category of sets lifts to the category \(\text{Coalg}(F)\), which consists of unpointed Moore
automata with input \(A\) and output \(B\).

There exists a size-minimal Moore automaton \(M_L\) that accepts \(L\). It can be
recovered as the epi-mono factorisation of the final \(F\)-coalgebra homomorphism \(\text{obs} :\)
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A* → Ω, that is, ML = m_{im(obs)}. In more detail: Ω is carried by B^{A*}; obs satisfies
obs(w)(v) = L(wv); and A* is equipped with the F-coalgebra structure (ε, δ) : A* → B × (A*)^A defined by ε(w) = L(w) and δ(w)(a) = wa [63].

The algebra structure h induces a canonical\(^4\) distributive law λ between T and F.

One can show that λ-bialgebras are algebras over the monad T_λ on \text{Coalg}(F) defined
by T_λ(X, k) = (TX, λ_X ◦ Tk) and T_λf = Tf [152]. One such T_λ-algebra is the final
F-coalgebra Ω, which equipped with a canonical T-algebra structure [81, Prop. 3].

The functor T_λ preserves epimorphisms in the category \text{Coalg}(F), if T preserves
epimorphisms in the category of sets. The latter is the case for every set endofunction. By
Theorem 5.2.4.2, there thus exists a well-defined monad (⋯) on Sub(Ω).

By construction, the minimal Moore automaton M_L lives in Sub(Ω). Reviewing
the constructions in [161] shows that the minimal λ-bialgebra M_L for L is given by the
image of the lifting of obs, that is, M_L = m_{im(obs)}$. From Lemma 5.2.5.1 it thus follows
M_L = M_L. Hence the minimal λ-bialgebra for L can be obtained from the minimal
F-coalgebra for L by closing the latter with respect to the T_λ-algebra structure of Ω.

For an example of the monad unit, observe how the minimal coalgebra in Figure 4.3
embeds into the minimal bialgebra in Figure 4.6a.

The situation can be further generalised. We assume that i) \mathcal{C} is a category with
an (\mathcal{E}, \mathcal{M})-factorisation system; ii) λ is a distributive law between a monad T on \mathcal{C}
that preserves \mathcal{E} and an endofunction F on \mathcal{C} that preserves \mathcal{M}; iii) (Ω, h_Ω, k_Ω) is a
final λ-bialgebra.

**Theorem 5.2.5.3.** There exists a functor (⋯) : Sub(Ω, k_Ω) → Sub(Ω, h_Ω, k_Ω) yielding
a monad on Sub(Ω, k_Ω) and satisfying m_{im(obs,(X,k))} ≃ m_{im(obs_{im},(X,k))} in Sub(Ω, h_Ω, k_Ω),
for any F-coalgebra (X, k).

**Proof.** As F preserves \mathcal{M}, the (\mathcal{E}, \mathcal{M})-factorisation system of \mathcal{C} lifts to \text{Coalg}(F).
The category of λ-bialgebras is isomorphic to the category of algebras over the monad
T_λ on \text{Coalg}(F) defined by T_λ(X, k) = (TX, λ_X ◦ Tk) and T_λf = Tf [152]. The functor

---

\(^4\)Given an algebra h : TB → B for a set monad T, one can define a distributive law λ between
T and F with FX = B × X^A by λ_X := (h × st) ◦ (T π_1, T π_2) : TFX → TFX [75]. (We write
st for the usual strength function st : T(X^A) → (TX)^A defined by st(U)(a) = T(ev_a)(U), where
ev_a(f) = f(a).)
5.3. Step 2: Generators and Bases

$T_\lambda$ preserves the $\mathcal{E}$-part of the lifted factorisation system of $\text{Coalg}(F)$, if $T$ preserves the $\mathcal{E}$-part of the factorisation system of $\mathcal{C}$. In consequence, the factorisation system of $\text{Coalg}(F)$ thus lifts to $\text{Bialg}(\lambda)$. By Proposition 5.2.3.1 and Theorem 5.2.4.2 it follows that there exists a functor $(\overline{\cdot}) : \text{Sub}(\Omega, k\Omega) \to \text{Sub}(\Omega, h\Omega, k\Omega)$ that yields a monad on $\text{Sub}(\Omega, k\Omega)$. Since $(\Omega, h\Omega, k\Omega)$ is a final $\lambda$-bialgebra, $(\Omega, k\Omega)$ is a final $F$-coalgebra. By Lemma 5.2.5.1 we have the equality $m_{\text{im}(\text{obs}_{(X,k)})} = m_{\text{im}(\text{obs}_{(X,k)}^T)}$ in $\text{Sub}(\Omega, h\Omega, k\Omega)$, where $\text{obs}_{(X,k)}^T = h\Omega \circ T\lambda(\text{obs}_{(X,k)})$ is of type $\text{free}_{T}(X, k) = (TX, \mu_X, \lambda_X \circ Tk) \to (\Omega, h\Omega, k\Omega)$. By uniqueness it follows $\text{obs}_{(X,k)}^T = \text{obs}_{\text{free}_{T}(X, k)}$, which proves the claim.

To recover Example 5.2.5.2 as a special case of Theorem 5.2.5.3, one instantiates the latter for $F$ with $FX = B \times X^A$ and the canonical $F$-coalgebra with carrier $A^*$. Finally, using analogous functors to the ones present in (5.2), we observe that, as a consequence of Lemma 5.2.5.1, the diagram below commutes:

$$
\begin{array}{ccc}
\mathcal{C}/X & \longrightarrow & \mathcal{C}^T/X \\
\downarrow & & \downarrow \\
\text{Sub}(X) & \xrightarrow{(\overline{\cdot})^T} & \text{Sub}(X)
\end{array}
$$

5.3 Step 2: Generators and Bases

One of the central concepts of linear algebra is the notion of a basis for a vector space: a subset of a vector space is called a basis for the former if every vector can be uniquely written as a finite linear combination of basis elements. Part of the importance of bases stems from the convenient consequences that follow from their existence. For example, linear transformations between vector spaces admit matrix representations relative to pairs of bases [96], which can be used for efficient calculations. The idea of a basis however is not restricted to the theory of vector spaces: other algebraic theories have analogous notions of bases (and generators, by waiving the uniqueness constraint), for instance modules, semi-lattices, Boolean algebras, convex sets, and many more. In fact, the theory of bases for vector spaces is special only in the sense that every vector space admits a basis, which is not the case for e.g. modules.
In this section, we use the compact category-theoretical abstraction of generators and bases given in Definition 4.4.0.1 to lift results from one theory to the others. For example, one may wonder if there exists a matrix representation theory for convex sets that is analogous to the one of vector spaces.

5.3.1 Categorification

This section introduces morphisms between algebras with a generator or a basis.

**Definition 5.3.1.1.** The category $\text{GAlg}(T)$ of algebras with a generator over a monad $T$ is defined as follows:

- Objects are pairs $(X, \alpha)$, where $X = (X, h)$ is a $T$-algebra with generator $\alpha = (Y, i, d)$.

- A morphism $(f, p) : (X, \alpha) \rightarrow (Y, \beta)$ consists of a $T$-algebra homomorphism $f : X \rightarrow Y$ and a Kleisli-morphism $p : Y \rightarrow TY$, such that the diagram below commutes:

$$
\begin{array}{ccc}
X & \xrightarrow{d} & TXY & \xrightarrow{id} & X \\
\downarrow{f} & \downarrow{p} & \downarrow{f} & \downarrow{f} & \\
X & \xrightarrow{d} & TXY & \xrightarrow{id} & X
\end{array}
$$

Given $(f, p) : (X, \alpha) \rightarrow (Y, \beta)$ and $(g, q) : (Y, \gamma) \rightarrow (X, \beta)$, their composition is defined componentwise as $(g, q \circ (f, p)) := (\alpha \circ f, q \cdot p)$, where $q \cdot p := \mu_y \circ Tq \circ p$ denotes the usual Kleisli-composition.

The category $\text{BAlg}(T)$ of algebras with a basis is defined as the obvious full subcategory of $\text{GAlg}(T)$.

Let $F : \mathcal{C} \rightarrow \text{GAlg}(T)$ be the functor with $F(X) := (X, (X, \id_X, \eta_X))$ and $F(f : X \rightarrow Y) := (f, \eta_Y \circ f)$, and $U : \text{GAlg}(T) \rightarrow \mathcal{C}$ the forgetful functor defined as the projection on the first component. Then $F$ and $U$ are in an adjoint relation:

**Lemma 5.3.1.2.** $F \dashv U : \text{GAlg}(T) \rightleftarrows \mathcal{C}$.

**Proof.** Since every algebra can be generated by itself, the definition for $F$ is well-defined on objects. For morphisms, one easily establishes (5.6) from the naturality
of \( \eta \), the monad law \( \mu_Y \circ T\eta_Y = \text{id}_{TY} \), and the commutativity of \( f \) with algebra structures. The compositionality of \( F \) follows analogously; preservation of identity is trivial. For the natural isomorphism

\[
\text{Hom}_{\text{Alg}(T)}(F(X), (X_\alpha, \alpha)) \simeq \text{Hom}_{\text{Art}}(X, U(X_\alpha, \alpha))
\]

we propose mapping \((f, p)\) to \( f \), and conversely, \( f \) to \((f, d_\alpha \circ f)\). The latter is well-defined since

\[
(d_\alpha \circ f)^\sharp \circ \eta_X = d_\alpha \circ f \quad \text{and} \quad \iota^\sharp_\alpha \circ (d_\alpha \circ f)^\sharp = \iota^\sharp_\alpha \circ d_\alpha \circ f^\sharp = f^\sharp = f \circ (\text{id}_X)^\sharp.
\]

Composition in one of the directions trivially yields the identity; for the other direction we note that if \((f, p)\) satisfies (5.6), then \( p = p^\sharp \circ \eta_X = d_\alpha \circ f \). □

### 5.3.2 Products

In this section we show that, under certain assumptions, the monoidal product of a base category naturally extends to a monoidal product of algebras with bases in the base category. As a natural example we obtain the tensor-product of vector spaces with fixed bases.

We assume basic familiarity with monoidal categories. A monoidal monad \( T \) on a monoidal category \((\mathcal{C}, \otimes, I)\) is a monad which is equipped with natural transformations \( T_{X,Y} : TX \otimes TY \to T(X \otimes Y) \) and \( T_0 : I \to TI \), satisfying certain coherence conditions (see e.g. [138]). One can show that, given such additional data, the monoidal structure of \( \mathcal{C} \) induces a monoidal category \((\mathcal{C}^T, \boxtimes, (TI, \mu_I))\), if the following two assumptions are given [138, Corollary 2.5.6]:

(A1) For any two algebras \( X_\alpha = (X_\alpha, h_\alpha) \) and \( X_\beta = (X_\beta, h_\beta) \) the coequaliser \( q_{X_\alpha, X_\beta} \) of the algebra homomorphisms \( T(h_\alpha \otimes h_\beta) \) and \( \mu_{X_\alpha \otimes X_\beta} \circ T(X_\alpha \otimes X_\beta) \) of type \((T(TX_\alpha \otimes TX_\beta), \mu_{TX_\alpha \otimes TX_\beta}) \to (T(X_\alpha \otimes X_\beta), \mu_{X_\alpha \otimes X_\beta})\) exists (we denote its codomain by \( X_\alpha \boxtimes X_\beta := (X_\alpha \boxtimes X_\beta, h_{\alpha \boxtimes \beta}) \));

(A2) Left and right-tensoring with the induced functor \( \boxtimes \) preserves reflexive coequaliser.
The two monoidal products $\otimes$ and $\boxtimes$ are related via the natural embedding $t_{X_\alpha, X_\beta} := q_{X_\alpha, X_\beta} \circ \eta_{X_\alpha \otimes X_\beta} : X_\alpha \otimes X_\beta \to X_\alpha \boxtimes X_\beta$. One can show that the product $(TY_\alpha, \mu_{Y_\alpha}) \boxtimes (TY_\beta, \mu_{Y_\beta})$ is given by $(T(Y_\alpha \otimes Y_\beta), \mu_{Y_\alpha \otimes Y_\beta})$ and the coequaliser $q(T(Y_\alpha, \mu_{Y_\alpha}), (TY_\beta, \mu_{Y_\beta})$ by $\mu_{Y_\alpha \otimes Y_\beta} \circ T(T(Y_\alpha, Y_\beta))$ [138].

With the previous remarks in mind, we are able to claim the following.

**Lemma 5.3.2.1.** Let $T$ be a monoidal monad on $(\mathcal{C}, \otimes, I)$ such that (A1) and (A2) are satisfied. Let $\alpha = (Y_\alpha, i_\alpha, d_\alpha)$ and $\beta = (Y_\beta, i_\beta, d_\beta)$ be generators (bases) for $T$-algebras $X_\alpha$ and $X_\beta$. Then $\alpha \boxtimes \beta = (Y_\alpha \otimes Y_\beta, t_{X_\alpha, X_\beta} \circ (i_\alpha \otimes i_\beta), (d_\alpha \boxtimes d_\beta))$ is a generator (basis) for the $T$-algebra $X_\alpha \boxtimes X_\beta$.

**Proof.** First, we calculate

\[
\begin{align*}
  h_\alpha \boxtimes h_\beta &= (id = \mu_{X_\alpha \otimes X_\beta} \circ T(\eta_{X_\alpha \otimes X_\beta})) \\
  (h_\alpha \otimes h_\beta) \circ \mu_{X_\alpha \otimes X_\beta} \circ T(\eta_{X_\alpha \otimes X_\beta}) &= (q_{X_\alpha, X_\beta} = h_\alpha \otimes h_\beta [138]) \\
  q_{X_\alpha, X_\beta} \circ \mu_{X_\alpha \otimes X_\beta} \circ T(\eta_{X_\alpha \otimes X_\beta}) &= (q_{X_\alpha, X_\beta} \text{ is algebra homomorphism}) \\
  h_{\alpha \otimes \beta} \circ T(q_{X_\alpha, X_\beta}) \circ T(\eta_{X_\alpha \otimes X_\beta}) &= (\text{Definition of } t_{X_\alpha, X_\beta}) \\
  h_{\alpha \otimes \beta} \circ T(t_{X_\alpha, X_\beta})).
\end{align*}
\]

If $\alpha$ and $\beta$ are generators, it thus follows

\[
\begin{align*}
  h_{\alpha \otimes \beta} \circ T(t_{X_\alpha, X_\beta}) \circ T(i_\alpha \otimes i_\beta) \circ (d_\alpha \boxtimes d_\beta) &= (5.7) \\
  (h_\alpha \otimes h_\beta) \circ T(i_\alpha \otimes i_\beta) \circ (d_\alpha \boxtimes d_\beta) &= (T(f \otimes g) = T f \boxtimes T g [138]) \\
  (h_\alpha \otimes h_\beta) \circ (T(i_\alpha) \boxtimes T(i_\beta)) \circ (d_\alpha \boxtimes d_\beta) &= (\boxtimes \text{ is functorial}) \\
  (h_\alpha \circ T(i_\alpha) \circ d_\alpha) \boxtimes (h_\beta \circ T(i_\beta) \circ d_\beta)
\end{align*}
\]
= (α, β are generators)
\[ \text{id}_{X_α} \boxtimes \text{id}_{X_β} \]
= (\boxtimes \text{ is functorial})
\[ \text{id}_{X_α \boxtimes X_β} \]

The additional equality for the case in which α and β are bases follows analogously.

\[ \square \]

**Corollary 5.3.2.2.** Let \( T \) be a monoidal monad on \((C, \otimes, I)\) such that (A1) and (A2) are satisfied. The definitions \((X_α, α)\boxtimes(X_β, β) := (X_α \boxtimes X_β, α \boxtimes β)\) and \((f, p)\boxtimes(g, q) := (f \boxtimes g, T_{\gamma', γ'}(p \otimes q))\) yield monoidal structures with unit \(((TI, μ_I), (I, η_I, \text{id}_T))\) on \( \text{GAlg}(T) \) and \( \text{BAlg}(T) \).

**Proof.** By Lemma 5.3.2.1 the construction is well-defined on objects. That it is well-defined on morphisms, i.e. the commutativity of (5.6), is a consequence of the equalities \( Tf \boxtimes Tg = T(f \otimes g) \) and \( q_{X_α, X_β} = h_α \boxtimes h_β \) [138], which imply \( (T_{\gamma', γ'}(p \otimes q))^2 = (μ_{X_α} \otimes μ_{X_β})(T_{\gamma'} \otimes T_{\gamma'}) (p \boxtimes q) \). The natural isomorphisms underlying the monoidal structure for \( C^T \) can be extended to morphisms in \( \text{GAlg}(T) \) by associating canonical Kleisli-morphisms between generators as in (5.8).

\[ \square \]

We conclude by instantiating above construction to the setting of vector spaces.

**Example 5.3.2.3** (Tensor Product of Vector Spaces). Recall the free \( K \)-vector space monad \( \mathcal{V}_K \) from Examples 2.2.0.8. The category of sets is monoidal (in fact, cartesian) with respect to the cartesian product \( \times \) and the singleton set \( \{\star\} \). The monad \( \mathcal{V}_K \) is monoidal when equipped with the morphisms \((\mathcal{V}_K)_X(Y, ϕ, ψ)(x, y) := ϕ(x) \cdot ψ(y)\) and \( (\mathcal{V}_K)_0(\star)(\star) := 1_K \) [123]. The category of \( \mathcal{V}_K \)-algebras is isomorphic to the category of \( K \)-vector spaces, and satisfies (A1) and (A2). The monoidal structure induced by \( \mathcal{V}_K \) is the usual tensor product \( \otimes \) of vector spaces with the unit field \( \mathcal{V}_K(\{\star\}) \simeq K \). Lemma 5.3.2.1 captures the well-known fact that the dimension of the tensor product of two vector spaces equals the product of the dimensions of each vector space. The structure maps of the product generator map an element \((y_α, y_β)\) to the
vector $i(y_\alpha) \otimes i(y_\beta)$, and a vector $x$ to the function $(d_\alpha \otimes d_\beta)(x)$, where
\[
d_\alpha \otimes d_\beta = \overrightarrow{d_\alpha} \times \overrightarrow{d_\beta} : X_\alpha \otimes X_\beta \rightarrow (\mathcal{V}_X(Y_\alpha), \mu_{Y_\alpha}) \otimes (\mathcal{V}_X(Y_\beta), \mu_{Y_\beta})
\]
\[
\simeq (\mathcal{V}_X(Y_\alpha \times Y_\beta), \mu_{Y_\alpha \otimes Y_\beta})
\]
is the unique linear extension of the bilinear map defined by
\[
(d_\alpha \times d_\beta)(x_\alpha, x_\beta)(y_\alpha, y_\beta) = d_\alpha(x_\alpha)(y_\alpha) \cdot d_\beta(x_\beta)(y_\beta).
\]

### 5.3.3 Kleisli Representation Theory

In this section we use our category-theoretical definition of a basis to derive a representation theory for homomorphisms between algebras over monads that is analogous to the matrix representation theory for linear transformations between vector spaces.

In more detail, recall that a linear transformation $L : V \rightarrow W$ between $k$-vector spaces with finite bases $\alpha = \{v_1, \ldots, v_n\}$ and $\beta = \{w_1, \ldots, w_m\}$, respectively, admits a matrix representation $L_{\alpha \beta} \in \text{Mat}_k(m, n)$ with $L(v_j) = \sum_i (L_{\alpha \beta})_{i,j} w_i$, such that for any vector $v$ in $V$ the coordinate vectors $L(v)_{\beta} \in k^m$ and $v_{\alpha} \in k^n$ satisfy the equality $L(v)_{\beta} = L_{\alpha \beta} v_{\alpha}$. A great amount of linear algebra is concerned with finding bases such that the corresponding matrix representation is in an efficient shape, for instance diagonalised. The following definitions generalise the situation by substituting Kleisli morphisms for matrices.

**Definition 5.3.3.1.** Let $\alpha = (Y_\alpha, i_\alpha, d_\alpha)$ and $\beta = (Y_\beta, i_\beta, d_\beta)$ be bases for $T$-algebras $X_\alpha = (X_\alpha, h_\alpha)$ and $X_\beta = (X_\beta, h_\beta)$, respectively. The basis representation $f_{\alpha \beta}$ of a $T$-algebra homomorphism $f : X_\alpha \rightarrow X_\beta$ with respect to $\alpha$ and $\beta$ is defined by
\[
f_{\alpha \beta} := Y_\alpha \xrightarrow{i_\alpha} X_\alpha \xrightarrow{f} X_\beta \xrightarrow{d_\beta} TY_\beta.
\] (5.8)

Conversely, the morphism $p^{\alpha \beta}$ associated with a Kleisli morphism $p : Y_\alpha \rightarrow TY_\beta$ with respect to $\alpha$ and $\beta$ is defined by
\[
p^{\alpha \beta} := X_\alpha \xrightarrow{d_\alpha} TY_\alpha \xrightarrow{T p} T^2 Y_\beta \xrightarrow{\mu_{Y_\beta}} TY_\beta \xrightarrow{T i_\beta} TX_\beta \xrightarrow{h_\beta} X_\beta.
\] (5.9)
5.3. Step 2: Generators and Bases

\[ A = L_{\alpha' \alpha'} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad L_{\alpha \alpha} = \begin{pmatrix} 3 & 2 \\ -5 & -3 \end{pmatrix}, \quad P = \begin{pmatrix} -1 & 1 \\ 2 & -1 \end{pmatrix}, \quad P^{-1} = \begin{pmatrix} 1 & 1 \\ 2 & 1 \end{pmatrix} \]

Figure 5.2: The basis representation of the counter-clockwise rotation by 90 degree \( L : \mathbb{R}^2 \to \mathbb{R}^2 \), \( L(v) = Av \) with respect to \( \alpha = \{(1, 2), (1, 1)\} \) and \( \alpha' = \{(1, 0), (0, 1)\} \) satisfies \( L_{\alpha' \alpha'} = P^{-1}L_{\alpha \alpha}P \)

The morphism associated with a Kleisli morphism should be understood as the linear transformation between vector spaces induced by some matrix of the right type. The following result confirms this intuition.

**Lemma 5.3.3.2.** The function (5.9) is a \( T \)-algebra homomorphism \( \rho^{\alpha \beta} : X_\alpha \to X_\beta \).

**Proof.** Using Lemma 4.4.0.6 we deduce the commutativity of the following diagram:

\[
\begin{array}{cccccccc}
TX_\alpha & \xrightarrow{Td_\alpha} & T^2Y_\alpha & \xrightarrow{T^2p} & T^3Y_\beta & \xrightarrow{T^2i_\beta} & T^2X_\beta & \xrightarrow{T^2h_\beta} & TX_\beta \\
X_\alpha & \xrightarrow{d_\alpha} & TY_\alpha & \xrightarrow{Tp} & T^2Y_\beta & \xrightarrow{T^2i_\beta} & T^2X_\beta & \xrightarrow{T^2h_\beta} & X_\beta \\
\end{array}
\]

The next result establishes a generalisation of the observation that for fixed bases, constructing a matrix representation of a linear transformation on the one hand, and associating a linear transformation to a matrix of the right type on the other hand, are mutually inverse operations.

**Lemma 5.3.3.3.** The operations (5.8) and (5.9) are mutually inverse.

**Proof.** Essentially, the statement follows from the observation that, for bases, the functions involved in the composition below are isomorphisms:

\[
\begin{align*}
\text{Hom}_{\mathcal{C}^T}(X_\alpha, X_\beta) & \xrightarrow{(d_\alpha) \circ (i_\beta)^*} \text{Hom}_{\mathcal{C}^T}((TY_\alpha, \mu_{Y_\alpha}), (TY_\beta, \mu_{Y_\beta})) \\
& \xrightarrow{(\eta_\alpha)_*} \text{Hom}_{\mathcal{C}^T}(Y_\alpha, Y_\beta).
\end{align*}
\] (5.10)
More concretely, the definitions imply:

\[(p^{\alpha\beta})_{\alpha\beta} = d_\beta \circ (h_\beta \circ T_{i_\beta} \circ \mu_{Y_\beta} \circ T_p \circ d_\alpha) \circ i_\alpha\]

\[(f_{\alpha\beta})^{\alpha\beta} = h_\beta \circ T_{i_\beta} \circ \mu_{Y_\beta} \circ T(d_\beta \circ f \circ i_\alpha) \circ d_\alpha.\]

Using Lemma 4.4.0.6 we deduce the commutativity of the diagrams below:

\[
\begin{array}{c}
Y_\alpha \\
\downarrow \eta_{Y_\alpha} \\
X_\alpha \\
\downarrow d_\alpha \\
TY_\alpha \\
\downarrow Tp \\
T^2Y_\beta \\
\downarrow \eta_{T^2Y_\beta} \\
TY_\beta \\
\downarrow \eta_{TY_\beta} \\
TY_\beta \\
\uparrow \text{id}_{TY_\beta} \\
TY_\beta \\
\downarrow d_\beta \\
Y_\alpha \\
\end{array}
\]

\[
\begin{array}{c}
X_\alpha \\
\downarrow h_\alpha \\
X_\alpha \\
\downarrow T_{i_\alpha} \circ d_\alpha \\
TX_\alpha \\
\downarrow Tf \\
TX_\beta \\
\downarrow T_{i_\beta} \circ d_\beta \\
T^2X_\beta \\
\downarrow \mu_{Y_\beta} \\
TY_\beta \\
\downarrow T_{i_\beta} \\
TX_\beta \\
\end{array}
\]

At the beginning of this section we recalled the soundness identity \(L(v)_\beta = L_{\alpha\beta}v_\alpha\) for the matrix representation \(L_{\alpha\beta}\) of a linear transformation \(L\). The next result is a natural generalisation of this statement.

**Lemma 5.3.3.4.** \(f_{\alpha\beta}\) is the unique Kleisli-morphism such that \(f_{\alpha\beta} \cdot d_\alpha = d_\beta \circ f\). Conversely, \(p^{\alpha\beta}\) is the unique \(T\)-algebra homomorphism such that \(p \cdot d_\alpha = d_\beta \circ p^{\alpha\beta}\).

**Proof.** The definitions imply

\[f_{\alpha\beta} \cdot d_\alpha = \mu_{Y_\beta} \circ T(d_\beta \circ f \circ i_\alpha) \circ d_\alpha.\]
Using Lemma 4.4.0.6 we deduce the commutativity of the diagram below:

\[
\begin{array}{c}
X_\alpha \xrightarrow{d_\alpha} TY_\alpha \xrightarrow{T_{i_\alpha}} TX_\alpha \xrightarrow{Tf} TX_\beta \xrightarrow{Td_\beta} T^2Y_\beta \\
\downarrow^{id_{X_\alpha}} \\
X_\alpha \xrightarrow{f} X_\beta \xrightarrow{h_\alpha} \xrightarrow{h_\beta} \xrightarrow{d_\beta} TY_\beta
\end{array}
\]

Since an equality of the type \( p \cdot d_\alpha = d_\beta \circ f \) implies

\[
p = \mu_{Y_\beta} \circ \eta_{TY_\beta} \circ \mu_{Y_\beta} \circ Tp \circ \eta_{X_\alpha} = \mu_{Y_\beta} \circ Tp \circ d_\alpha \circ i_\alpha = d_\beta \circ f \circ i_\alpha = f_{\alpha\beta},
\]

the morphism \( f_{\alpha\beta} \) is moreover uniquely determined. For the second part of the claim we observe that by above and Lemma 5.3.3.3 it holds \( p \cdot d_\alpha = (p^\alpha)_\alpha \circ d_\alpha = d_\beta \circ p^\beta \), and that an equality of the type \( p \cdot d_\alpha = d_\beta \circ f \) implies \( p^\alpha = i^\beta_\beta \circ (p \cdot d_\alpha) = i^\beta_\beta \circ d_\beta \circ f = f \). \( \square \)

The next result establishes the compositionality of basis representations: the matrix representation of the composition of two linear transformations is given by the multiplication of the matrix representations of the individual linear transformations.

**Lemma 5.3.3.5.** \( g_{\beta\gamma} \cdot f_{\alpha\beta} = (g \circ f)_{\alpha\gamma} \).

**Proof.** The definitions imply

\[
g_{\beta\gamma} \cdot f_{\alpha\beta} = \mu_{Y_\gamma} \circ T(d_\gamma \circ g \circ i_\beta) \circ d_\beta \circ f \circ i_\alpha \\
(g \circ f)_{\alpha\gamma} = d_\gamma \circ (g \circ f) \circ i_\alpha.
\]

We delete common terms and use Lemma 4.4.0.6 to deduce the commutativity of the diagram below:

\[
\begin{array}{c}
X_\beta \xrightarrow{d_\beta} TY_\beta \xrightarrow{T_{i_\beta}} TX_\beta \xrightarrow{Tg} TX_\gamma \xrightarrow{Td_\gamma} T^2Y_\gamma \\
\downarrow^{id_{X_\beta}} \\
X_\beta \xrightarrow{g} X_\gamma \xrightarrow{h_\beta} \xrightarrow{h_\gamma} \xrightarrow{d_\gamma} TY_\gamma
\end{array}
\]

\( \square \)
Similarly to the previous result, the next observation captures the compositionality of the operation that assigns to a Kleisli morphism its associated homomorphism.

**Lemma 5.3.3.6.** \( q^{βγ} \circ p^{αβ} = (q \cdot p)^αγ \).

**Proof.** The definitions imply

\[
q^{βγ} \circ p^{αβ} = (h_γ \circ Ti_γ \circ μ_Yγ \circ Tq \circ d_β) \circ (h_β \circ Ti_β \circ μ_Yβ \circ Tp \circ d_α)
\]

\[
(q \cdot p)^αγ = h_γ \circ Ti_γ \circ μ_Yγ \circ Tμ_Yγ \circ T^2q \circ Tp \circ d_α.
\]

By deleting common terms and using the equality \( d_β \circ h_β \circ Ti_β = \text{id}_{TYβ} \) it is thus sufficient to show

\[
μ_Yγ \circ Tq \circ μ_Yβ = μ_Yγ \circ Tμ_Yγ \circ T^2q.
\]

Above equation follows from the commutativity of the diagram below:

\[
\begin{array}{ccc}
T^2Yβ & \xrightarrow{μ_Yβ} & TYβ \\
\downarrow T^2q & \quad & \downarrow T^2q \\
T^3Yγ & \xrightarrow{Tμ_Yγ} & T^2Yγ & \xrightarrow{μ_Yγ} & TYγ
\end{array}
\]

□

The previous statements may be summarised as functors between the following two categories, which arise from the usual Eilenberg-Moore and Kleisli categories.

**Definition 5.3.3.7** (\( \text{Alg}_B(T) \) and \( \text{Kl}_B(T) \)). Let \( \text{Alg}_B(T) \) be the category defined as follows:

- objects are given by pairs \((X_α, α)\), where \(X_α\) is a \(T\)-algebra with basis \(α = (Y_α, i_α, d_α)\); and

- a morphism \( f : (X_α, α) \to (X_β, β) \) consists of a \(T\)-algebra homomorphism \( f : X_α \to X_β \).

Similarly, let \( \text{Kl}_B(T) \) be the category defined as follows:
5.3. Step 2: Generators and Bases

- objects are given by pairs \((X_\alpha, \alpha)\), where \(X_\alpha\) is a \(T\)-algebra with basis \(\alpha = (Y_\alpha, i_\alpha, d_\alpha)\); and

- a morphism \(p : (X_\alpha, \alpha) \to (X_\beta, \beta)\) consists of a morphism \(p : Y_\alpha \to TY_\beta\); the composition is given by the usual Kleisli-composition.

**Corollary 5.3.3.8.** There exist the following isomorphisms of categories:

\[
\text{BA}l(T) \simeq \text{Al}g_\text{B}(T) \simeq \text{Kl}_B(T).
\]

**Proof.** For the first isomorphism we define a functor \(F : \text{BA}l(T) \to \text{Al}g_\text{B}(T)\) by \(F(X_\alpha, \alpha) = (X_\alpha, \alpha)\) and \(F(f, p) = f\); and a functor \(G : \text{Al}g_\text{B}(T) \to \text{BA}l(T)\) by \(G(X_\alpha, \alpha) = (X_\alpha, \alpha)\) and \(G(f) := (f, f_\alpha_i)\). The functoriality of \(G\) is a consequence of Lemma 5.3.3.5. The mutual invertibility of \(F\) and \(G\) is a consequence of Lemma 5.3.3.4. For the second isomorphism we define a functor \(F : \text{Al}g_\text{B}(T) \to \text{Kl}_B(T)\) by \(F(X_\alpha, \alpha) = (X_\alpha, \alpha)\) and \(Ff = f_\alpha_i\); and a functor \(G : \text{Kl}_B(T) \to \text{Al}g_\text{B}(T)\) by \(G(X_\alpha, \alpha) = (X_\alpha, \alpha)\) and \(Gp = p^{\alpha_\beta}\). The functoriality of \(F\) and \(G\) is a consequence of Lemma 5.3.3.5 and Lemma 5.3.3.6, respectively. Their mutual invertibility is a consequence of Lemma 5.3.3.3. \(\square\)

Assume we are given bases \(\alpha, \alpha'\) and \(\beta, \beta'\) for \(T\)-algebras \((X_\alpha, h_\alpha)\) and \((X_\beta, h_\beta)\), respectively. The following result clarifies how the two basis representations \(f_{\alpha\beta}\) and \(f_{\alpha'\beta'}\) are related.

**Proposition 5.3.3.9.** There exist Kleisli isomorphisms \(p\) and \(q\) such that \(f_{\alpha'\beta'} = q \cdot f_{\alpha\beta} \cdot p\).

**Proof.** The Kleisli morphisms \(p\) and \(q\) and their respective candidates for inverses \(p^{-1}\) and \(q^{-1}\) are defined below

\[
\begin{align*}
p &= d_\alpha \circ i_{\alpha'} : Y_{\alpha'} \to TY_\alpha \\
p^{-1} &= d_{\alpha'} \circ i_\alpha : Y_\alpha \to TY_{\alpha'}
\end{align*}
\]

\[
\begin{align*}
q &= d_\beta \circ i_\beta : Y_\beta \to TY_{\beta'} \\
q^{-1} &= d_{\beta'} \circ i_{\beta} : Y_{\beta'} \to TY_\beta.
\end{align*}
\]
From Lemma 4.4.0.6 it follows that the diagram below commutes:

This shows that $p^{-1}$ is a Kleisli right-inverse of $p$. A symmetric version of above diagram shows that $p^{-1}$ is also a Kleisli left-inverse of $p$. Analogously it follows that $q^{-1}$ is a Kleisli inverse of $q$.

The definitions further imply the equalities

$$q \cdot f_{\alpha\beta} \cdot p = \mu_{Y\beta} \circ T(d_{\beta'} \circ i_\beta) \circ \mu_{Y\beta} \circ T(d_\beta \circ f \circ i_\alpha) \circ d_\alpha \circ i_{\alpha'}$$

$$f_{\alpha'\beta'} = d_{\beta'} \circ f \circ i_{\alpha'}.$$

We delete common terms and use Lemma 4.4.0.6 to establish the commutativity of the diagram below:

Above result simplifies if one restricts to an endomorphism: the basis representations are similar. This generalises the situation for vector spaces, cf. Figure 5.2.
Corollary 5.3.3.10. There exists a Kleisli isomorphism \( p \) with Kleisli inverse \( p^{-1} \) such that \( f_{\alpha\alpha'} = p^{-1} \cdot f_{\alpha\alpha} \cdot p \).

Proof. In Proposition 5.3.3.9 let \( \beta = \alpha \) and \( \beta' = \alpha' \). One verifies that in the corresponding proof the definitions of the morphisms \( p^{-1} \) and \( q \) coincide. \( \Box \)

5.3.4 Bases for Bialgebras

This subsection is concerned with generators and bases for a bialgebra. It is well-known [152] that an Eilenberg-Moore law \( \lambda \) between a monad \( T \) and an endofunctor \( F \) induces simultaneously

- a monad \( T_\lambda = (T_\lambda, \mu, \eta) \) on \( \text{Coalg}(F) \) by \( T_\lambda(X, k) = (TX, \lambda_X \circ Tk) \) and \( T_\lambda f = Tf; \) and

- an endofunctor \( F_\lambda \) on \( \mathcal{C}^T \) by \( F_\lambda(X, h) = (FX, Fh \circ \lambda_X) \) and \( F_\lambda f = Ff \),

such that the algebras over \( T_\lambda \), the coalgebras of \( F_\lambda \), and \( \lambda \)-bialgebras coincide. We will consider generators and bases for \( T_\lambda \)-algebras, or equivalently, \( \lambda \)-bialgebras.

By Definition 4.4.0.1, a generator for a \( \lambda \)-bialgebra \((X, h, k)\) consists of an \( F \)-coalgebra \((Y, k_Y)\) and morphisms \( i : Y \to X \) and \( d : X \to TY \), such that the three diagrams on the left below commute:

\[
\begin{align*}
Y & \xrightarrow{i} X & X & \xrightarrow{d} TY & TY & \xrightarrow{T_i} TX & TX & \xrightarrow{h} X \\
FY & \xrightarrow{F_i} FX & FX & \xrightarrow{Fd} FTY & X & \xrightarrow{id_X} X & TY & \xrightarrow{id_TY} TY \\
\end{align*}
\]

(5.11)

A basis for a \( \lambda \)-bialgebra is a generator, such that in addition the diagram on the right above commutes.

It is easy to verify that by forgetting the \( F \)-coalgebra structure, every generator for a bialgebra in particular provides a generator for its underlying \( T \)-algebra. By Proposition 4.4.0.5 it thus follows that there exists a \( \lambda \)-bialgebra homomorphism \( i^\#: \exp(Y, Fd \circ k \circ i) \to (X, h, k) \). The next result establishes that there exists a second equivalent free bialgebra with a different coalgebra structure.
**Lemma 5.3.4.1.** Let \((Y, k_Y, i, d)\) be a generator for \((X, h, k)\). Then \(i^\sharp :TY \to X\) is a \(\lambda\)-bialgebra homomorphism \(\bar{i}^\sharp : \text{free}_T(Y, k_Y) \to (X, h, k)\).

**Proof.** By definition we have \(\text{free}_T(Y, k_Y) = (TY, \mu_Y, \lambda_Y \circ Tk_Y)\). Clearly the lifting \(i^\sharp = h \circ T i\) is a \(T\)-algebra homomorphism \(\bar{i}^\sharp : (TY, \mu_Y) \to (X, h)\). It is an \(F\)-coalgebra homomorphism \(\bar{i}^\sharp : (TY, \lambda_Y \circ Tk_Y) \to (X, k)\) since the diagram below commutes:

\[
\begin{array}{ccc}
TY & \xrightarrow{T i} & TX & \xrightarrow{h} & X \\
\downarrow{T k_Y} & & \downarrow{T k} & & \\
TFY & \xrightarrow{T F i} & T FX & \xrightarrow{\lambda_X} & F X \\
\downarrow{\lambda_Y} & & \downarrow{T h} & & \\
FTY & \xrightarrow{F T i} & F TX & \xrightarrow{F h} & FX
\end{array}
\]

\(\square\)

If one moves from generators to bases for bialgebras, both structures coincide.

**Lemma 5.3.4.2.** Let \((Y, k_Y, i, d)\) be a basis for \((X, h, k)\), then \(\text{free}_T(Y, k_Y) = \text{exp}_T(Y, F d \circ k \circ i)\).

**Proof.** Using Lemma 4.4.0.6 we establish the commutativity of the diagram below:

\[
\begin{array}{ccc}
TY & \xrightarrow{T k_Y} & TF Y & \xrightarrow{\lambda_Y} & FTY & \xrightarrow{id_{FT Y}} & FTY \\
\downarrow{id_{TY}} & & \downarrow{T F i} & & \downarrow{id_{FT Y}} & & \\
TY & \xrightarrow{T i} & TX & \xrightarrow{T k} & T FX & \xrightarrow{T F d} & T FY & \xrightarrow{\lambda_{TY}} & FT^2 Y & \xrightarrow{F \mu_Y} & FTY \\
\downarrow{F T d} & & \downarrow{F h} & & \downarrow{F d} & & \\
FT Y & & F X & & & &
\end{array}
\]

\(\square\)

**Example 5.3.4.3** (Canonical RFSA). In Example 4.4.0.9 we considered the generator \((J(L), i, d)\) with \(i(y) = y\) and \(d(x) = \{ y \in J(L) \mid y \leq x \}\) for the underlying algebraic part of the minimal pointed bialgebra \((X, h, k)\) to recover the canonical RFSA for \(L = (a + b)^* a\) as the coalgebra \(F d \circ k \circ i\). Figure 4.6 shows that the coalgebraic part \(k\) restricts to the join-irreducibles \(J(L)\), suggesting \(\alpha = (J(L), k, i, d)\)
as a possible generator for the full bialgebra. However, as one easily verifies, the
\( \alpha \)-action on \([\{y\}]\) implies the non-commutativity of the second diagram on the left of
(5.11). The issue can be fixed by modifying the definition of \( d \) by \( d([\{y\}]) := \{[y]\} \).
In consequence \( \text{free}_P(J(L)), k \) and \( \exp_P(J(L), Fd \circ k \circ i) \) coincide (even though the
modification does not yield a basis).

We close this section by observing that a basis for the underlying algebra of a
bialgebra is sufficient for constructing a generator for the full bialgebra.

**Lemma 5.3.4.4.** Let \((X, h, k)\) be a \( \lambda \)-bialgebra and \((Y, i, d)\) a basis for the \( T \)-algebra
\((X, h)\). Then \((TY, F \mu_Y \circ \lambda_TY \circ T(Fd \circ k \circ i), h \circ Ti, \eta_TY \circ d)\) is a generator for \((X, h, k)\).

*Proof.* In the following we abbreviate \( k_{TY} := F \mu_Y \circ \lambda_TY \circ T(Fd \circ k \circ i) : TY \to FTY.\)
By Proposition 4.4.0.5 the lifting \( h \circ Ti \) is an \( F \)-coalgebra homomorphism \( h \circ Ti : (TY, k_{TY}) \to (X, k) \). This shows the commutativity of the diagram on the left of
(5.11). By Proposition 4.4.0.8 the morphism \( d \) is an \( F \)-coalgebra homomorphism in
the reverse direction. Together with the commutativity of the diagram on the left
below this implies the commutativity of the second diagram to the left of (5.11):

\[
\begin{array}{c}
TY \xrightarrow{\eta_TY} T^2Y \\
\downarrow k_{TY} \quad \downarrow T_{k_{TY}} \\
F TY \xrightarrow{F \eta_{TY}} F T^2Y
\end{array}
\quad
\begin{array}{c}
T^2Y \xrightarrow{T^2i} T^2X \\
\downarrow \eta_{TY} \quad \downarrow \lambda_{TY} \\
TY \xrightarrow{\eta_{TY}} T X
\end{array}
\quad
\begin{array}{c}
T X \xrightarrow{T h} TX \\
\downarrow \mu_X \quad \downarrow \eta_{TX} \\
X \xrightarrow{id_X} X
\end{array}
\quad
\begin{array}{c}
X \xrightarrow{h} X
\end{array}
\]

Similarly, the commutativity of third diagram to the left of (5.11) follows from the
commutativity of the diagram on the right above. \( \square \)

### 5.3.5 Bases as Coalgebras

In this section, we compare our approach with an alternative, co-algebraic, perspective
on the generalisation of bases. More specifically, we are interested in the work of
Jacobs [77], where a basis for an algebra over a monad is defined as a coalgebra for
the comonad on the category of Eilenberg-Moore algebras induced by the free algebra
adjunction. Explicitly, a basis for a $T$-algebra $(X, h)$, in the sense of [77], consists of
a $T$-coalgebra $(X, k)$ such that the following three diagrams commute:

$$
\begin{array}{c}
TX & \xrightarrow{Tk} & T^2X \\
\downarrow h & & \downarrow \mu_X \\
X & \xrightarrow{k} & TX
\end{array} \quad \begin{array}{c}
X & \xrightarrow{k} & TX \\
\downarrow & & \downarrow h \\
X & \xrightarrow{k} & TX
\end{array} \quad \begin{array}{c}
X & \xrightarrow{k} & TX \\
\downarrow & & \downarrow T\eta_X \\
X & \xrightarrow{\eta_X} & (TX, h)
\end{array}
$$

(5.12)

Next we show that a basis as in Definition 4.4.0.1 induces a basis as in [77].

**Lemma 5.3.5.1.** Let $(Y, i, d)$ be a basis for a $T$-algebra $(X, h)$. Then (5.12) commutes
for $k := Ti \circ d$.

**Proof.** The commutativity of the diagram on the left of (5.12) follows from the naturality of $\mu$ and Lemma 4.4.0.6. The diagram in the middle of (5.12) commutes by the
definition of a generator. The commutativity of the diagram on the right of (5.12) is
again a consequence of Lemma 4.4.0.6:

$$
\begin{array}{c}
X & \xrightarrow{d} & TY & \xrightarrow{Ti} & TX \\
\downarrow d & & \downarrow \id_{TY} & & \downarrow \eta_X \\
TY & \xrightarrow{Ti} & TX
\end{array} \quad \begin{array}{c}
TY & \xrightarrow{T\eta_Y} & TX \\
\downarrow & & \downarrow \\
TX & \xrightarrow{Td} & T^2Y & \xrightarrow{T^2i} & T^2X
\end{array}
$$

Conversely, assume $(X, k)$ is a $T$-coalgebra structure satisfying (5.12) and $i_k : Y_k \to X$ an equaliser of $k$ and $\eta_X$. If the underlying category is the category of sets
and functions, the equaliser of any two functions exists. If $Y_k$ is non-empty, one can
show that the equaliser is preserved under $T$, that is, $Ti_k$ is an equaliser of $Tk$ and
$T\eta_X$ [77]. By (5.12) we have $Tk \circ k = T\eta_X \circ k$. Thus there exists a unique morphism
$d_k : X \to TY_k$ such that $Ti_k \circ d_k = k$, which can be shown to be the inverse of
$h \circ Ti_k$ [77]. In other words, $G(X, k) := (Y_k, i_k, d_k)$ is a basis for $(X, h)$ in the sense
of Definition 4.4.0.1. In the following let $F(Y, i, d) := (X, Ti \circ d)$ for any basis of $(X, h)$.

**Lemma 5.3.5.2.** Let $(Y, i, d)$ be a basis for a $T$-algebra $(X, h)$ and $k := Ti \circ d$. Then
$\eta_X \circ i = k \circ i$ and $Tk \circ (\eta_X \circ i) = T\eta_X \circ (\eta_X \circ i)$. 

\(\Box\)
Proof. The statement follows from Lemma 4.4.0.6:

\[
\begin{array}{ccc}
Y & \overset{i}{\rightarrow} & X \\
\downarrow \eta_Y & & \downarrow \eta_X \\
X & \overset{d}{\rightarrow} & TY \\
& \overset{T_i}{\rightarrow} & TX \\
\end{array}
\]

\[
\begin{array}{ccc}
Y & \overset{i}{\rightarrow} & X & \overset{\eta_X}{\rightarrow} & TX & \overset{T_d}{\rightarrow} & T^2Y \\
\downarrow \eta_Y & & \downarrow \eta_{TY} & & \downarrow \eta_{TX} & & \downarrow T^2_i \\
X & \overset{\eta_X}{\rightarrow} & TX & \overset{T_i}{\rightarrow} & T^2X \\
& & & \overset{T \eta_X \circ \eta_X}{\rightarrow} & T^2X \\
\end{array}
\]

\[\square\]

Corollary 5.3.5.3. Let \( \alpha := (Y, i, d) \) be a basis for a set-based \( T \)-algebra \((X, h)\) and \( k := T i \circ d \). Let \( i_k : Y_k \rightarrow X \) be an equaliser of \( k \) and \( \eta_X \), and \( Y_k \) non-empty, then \((\text{id}_{(X,h)})_{\alpha, G, \alpha} : Y \rightarrow TY_k\) is the unique morphism \( \psi \) making the diagram below commute:

\[
\begin{array}{ccc}
Y & \overset{\eta_X \circ i}{\rightarrow} & TY_k & \overset{T i_k}{\rightarrow} & TX & \overset{T_k}{\rightarrow} & T^2X \\
\end{array}
\]

Proof. Since \( i_k \) is an equaliser of \( k \) and \( \eta_X \), it follows from Lemma 5.3.5.2 that there exists a unique morphism \( \varphi : Y \rightarrow Y_k \) such that \( i_k \circ \varphi = i \). Since \( Y_k \) is non-empty, \( T i_k \) is an equaliser of \( T k \) and \( T \eta_X \) [77]. It follows from Lemma 5.3.5.2 that there exists a unique morphism \( \psi : Y \rightarrow TY_k \) such that \( T i_k \circ \psi = \eta_X \circ i \). It is not hard to see that \( \psi = \eta_Y \circ \varphi \). The statement thus follows from \((\text{id}_{(X,h)})_{\alpha, G, \alpha} = d_k \circ i = d_k \circ i_k \circ \varphi = \eta_Y \circ \varphi = \psi \). \[\square\]

5.3.6 Signatures, Equations, and Finitary Monads

Most of the algebras over set monads one usually considers generators for constitute finitary varieties in the sense of universal algebra. In this section, we will briefly explore the consequences for generators that arise from this observation. The constructions are well-known; we include them for completeness.

Let \( \Sigma \) be a set, whose elements we think of as operations, and \( \text{ar} : \Sigma \rightarrow \mathbb{N} \) a function that assigns to an operation its arity. Any such signature induces a set endofunctor
$H_{\Sigma}$ defined on a set as the coproduct $H_{\Sigma}X = \bigsqcup_{\sigma \in \Sigma} X^{ar(\sigma)}$, and consequently, a set monad $S_{\Sigma}$ that assigns to a set $V$ of variables the initial algebra $S_{\Sigma}V = \mu X(V + H_{\Sigma}X)$, i.e. the set of $\Sigma$-terms generated by $V$ (see e.g. [151]). One can show that the categories of $H_{\Sigma}$-algebras and $S_{\Sigma}$-algebras are isomorphic. A $S_{\Sigma}$-algebra $X$ satisfies a set of equations $E \subseteq S_{\Sigma}V \times S_{\Sigma}V$, if for all $(s, t) \in E$ and valuations $v : V \to X$ it holds $v^\sharp(s) = v^\sharp(t)$, where $v^\sharp : (S_{\Sigma}V, \mu_V) \to X$ is the unique extension of $v$ to a $S_{\Sigma}$-algebra homomorphism [5]. The set of $S_{\Sigma}$-algebras that satisfy $E$ is denoted by $\text{Alg}(\Sigma, E)$. As one verifies, the forgetful functor $U : \text{Alg}(\Sigma, E) \to \text{Set}$ admits a left-adjoint $F : \text{Set} \to \text{Alg}(\Sigma, E)$, thus resulting in a set monad $T_{\Sigma,E}$ with underlying endofunctor $U \circ F$ that preserves directed colimits. The functor $U$ can be shown to be monadic, that is, the comparison functor $K : \text{Alg}(\Sigma, E) \to \text{Set}^{T_{\Sigma,E}}$ is an isomorphism [105]. In other words, the category of Eilenberg-Moore algebras over $T_{\Sigma,E}$ and the finitary variety of algebras over $\Sigma$ and $E$ coincide. In fact, set monads preserving directed colimits (finitary monads [5]) and finitary varieties are in bijection.

The following result characterises generators for algebras over $T_{\Sigma,E}$. It can be seen as a unifying proof for observations analogous to the one in Example 4.40.2. For any $\Sigma$-term $t \in S_{\Sigma}V$ over variables $V$, let $[t]_E \in S_{\Sigma}V/\cong_E$ denote the equivalence class of $t$ w.r.t. the smallest congruence relation $\cong_E$ on $S_{\Sigma}V$ generated by the equations $E$.

**Lemma 5.3.6.1.** A morphism $i : Y \to X$ is part of a generator for a $T_{\Sigma,E}$-algebra $X$ iff every element $x \in X$ can be expressed as a $\Sigma$-term in $i[Y]$ modulo $E$, that is, there is a term $d(x) \in S_{\Sigma}Y$ such that $i^\sharp([d(x)]_E) = x$.

**Proof.** Let $i : Y \to X$ be part of a generator $(Y, i, \overline{d})$ for a $T_{\Sigma,E}$-algebra $X$. Then any $x \in X$ admits some $\overline{d}(x) \in T_{\Sigma,E}Y$ such that $i^\sharp(\overline{d}(x)) = x$, where $i^\sharp : (T_{\Sigma,E}Y, \mu_Y) \to X$. By construction $T_{\Sigma,E}Y = U FY$, where $FY = S_{\Sigma}Y/\cong_E$ is the set of $\Sigma$-terms generated by $Y$ modulo the smallest congruence $\cong_E$ generated by $E$. Let $d(x) \in S_{\Sigma}Y$ be any representative of $\overline{d}(x) \in T_{\Sigma,E}Y$, that is, such that $[d(x)]_E = \overline{d}(x)$. Then it follows $i^\sharp([d(x)]_E) = i^\sharp(\overline{d}(x)) = x$.

Conversely, assume we have a $T_{\Sigma,E}$-algebra $X$ and for any $x \in X$ there exists a term $d(x) \in S_{\Sigma}Y$ such that $i^\sharp([d(x)]_E) = x$. Then we can define a function $\overline{d} : X \to T_{\Sigma,E}Y$ by $\overline{d}(x) = [d(x)]_E$. It immediately follows $i^\sharp(\overline{d}(x)) = i^\sharp([d(x)]_E) = x$, which shows that $(Y, i, \overline{d})$ is a generator for $X$. \qed
5.3.7 Finitely Generated Objects

In this section, we relate our abstract definition of a generator to the theory of \textit{locally finitely presentable} categories, in particular, to the notions of \textit{finitely generated} and \textit{finitely presentable} objects, which are categorical abstractions of finitely generated algebraic structures.

For intuition, recall that an element \( x \in X \) of a partially ordered set is \textit{compact}, if for each directed set \( D \subseteq X \) with \( x \leq \bigvee D \), there exists some \( d \in D \) satisfying \( x \leq d \). An \textit{algebraic lattice} is a partially ordered set that has all joins, and every element is a join of compact elements. The naive categorification of compact elements is equivalent to the following definition: a object \( Y \) in \( \mathcal{C} \) is \textit{finitely presentable (generated)}, if \( \text{Hom}_{\mathcal{C}}(Y, -) : \mathcal{C} \to \text{Set} \) preserves filtered colimits (of monomorphisms). Consequently, one can categorify algebraic lattices as \textit{locally finitely presentable} (lfp) categories, which are cocomplete and admit a set of finitely presentable objects, such that every object is a filtered colimit of objects from that set \cite{5}.

In \cite[Theor. 3.5]{7} it is shown that an algebra \( \mathcal{X} \) over a finitary monad \( T \) on an lfp category \( \mathcal{C} \) is a finitely generated object of \( \mathcal{C}^T \) iff there exists a finitely presentable object \( Y \) of \( \mathcal{C} \) and a morphism \( i : Y \to X \), such that \( i^\sharp : (TY, \mu_Y) \to X \) is a strong\footnote{An epimorphism \( e : A \to B \) is said to be \textit{strong}, if for any monomorphism \( m : C \to D \) and any morphisms \( f : A \to C \) and \( g : B \to D \) such that \( g \circ e = m \circ f \), there exists a diagonal monomorphism \( d : B \to C \) such that \( f = d \circ e \) and \( g = m \circ d \).} epimorphism in \( \mathcal{C}^T \). Below, we give a variant of this statement where instead the carrier of \( i^\sharp \) is a split\footnote{A morphism \( e : A \to B \) is called \textit{split}, if there exists a morphism \( s : B \to A \) such that \( e \circ s = \text{id}_B \). Any morphism that is split is necessarily a strong epimorphism.} epimorphism in \( \mathcal{C} \), which is the case iff \( \mathcal{X} \) admits a generator in the sense of Definition 4.4.0.1.

\textbf{Proposition 5.3.7.1.} Let \( \mathcal{C} \) be a lfp category in which strong epimorphisms split and \( T \) a finitary monad on \( \mathcal{C} \) preserving epimorphisms. Then an algebra \( \mathcal{X} \) over \( T \) is a finitely generated object of \( \mathcal{C}^T \) iff it is generated by a finitely presentable object \( Y \) in \( \mathcal{C} \) in the sense of Definition 4.4.0.1.

\textbf{Proof.} Assume that an algebra \( \mathcal{X} \) over \( T \) is a finitely generated object of \( \mathcal{C}^T \). From \cite[Theor. 3.5]{7} it follows that there exists a finitely presentable object \( Y \) of \( \mathcal{C} \) and a morphism \( i : Y \to X \) such that \( i^\sharp : (TY, \mu_Y) \to \mathcal{X} \) is a strong epimorphism in \( \mathcal{C}^T \).
Since $T$ preserves epis, it is sound to assume that the carrier $i^*: TY \to X$ is a strong epimorphism in $\mathcal{C}$. (This is because the proof of [7, Theor. 3.5] can be modified by replacing the (strong-epi, mono)-factorisation system of the lfp category $\mathcal{C}^T$ (cf. [7, Remark 2.2.1] and [7, Remark 3.1]) with the factorisation system for $\mathcal{C}^T$ induced by lifting the (strong-epi, mono)-factorisation system of $\mathcal{C}$. The lifted factorisation system (cf. Section 5.2.2) consists of those algebra homomorphisms whose carrier is a strong-epi- or monomorphism in $\mathcal{C}$, respectively.) By assumption, $i^*: TY \to X$ thus splits in $\mathcal{C}$, that is, there exists at least one morphism $d: X \to TY$ in $\mathcal{C}$ such that $i^* \circ d = \text{id}_X$. This shows that $(Y, i, d)$ is a generator for $X$ in the sense of Definition 4.4.0.1.

Conversely, assume that an algebra $X$ over $T$ is generated by $(Y, i, d)$, where $Y$ is a finitely presentable object in $\mathcal{C}$. Then $d$ witnesses that $i^*: TY \to X$ splits in $\mathcal{C}$. Since every split epimorphism is necessarily strong, $i^*: TY \to X$ thus is a strong epimorphism in $\mathcal{C}$. It immediately follows that $i^*: (TY, \mu_Y) \to X$ is an epimorphism in $\mathcal{C}^T$. Since $T$ preserves epis, it also is a strong epimorphism in $\mathcal{C}^T$. From [7, Theor. 3.5] it follows that the algebra $X$ over $T$ is a finitely generated object of $\mathcal{C}^T$. □

5.4 Related Work

One of the motivations for this chapter has been our broad interest in active learning algorithms for state-based models [14], in particular automata for NetKAT [12], a formal system for the verification of networks based on Kleene Algebra with Tests [92]. One of the main challenges in learning non-deterministic models such as NetKAT automata is the common lack of a unique minimal acceptor for a given language [49]. The problem has been independently approached for different variants of non-determinism, often with the common idea of finding a subclass admitting a unique representative [53, 28]. More general and unifying perspectives were given by van Heerdt [66, 63, 64] and Myers et al. [119]. One of the central notions in the work of van Heerdt is the concept of a scoop, originally introduced by Arbib and Manes [19].

In Chapter 4 we have presented a categorical framework that recovers minimal non-deterministic representatives in two steps. The framework is based on ideas closely related to the ones in [119], adopts scoops under the name generators and
strengthens the former to the notion of a basis (Definition 4.4.0.1). In a first step, the framework constructs the minimal bialgebra accepting a given regular language, by closing the minimal coalgebra with additional algebraic structure over a monad. In a second step, it identifies generators for the algebraic part of the bialgebra, to derive an equivalent coalgebra with side effects in a monad. In this chapter, we generalise the first step as application of a monad on an appropriate category of subobjects with respect to an \((\mathcal{E}, \mathcal{M})\)-factorisation system, and explore the second step by further developing the abstract theory of generators and bases.

Categorical factorisation systems are well-established [36, 129, 106]. Among others, they have been used for a general view on the minimisation and determinisation of state-based systems [4, 6, 158]. In Section 5.2 we use the formalism of [4]. In Section 5.2.2 we have shown that under certain assumptions factorisation systems can be lifted to the categories of algebras and coalgebras. We later realised that the constructions had recently been published in [158].

The notion of a basis for an algebra over an arbitrary monad has been subject of previous interest. Jacobs, for instance, defines a basis as a coalgebra for the comonad on the category of algebras induced by the free algebra adjunction [77]. In Section 5.3.5 we have shown that a basis in our sense always induces a basis in their sense, and, conversely, it is possible to recover a basis in our sense from a basis in their sense, if certain assumptions about the existence and preservation of equaliser are given. As equaliser do not necessarily exist and are not necessarily preserved, our approach carries additional data and thus can be seen as finer.

5.5 Discussion and Future Work

We generalised the closure of a subset of an algebraic structure with respect to the latter as a monad between categories of subobjects relative to a factorisation system. We have identified the closure of a minimal coalgebra with additional algebraic structure as an instance of the closure of subobjects that arise by taking the image of a morphism. We have extended the notion of a generator to a category of algebras with generators, and explored its characteristics. We have generalised the matrix representation theory of vector spaces and discussed bases for bialgebras. We compared our
ideas with a coalgebraic generalisation of bases, explored the case in which a monad is induced by a variety, and briefly related our notion to finitely generated objects in finitely presentable categories.

In Chapter 4 we have shown that generators and bases in the sense of Section 5.3 are central ingredients in the definitions of minimal canonical acceptors. Many such acceptors admit double-reversal characterisations [38, 39, 119, 156]. Duality based characterisations as the former have been shown to be closely related to minimisation procedures with respect to factorisation systems [34, 33, 158]. In the future, it would be interesting to further explore the connection between the minimality of generators on the one side, and the notion of minimality of an acceptor with respect to a factorisation system on the other side.

Another interesting question is whether the construction that underlies our definition of a monad in Theorem 5.2.4.2 could be introduced at a more general level of an arbitrary adjunction between categories with suitable factorisation systems, such that the adjunction between the base category \( \mathcal{C} \) and the category of Eilenberg-Moore algebras \( \mathcal{C}^T \) is a special case.

Overall, our presentation primarily focused on applications to coalgebra. It would be valuable to also explore possible implications to other fields, for instance the minimisation of logical formulae or proofs.
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