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Abstract
According to the Theory of Natural Pedagogy, object-directed emotion may provide different information depending on 
the context: in a communicative context, the information conveys culturally shared knowledge regarding the emotional 
valence of an object and is generalizable to other individuals, whereas, in a non-communicative context, information is 
interpreted as a subjective disposition of the person expressing the emotion, i.e., personal preference. We hypothesized that 
this genericity bias, already present in infants, may be a feature of human communication and, thus, present at all ages. 
We further questioned the effects of robotic ostensive cues. To explore these possibilities, we presented object-directed 
emotions in communicative and non-communicative contexts under two conditions: adult participants (N = 193) were split 
into those who underwent the human-demonstrator condition and those who underwent the robot-demonstrator condition, 
i.e., a human actor or a robot displayed object-directed emotions, respectively. Questionnaires further assessed the partici-
pants’ attachment style and mentalization ability. The results showed that (1) Natural Pedagogy Theory applies to humans 
across the lifespan; (2) Shared knowledge depends on the contexts (communicative vs. non-communicative) and who is 
sharing the information (human or robot); and (3) robotic ostensive cues trigger participants’ attention, conversely, in their 
absence, participants do not turn the robot into a communicative partner by not assigning it a communicative intention 
due to a difficulty in reading the robot’s mind. Taken together, our findings indicate that robotic ostensive cues may ease 
the human-robot interaction (HRI), which is also biased by the human attachment style. The study has been preregistered 
in Open Science Framework, OSF on September 9, 2021 (Registration DOI https://doi.org/10.17605/OSF.IO/9TWY8).

Keywords  Human-robot interaction (HRI) · Natural pedagogy theory · Shared knowledge · Epistemic trust · Social 
cognition · Attachment style
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1  Introduction

1.1  Natural Pedagogy Theory

The evolutionary success of our species depends crucially 
on the social transmission of knowledge both contempora-
neously and throughout historical time. Hence, one of the 
first challenges a human being faces is learning about and 
from the world around him/her. Children are able to draw 
information relevant to their behavior by simply observing 
the reactions of adults and gaze direction toward an object 
or event [1, 2], and by decoding emotional information and 
discriminating between facial [3] and vocal expressions [2]. 
This form of social cognition emerges at approximately one 
year of age when infants begin to engage with others in vari-
ous types of joint attentional activities, such as gaze, social 
reference, and gestural communication, which generate 
cultural learning that enables the acquisition of language, 
discursive skills, tool-use practices, and other conventional 
activities [4, 5].

Csibra and Gergely [6, 7] framed out the Natural Peda-
gogy Theory which posits Pedagogy as a specific type of 
communication that enables rapid and efficient social learn-
ing that – similarly to all types of social learning (imitation, 
emulation, etc.) – conveys generalizable knowledge that is 
valid beyond the actual situation [6]. Thus, it is important to 
consider the distinctive nature of Pedagogy both as a par-
ticular type of social learning and as a particular type of 
communication. Csibra and Gergely’s theory is grounded 
on the Gricean notion of ostensive communication, which 
postulates that an essential feature of human communica-
tion is the expression and recognition of intents [8]. Osten-
sive communication is achieved through the production 
of ostensive signals, stimuli, or cues that indicate a com-
municative intention towards an addressee. Ostensive cues 
typically lead the addressee to feel recognized as a subject 
[9], encouraging more rapid knowledge acquisition [10] and 
allowing the establishment of epistemic trust [9, 11]. Impor-
tantly, it is plausible that secure attachment acts as a guar-
antee of the authenticity of knowledge [12], as the child is 
more likely to attend to the known and trusted adult indicat-
ing and naming new objects or showing whether the object 
is good or bad through social referencing [3, 4].

1.2  Ostensive Cues and Social Interaction

Human infants are highly sensitive to social cues [2–4, 
13, 14], i.e., behavioral cues – such as eye contact, infant-
directed speech, turn-taking contingent discourse, calling an 
infant by name, etc. – which indicate a clear communica-
tive intention of an agent. This has led to a growing inter-
est in how social cues, such as object-directed emotional 

expressions, can be an important source of social informa-
tion. The caregiver’s ostensive cues not only cause the infant 
to interpret the adult’s action as indicative of a communica-
tive intention to transfer relevant knowledge but also gener-
ate attachment security through a sensitive and contingent 
response [12]. Social cues act differently in terms of prepar-
ing the observer to obtain certain types of object informa-
tion and should be distinguished from non-communicative 
cues concerning the expected effects [6, 7]. In this respect, 
in communicative contexts, i.e., when the addressee is 
engaged through ostensive cues, a genericity bias is gener-
ated, in other words, the information conveyed is processed 
as generalizable to other individuals and valid beyond the 
present situation [7, 15–17]. In this sense, ostensive cues 
make it possible to convey generally shared knowledge. 
Infants’ sensitivity to ostensive signals triggers an auto-
matic predisposition in the child to receive new and relevant 
information, made manifest by the communicative inten-
tion of the adult through ostensive communication [18, 19]. 
Within these communicative contexts, ostensive cues (such 
as gaze shifting, head movement, and pointing) generate an 
expectation of generic content in the addressee: unless the 
context or other cues specify otherwise, children interpret 
the information they receive as generic rather than episodic 
[7, 15, 20]. Consequently, Natural Pedagogy theorists have 
argued that an ostensive or communicative context gener-
ates a genericity bias whereby the addressee expects to be 
taught something generalizable and focuses his or her atten-
tion on the intrinsic characteristics of the object referent [7]. 
For instance, Yoon and colleagues [17] showed that when 
9-month-old infants were introduced to an object in a com-
municative context, they remembered generic properties of 
the object (such as its identity); but when the same object 
was presented in non-communicative contexts, they were 
more likely to remember its location, that is context-specific 
properties. In line with these results, Marno and colleagues 
[16] also found that, in a communicative context, adult par-
ticipants preferentially encoded the object’s identity at the 
expense of its location, showing that communicative cues 
modulate attention to and encoding of the properties of an 
object in adults as well. Moreover, a recent study by Oku-
mura et al. [21] reported that, although both attentional cues 
(such as a beep) and ostensive cues affected infants’ gaze-
following, only ostensive cues facilitated their referential 
object learning. In line with these results, studies that have 
explored the effects of ostensive cues on infants’ tendency 
to follow others’ gaze toward objects, further showed that 
children were more likely to follow the agent’s gaze if it 
was preceded by ostensive cues [22], even when the agent 
was a robot [23]. In the experiments by Okumura et al. 
[23], 12-month-olds watched videos in which a human or 
a robot looked toward an object. Their aim was to examine 
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whether robots can influence infants’ learning and, given the 
empirical evidence that has demonstrated the importance of 
verbalizations in establishing joint attention in infant-adult 
interactions [24], the authors added ostensive verbal sig-
nals while the robot gazed at an object. Results showed that 
when the robot’s gaze was accompanied by ostensive verbal 
cues, children not only followed the direction of the robot’s 
gaze but also paid preferential attention to the object when 
the ostensive cue was present. Based on this evidence, Nat-
ural Pedagogy theorists have argued that children encode 
information differently depending on whether it is presented 
in a communicative context compared with a non-commu-
nicative context.

1.3  Shared Knowledge

Within the conceptual framework of Shared Knowledge [7], 
in communicative contexts, children would assign an object-
centered interpretation to individuals’ object-directed emo-
tions. Namely, the addressee of ostensive communication 
would focus on the intrinsic characteristics of the object and 
this kind of interpretation would allow children to (a) act in 
an emotionally consistent way not only toward the referent 
in the here and now, but also in the future situations, and (b) 
expect other people to share the same emotional disposition 
and act accordingly toward the same type of referent [15]. 
Ostensive signals increase the likelihood that the informa-
tion provided will be generalized to other circumstances or 
interactions [25]. To exemplify the concept, Egyed et al. 
[15] provided the example of a snake: the parent who sees 
their child approaching a snake will show an expression of 
fear towards it to warn the child of the danger. The adult 
intends to communicate to the child that the snake is danger-
ous to approach. By addressing the child with ostensive sig-
nals, the child will assign to the referent an object-centered 
interpretation generalizable to future situations and other 
individuals, i.e., an awareness that snakes are dangerous. On 
the other hand, when the expression of fear is observed in a 
non-communicative context, infants would assign a person-
centered interpretation to the snake that would lead them 
to not generalize the emotional disposition as applicable 
to other individuals but would interpret the object-directed 
emotion as an emotional attitude of that person (e.g., my 
parent is afraid of snakes) [15]. Previous works have sug-
gested that children, even at very early ages, are able to 
flexibly assign person- and object-centered interpretations 
to the display of referential emotions depending on whether 
they are shown in a communicative or non-communicative 
context [15, 26]. For instance, Egyed and colleagues [15] 
found that 18-month-old infants flexibly assign person- and 
object-centered interpretations according to the context in 
which the emotion was displayed. The experiment consisted 

of an actress displaying positive versus negative emotions 
toward two objects differing in their shape and color; then, 
the same or another actress made a request for one of the 
objects. After being addressed in an ostensive communica-
tive manner, infants were more likely to choose the object 
with a positive valence in response to the unknown actress’ 
request. On the other hand, when the object-directed emo-
tion was displayed within a non-communicative context 
(i.e., infants were not directly addressed), infants did not 
generalize the object-directed emotion when responding to 
the different actress’s object request. The results suggested 
that 18-month-olds interpret expressions of emotion toward 
an object communicated in an ostensive way as revealing 
general valence information about the object that is also rel-
evant to and shared by other people. In other words, infants 
assigned to the object-directed emotion an object-centered 
interpretation. In contrast, when the same emotion expres-
sion is displayed in a non-communicative context, infants’ 
interpretation is person-centered, i.e., infants interpret the 
object-directed emotion as a person-specific attitude or a 
personal preference (she likes it/she does not like it) and 
episodic.

1.4  Aim of the Study

The aim of the present study is twofold: (1) to investigate 
whether the Shared Knowledge assumption is a feature of 
human communication and thus it is found in adulthood; (2) 
to evaluate whether ostensive cues acted upon by a robotic 
agent may lead to effects beyond mere attentional arousal 
and whether the Shared Knowledge assumption persists 
in human-robot interaction (HRI) as well. These questions 
were inspired by the increasing use of robotic agents in edu-
cational settings, which demands an effort in understanding 
the mechanisms underlying HRI. Numerous studies have 
contributed to our understanding of how people interact 
with robots in educational contexts [27–34]. These studies 
have shown that the attribution of mental abilities and psy-
chological traits to robots [32] (for a review, see also [35]) 
and the human-likeness, play a significant role in establish-
ing trust and facilitating human-robot interaction [36–41]. 
Some fundamental mechanisms of social cognition, such as 
eye gaze [21, 23, 42] and joint attention [43], have been 
studied using humanoid robots, but little is actually known 
about the effect of ostensive cues on the conveyance of rele-
vant information and related generalization processes acted 
by a robot.

Although there is little work in the state of art investigat-
ing the hypotheses of Natural Pedagogy in adults, the prom-
ising results found by Marno and colleagues [16] suggest 
that communicative and non-communicative contexts do 
not exclusively exert their effects on infants. Based on these 
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Assuming a significant effect of the robot agent on the par-
ticipant’s behavior, it would be conceivable to evaluate the 
behavior in a more ecological setting. We recorded video 
clips representing humans and robots acting as the demon-
strator and requester (the one performing the object-directed 
emotion) and the requester (the one making the request to 
share). We split the sample into those who underwent the 
robot-demonstrator condition and those who underwent the 
human-demonstrator condition. The actor (human or robot) 
displayed two different emotions, one with positive and the 
other with negative valence, toward two different unfamiliar 
objects. We involved two social robots, namely QT Robot 
and NAO, to play the role of demonstrator and requester 
in the experimental condition. Crucially, during the famil-
iarization phase, the demonstrator displayed emotions in a 
communicative (the human or the robot ostensively greeted 
the participant) or non-communicative context (the human 
or the robot acted as if alone); in the test phase, participants 
saw the requester make a request by reaching his/its hand 
(the requester could be the same, a different person/robot or 
another agent depending on the demonstrator’s agency) and, 
subsequently, chose which object sharing with the requester. 
After the Shared Knowledge task, we administered two 
questionnaires assessing participants’ attachment style and 
mentalization ability, the Attachment Style Questionnaire 
(ASQ; [44]) and the Reflective Functioning Questionnaire 
(RFQ; [45]) respectively. Participants’ attachment style and 
mentalization ability were assessed because they are con-
structs intrinsically linked to ostensive communication. 
Finally, we administered the Attribution of Mental States 
questionnaire (AMS-Q; [46]), a tool that assesses the degree 
of mental anthropomorphism of nonhuman agents.

2  Methods

2.1  Participants

One-hundred and ninety-three (193) Italian adult participants 
(Mean age = 27.98 years, SD = 8.89, age-range = 18–61 
years) took part in the study. Inclusion criteria for all par-
ticipants were age of majority and being a native Italian 
speaker. See Table 1 for details of the demographic char-
acteristics of the sample. The participants were recruited on 
Prolific for 5.50$ per hour. The platform allows participants 
to be selected based on nationality and other characteristics 
of interest (e.g., absence of special medical conditions). Par-
ticipants were informed about the experimental procedure, 
the measurement items, and the materials. All participants 
gave written informed consent in line with the Declaration 
of Helsinki and its revisions and in accordance with the 
requirements of the ethics committee of the Department of 

assumptions, we hypothesized that the Shared Knowledge 
assumption described above reflects a feature of human 
communication, and if so, it should persist in adulthood. 
In addition, we wondered whether the Shared Knowledge 
assumption is restricted only to human ostensive cues. That 
is, what happens when a robot ostensively engages a per-
son through eye contact and greetings? What effects do 
ostensive cues act by a robot exert on adult participants? 
Our study investigated these questions by directly com-
paring conditions in which a human or a robot displayed 
object-directed emotions in both communicative and non-
communicative contexts. To investigate these hypotheses, 
one-hundred and ninety-three (193) Italian adult partici-
pants (age range = 18–61 years) were involved in the study. 
We have, therefore, developed a paradigm inspired by the 
work of Egyed, Kiràly, and Gergely [15] to test whether 
the Shared Knowledge assumption persists into adulthood 
and whether this phenomenon is activated when a robotic 
agent acts as a communitive partner. We expected to rep-
licate the results of the original work regarding the persis-
tence of the genericity bias in adulthood. With respect to 
the robot condition, we hypothesized that robot ostensive 
communication acted by a robot that goes beyond mere 
attentional arousal and might influence participants’ like-
lihood of sharing the positively valenced object. We have 
modified the original paradigm [15] to adapt it to adult 
participants and online administration. In order to ensure 
optimal control over the actions and behaviors of both the 
human and robot participants in this initial study, we opted 
for a video-based version of the interaction, where several 
parameters could be properly manipulated and controlled. 

Table 1  Sample socio-demographic characteristics
Sociodemographic characteristics
Age, mean ± SD 27.98 ± 8.89
Gender N (%)
  Male 97 (50.3%)
  Female 96 (49.7%)
Residence N (%)
  Northwest Italy 56 (29.0%)
  Northeast Italy 43 (22.3%)
  Centre Italy 46 (23.8%)
  South Italy 23 (11.9%)
  Sicily and Sardinia 25 (13.0%)
Educational level N (%)
  Middle school 2 (1.0%)
  High school 96 (49.7%)
  Graduate school 86 (44.6%)
  Postgraduate school 9 (4.7%)
Employment status N (%)
  Student 96 (49.7%)
  Employed 74 (38,3%)
  Unemployed 17 (8.8%)
  Other 6 (3.1%)
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noncommunicative- context/different-person condition; and 
(6) noncommunicative-context/different genus condition. 
All conditions were administered in random order and were 
semi-balanced by agent (human-human, human-robot) and 
by role (demonstrator, requester). All conditions are illus-
trated in Figs. 2 and 3.

After the Shared Knowledge task, participants were 
administered the following tests: the Attribution of Mental 
States questionnaire (AMS-Q) [46], the Reflective Func-
tioning Questionnaire (RFQ) [45] (Italian version: [47]), 
and a short version of the Attachment Style Questionnaire 
(ASQ) [44] (Italian version: [48]). The questionnaires were 
administered in random order.

2.2.2  Experimental Conditions: Shared Knowledge task

The design of the Shared Knowledge task was a 2 × 3 × 2 
repeated measures mixed model, with 2 levels of context 
(communicative, non-communicative), 3 levels of requester 
(same identity – i.e. demonstrator and requester were the 
same person/robot; different identity – within agency, i.e., 
if the demonstrator was a human the requester was another 
human; if the demonstrator was a robot the requester was 
another robot; other identity – between agency, i.e., if the 
demonstrator was human, the requester was a robot and 
vice-versa) as the within-subject factors, and 2 levels of 
demonstrator (human, robot) as the between-subject factor.

The sample was initially split into two groups (between-
subject factor): those who underwent the robot-demonstrator 
condition and those who underwent the human-demonstra-
tor condition. Within each group, the participant watched 
six short video clips with a 24-second duration each (each 
frame of the video has the same duration), showing different 
conditions. Each condition differed in the type of context 
(communicative vs. non-communicative, i.e., the demon-
strator gazing toward and verbally engaging the participant 
prior to emotions display vs. a non-engaging approach); the 
demonstrator’s agency (human vs. robot); and requester: 
same agent (i.e., demonstrator and requester were the same 
person/robot), different identity (demonstrator and requester 
had the same agency – human or robot – but a different 
identity), and finally, other agent (the demonstrator and the 
requester could be human and robot respectively, or robot 
and human, thus counterbalanced by role). The experimen-
tal condition was as follows:

	● Familiarization phase: in this initial phase, a human or 
robotic demonstrator displayed an object-directed emo-
tion, expressing joy toward one object and then turning 
toward the other, presenting an emotional expression 
of disgust (the objects are described in Stimuli). This 
sequence was repeated a second time. Before showing 

Psychology, Università Cattolica del Sacro Cuore, Milan, 
Italy, which approved this study.

2.2  Procedure and Task

2.2.1  General Procedure

In the current study, we modified the paradigm used by 
Egyed and colleagues [15] to adapt it to adult participants 
and online administration. Participants were assessed under 
two experimental conditions: the sample was split into 
those who underwent the robot-demonstrator condition 
and those who underwent the human-demonstrator con-
dition. In both the human and robot-demonstrator condi-
tions, the experiment began with a familiarization phase in 
which object-directed emotion displays were presented in a 
communicative context, i.e., the demonstrator ostensively 
engaged with participants through eye contact and greet-
ings, or non-communicative context, i.e., the demonstrator 
acted as if alone, without looking into the camera nor greet-
ing participants. This was followed by a test phase in which 
the requester made a request by extending his/its arm toward 
participants and asking them to give an object. The object 
that is positively valenced by the demonstrator is referred to 
as the target object. As in the original work [15], we varied 
the identity of the requester, who might be the same person 
who showed the expressions of referential emotions or a dif-
ferent person; in addition, we also varied the genus of the 
requester which could be a human or a robot. We involved 
two social robots, i.e., QT Robot and NAO (Fig. 1), to play 
the role of demonstrator and requester in the experimental 
condition.

We, therefore, created six experimental conditions: 
(1) communicative-context/same-person condition; (2) 
communicative-context/different-person condition; (3) 
communicative-context/different genus condition; (4) 
noncommunicative-context/same-person condition; (5) 

Fig. 1  QT Robot (on the left) and Nao (on the right)
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Fig. 3  Robot-demonstrator condi-
tions: (a) communicative context, 
same robot; (b) communica-
tive context, different robot; (c) 
communicative context, human; 
(d) non-communicative context, 
same robot; (e) non-communi-
cative context, different robot; 
(f) non-communicative context, 
human

 

Fig. 2  Human-demonstrator 
conditions: (a) communicative 
context, same person; (b) com-
municative context, different per-
son; (c) communicative context, 
robot; (d) non-communicative 
context, same person; (e) non-
communicative context, different 
person; (f) non-communicative 
context, robot
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2.2.3  Correlated Assessments

Besides the Shared Knowledge task, the protocol included 
the Attribution of Mental States (AMS), the Reflective 
Functioning Questionnaire (RFQ), and a short version of 
the Attachment Style Questionnaire.

The Attribution of Mental States questionnaire 
(AMS-Q) [46]. AMS-Q is a 23-item questionnaire that 
evaluates the attribution of mental and sensory states to 
pictures of a human stimulus (female or male). The tool 
measures the degree of mental anthropomorphization of the 
non-human agents (e.g., animals, robots, inanimate objects, 
paranormal entities, and even God) by comparing the scores 
obtained from the human stimulus with those obtained from 
the non-human stimuli. The AMS-Q consists of three sub-
scales: AMS-NP, which reflects the attribution of epistemic 
mental states (e.g., beliefs, thoughts, inferences), well-being 
states, and positive emotions; AMS-N, which includes the 
attribution of mental states that belong to the semantic field 
of deception (e.g., tell a lie) and negative emotions; and 
AMS-S which refers to sensory states (e.g., hear, smell). 
Participants were asked to rate each item according to a 
5-point Likert scale ranging from 1 (No, not at all) to 5 (Yes, 
very much). The scoring was calculated by averaging the 
items for each factor. The AMS-Q has been used in previous 
work [31, 32, 38, 49] and has been shown to be a consistent 
measure in the attribution of mental states to both humans 
and robots. The questionnaire was administrated twice with 
a human and a robot image as stimuli in random order. The 
reliability of the scale was excellent, with a Cronbach alpha 
coefficient reported of 0.96 and 0.91, respectively.

Reflective Functioning Questionnaire (RFQ) [45]. The 
brief version of the RFQ comprises two subscales, assessing 
the degrees of uncertainty (RFQ_U) and certainty (RFQ_C) 
about mental states. The Italian brief version [47] is com-
posed of 8 items that are scored by the participant on a 7- 
point Likert scale (ranging from “completely disagree” to 
“completely agree”). As a result, the low agreement reflects 
hypermentalizing, while some agreement reflects adaptive 
levels of certainty about mental states. The internal consis-
tency of the sample test was acceptable, with a Cronbach 
alpha coefficient reported of 0.71.

The Attachment Style Questionnaire (ASQ) [44, 48]. 
ASQ is a 40-item self-report questionnaire, designed to 
measure five dimensions of adult attachment: Confidence 
in Self and Others (8 items), Discomfort with Closeness 
(10 items), Relationships as Secondary (7 items), Need for 
Approval (7 items), and Preoccupation with Relationships 
(8 items). Each item is rated on a 6-point scale, ranging 
from 1 (totally disagree) to 6 (totally agree). In the current 
study, we administrated three out of the five subscales were 
administered, i.e., Trust, which reflects a secure attachment 

the emotions, in the communicative context, the dem-
onstrator ostensively addressed the participants through 
eye contact (looking into the camera) and smiling while 
greeting them, saying, “Hi! Pay attention”. In the non-
communicative context, the demonstrator never inter-
acted with the participants: the human or robotic actor 
never looked at or talked to participants either before or 
during her object-directed expressions of emotions.

	● Test phase: In this subsequent phase, the human or robotic 
requester communicatively addressed the participants 
using ostensive signals (looking, smiling, greeting); he/
it then displayed a hand request gesture (reaching out 
and placing his/its hand between the two objects with 
the palm facing upward), and said, “Give me one of 
them!”. Throughout the test phase, the requester would 
only look at the camera and never at the objects. At this 
point, participants had to select which object they would 
like to share with the requester.

Stimuli. Two unfamiliar objects with different colors, dif-
ferent shapes, and similar affordance properties for both 
humans and robots were used (about 6.18 inch). Their left-
right position on the table and the demonstrator’s emotion 
associated with them were counterbalanced among condi-
tions (Fig. 4).

Control conditions. Before starting with the experi-
mental conditions (see above), control conditions were 
administered to evaluate object preferences, robot gender 
recognition, and emotion labeling. More specifically, prior 
to carrying out the experimental conditions, the participants 
had to express their liking of the two objects, as well as indi-
cate the gender of the robot. Additionally, to ensure that the 
demonstrators’ expressed emotions were clearly recogniz-
able, participants were asked to view pictures of the human 
and robot demonstrators while expressing emotions of joy 
and disgust. Participants might choose from six different 
emotions, specifically: joy, anger, surprise, sadness, disgust, 
and fear.

Fig. 4  Unfamiliar objects presented in the Shared Knowledge task: 
object A on the left; object B on the right
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Furthermore, a GLM analysis was used to assess whether 
the participants discriminated between the human and 
robot’s mental states, whereas independent binomial logis-
tic regressions were carried out to assess possible predic-
tive effects of the participants’ reflective functioning skills 
and attachment style on responses in the Shared Knowledge 
task.

3  Results

3.1  Object Preference

Participants were asked to express their liking for the two 
objects. They showed a significant preference for object A: 
48.2% responded “like” for object A vs. 14.5% for object 
B. For object B response distribution mainly fell between 
“neutral” (29.5%) or “like a little” (33.7%). Object prefer-
ence was controlled both by design through randomization 
of objects’ location and associated emotions (see Methods 
above), and by statistics, i.e., by including the variable 
“object preference” as a covariate in the GLM analysis car-
ried out to examine participants’ responses in the Shared 
Knowledge task.

3.2  Robot Gender

As the actors involved in the study were men, we assessed 
the participants’ perception of the robot’s gender to ensure 
the gender match. Overall, the robot (QT robot) employed 
in the study as the demonstrator has been correctly identi-
fied as male (78.8%). About 20% answered “don’t know”, 
showing that some people do not consider the robot to 
belong to a specific gender. These data are in line with the 
results of a preliminary pilot study also evaluating people’s 
identification of the robots’ gender.

3.3  Emotion Recognition

The emotions expressed by humans and robots were cor-
rectly recognized by most participants. Those who did not 
correctly name the emotions still correctly indicated the 
positive or negative valence of the observed emotion (i.e., 
joy, disgust, fear, sadness, surprise, and anger). The propor-
tions of emotion recognition are given in Table 2.

3.4  Main Analysis: Shared Knowledge Task

The binomial analysis first revealed that the proportion of 
congruent responses was significantly above the chance 
level for all conditions (p < .001), indicating that the object 
with positive valence was more likely to be shared with the 

orientation; Need for Approval, which reflects respondents’ 
need for acceptance and confirmation from others; and 
Concern for Relationships, which involves an anxious and 
dependent approach to relationships. In the current study, 
the Cronbach alpha coefficient was 0.80, showing good 
internal consistency of the sample test.

2.3  Data Analysis

A General Linear Model (GLM) analysis was performed 
to assess the impact of context (communicative vs. non-
communicative) and requester (same requester, different 
requester, another agent) on participants’ choice of target 
objects under two conditions: human-demonstrator condi-
tion and robot-demonstrator condition. The proportion of 
congruent responses, i.e., when participants chose to share 
the object with positive valence, was the dependent vari-
able. The participants’ object preference was then used as 
a covariate in the 2 × 3 × 2 repeated measures GLM, with 2 
levels of context (communicative, non-communicative), 3 
levels of requester (same identity; different identity, other 
identity) as the within-subject factors; and 2 levels of dem-
onstrator (human, robot) as the between-subject factor. The 
Greenhouse-Geisser correction was used for violations of 
Mauchly’s Test of Sphericity (p < .05). Post-hoc compari-
sons were Bonferroni corrected.

Table 2  Proportions in emotion labelling in the emotion recognition 
task
Joy N (%) T-test (p)
  Human 1 168 (87.0%) < .001
  Human 2 175 (90.7%) < .001
  QT Robot 188 (97.4%) < .001
Disgust N (%) T-test (p)
  Human 1 171 (88.6%) < .001
  Human 2 153 (79.3%) < .001
  QT Robot 178 (92.2%) < .001
Fear N (%) T-test (p)
  Human 1 2 (1.0%) < .001
  Human 2 0 (0%) < .001
  QT Robot 3 (1.6%) < .001
Sadness N (%) T-test (p)
  Human 1 3 (1.6%) < .001
  Human 2 1 (0.5%) < .001
  QT Robot 7 (3.6%) < .001
Surprise N (%) T-test (p)
  Human 1 17 (8.8%) < .001
  Human 2 16 (8.3%) < .001
  QT Robot 5 (2.6%) < .001
Anger N (%) T-test (p)
  Human 1 15 (7.8%) < .001
  Human 2 39 (20.2%) < .001
  QT Robot 1 (0.5%) < .001
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with the same person that acted as the demonstrator in the 
non-communicative context than in the communicative con-
text, Mdiff = 0.17, SE = 0.05, p < .001. These data partially 
support the results of the original work ([15]; Fig. 6). Also, 
a significant difference was found between sharing with 
the same person acting both as demonstrator and requester 
rather than with different human acting as a requester in 
the non-communicative context, Mdiff = 0.13, SE = 0.05, 
p < .05.

Secondly, under the robot-demonstrator condition, pair-
wise comparisons showed that participants were more likely 
to share the target object with the same robot that acted as 
a demonstrator in a communicative than a non-communi-
cative context, Mdiff = 0.26, SE = 0.05, p < .001. Further-
more, the target object was more likely to be shared with 
a human in the communicative than non-communicative 
context, Mdiff = 0.13., SE = 0.05, p < .05. Within the com-
municative context, the target object was more likely to 
be shared with the same robot that acted as demonstra-
tor than with the human, Mdiff = 0.14, SE = 0.05, p < .05; 
whereas, in the non-communicative contexts, it was more 
likely to be shared with the other robot than with both the 
same robot, Mdiff = 0.16, SE = 0.05, p < .05, and the human, 
Mdiff = 0.17, SE = 0.05, p < .05 (Fig. 5).

requesters independently of context (communicative vs. 
non-communicative), requester’s identity (same, different, 
other), and demonstrator’s genus (human, robot). Addition-
ally, by introducing “object preference” as a covariate in the 
GLM analysis below, the results further showed no substan-
tial correlations between the participants’ responses in the 
Shared Knowledge task and object preference (p > .05), thus 
indicating that object preference did not influence partici-
pants’ choices (see also analysis of covariates below). Val-
ues of the GLM with and without covariate are reported in 
Table 3.

The main results of the GLM analysis related to the 
Shared Knowledge task showed a significant interaction 
between demonstrator and context, F(1, 189) = 38,81, 
p < .001, partial-η2 = 0.17, δ = 1, and demonstrator and 
requester, F(2, 188) = 0.85, p < .05, partial-η2 = 0.06, δ = 90, 
suggesting a difference in the effectiveness of the ostensive 
cues and in the role played by human and robot in the pro-
cesses of shared knowledge. Also, a significant three-way 
interaction was found between context, demonstrator, and 
requester, F(2, 188) = 38,81, p < .05, partial-η2 = 0.05, 
δ = 0.80.

First, under the human-demonstrator condition, pairwise 
comparisons showed that participants were more likely to 
share the target object (i.e., the positively valenced object) 

Table 3  Scores of robot demonstrator and human demonstrator conditions with and without object preference as a covariate
Pairwise comparisons without 
covariate

Pairwise comparisons 
with covariate

Demonstrator Context Requester Mdiff SE Mdiff SE
Robot Communicative Same robot Different robot 0.07 0.05 0.07 0.05

Human 0.13* 0.05 0.14* 0.05
Different robot Same robot − 0.07 0.05 − 0.07 0.05

Human 0.06 0.05 0.06 0.05
Human Same- Robot − 0.13* 0.05 − 0.14* 0.05

Different robot − 0.06 0.05 − 0.06 0.05
Non-Communicative Same robot Different robot − 0.16* 0.05 − 0.16* 0.05

Human 0.01 0.05 0.01 0.05
Different robot Same robot 0.16* 0.05 0.16* 0.05

Human 0.17* 0.05 0.16* 0.05
Human Same robot − 0.01 0.05 − 0.01 0.05

Different robot -17* 0.05 − 0.17* 0.05
Human Communicative Same person Different person 0.05 0.05 0.05 0.05

Robot − 0.01 0.05 − 0.01 0.05
Different person Same person − 0.05 0.05 − 0.05 0.05

Robot − 0.06 0.05 − 0.06 0.05
Robot Same person 0.01 0.05 0.01 0.05

Different person 0.06 0.05 0.06 0.05
Human Non-communicative Same person Different person 0.13* 0.05 0.13* 0.05

Robot 0.08 0.05 0.09 0.05
Different person Same person − 0.13* 0.05 − 0.13* 0.05

Robot − 0.04 0.05 − 0.04 0.05
Robot Same person − 0.08 05 − 0.09 05

Different person 0.04 05 0.04 05
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3.5  AMS-Q

To assess whether the human and robot were perceived as 
distinct entities from a mental content and sensory attributes 
perspective, a 2 × 2 GLM analysis was carried out, with two 
levels of AMS (mental states, sensorial states) and two lev-
els of agent (human, robot). The results showed a main effect 
of AMS, F(1, 191) = 58.70, p < .001, partial-η2 = 0.24, δ = 1, 
indicating a greater attribution of sensory than mental states, 
and a main effect of agent, F(1, 191) = 2548.12, p < .001, 
partial-η2 =.

0.93, δ = 1, indicating that the robot scored significantly 
lower than the human in states attribution. A significant 
interaction between AMS and agent, F(1, 191) = 63.8, 

Also, in the communicative context, pairwise compari-
sons showed that participants were more likely to share the 
target object with the robot (either the same or different) 
when the robot played as the demonstrator than with the 
human (either the same or different), Mdiff = 0.22, SE = 0.05, 
p < .001; Mdiff = 0.20, SE = 0.06, p < .001, respectively. In 
contrast, in the non-communicative context, participants 
were more likely to share the target object with the same 
human as the requester than with the same robot acting as 
both demonstrator and requester, Mdiff = 0.21, SE = 0.05, 
p < .001, and to share with the human when the robot was 
the demonstrator and with a human when the robot was the 
demonstrator than with the robot when the demonstrator 
was human.

Fig. 5  Interaction effect divided 
by the demonstrator’s agency 
(human, robot), highlighting the 
differences between requesters 
within and between communica-
tive contexts
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76.0% of cases, indicating the correct identification of 
the coherent answer (i.e., the positive valence of the 
object conveyed by the robot). As shown in Table  4, 
only two of the independent variables made a statisti-
cally significant contribution to the model: RFQ_C and 
ASQ-Need for approval.

2)	 Human demonstrator – robot requester, non-communi-
cative context. Similarly, when the human was the dem-
onstrator, in the non-communicative context-other agent 
(i.e., when the requester was a robot) condition, there 
were two standardized residuals with a value of -4.59 
and − 3.88 standard deviations, which were discarded. 
Once again, the binomial regression was performed, and 
the assumption of linearity was not violated. The logis-
tic regression model was statistically significant χ2(5, 
N = 94), 18.32, p = .003. The model correctly classified 
88.3% of cases, indicating the correct identification of 
the coherent answer (i.e., the positive valence of the 
object conveyed by the human). In this condition, the 
predictor variable of sharing the positive valence con-
veyed by the human was the Attachment Style Ques-
tionnaire’s need for approval, recording an odds ratio, 
Exp(B), of 0.77 (Table 4).

3)	 Human demonstrator – robot requester, communica-
tive context. Lastly, when the demonstrator was acted 
by a human, in the communicative context-other agent 
(i.e., when the requester was a robot) condition, three 
standardized residuals with values above 2.5 were elim-
inated as these were clear outliers. The new binomial 
logistic regression showed that the full model containing 
all predictors was statistically significant, χ2(5, N = 93), 
14.25, p = .014. The model correctly classified 82.8% of 
cases, indicating the correct identification of the coher-
ent answer (i.e., the positive valence of the object con-
veyed by the human). Also in this condition, two of the 
independent variables made a statistically significant 
contribution to the model: ASQ-Need for approval and 
ASQ-Concern about relationships (Table 4).

4  Discussion

The present study aimed to assess whether the Shared 
Knowledge assumption, driven by Natural Pedagogy The-
ory, is a general feature of human communication and there-
fore persists into adulthood. Additionally, this study aimed 
at better understanding human-robot interaction, and, for 
this purpose, we investigated whether the robot, when using 
ostensive signals, prepares the addressee for the intent to 
communicate generalizable information. To this end, we 
developed a.

p < .001, partial-η2 = 0.25, δ = 1, also showed that – for the 
robot – sensory states attribution was substantially greater 
than mental states attribution, Mdiff = 0.43, SE = 0.05, 
p < .001. This difference was not present for human, p > .05.

3.6  Logistic Regression

Before running the binomial logistic regressions to assess 
possible predictive effects on participants’ responses, we 
carried out Pearson’s correlation analysis examining the 
relations between the Shared Knowledge task and partici-
pants’ reflective functioning skills and attachment style. The 
analysis yielded a relation between the non-communicative/
other-agent condition when the robot was the demonstrator, 
and Certainty (RFQ_C) about the mental states of self and 
others, r(97) = 0.22, p.

< 0.01. A significant negative relationship was found 
between the non-communicative context/other- agent con-
dition when the human was the demonstrator and the sub-
scale of ASQ, namely, Need for Approval, r(96) = -0.27, 
p < .01; while, in the communicative context, the specular 
condition was moderately associated to the Concern about 
relationships of ASQ, r(96) = 0.21, p < .05.

Based on these results, we carried out binomial logistic 
regression on three conditions of the Shared Knowledge 
task with Bonferroni adjustments (p values < 0.016 consid-
ered significant) that.

correlated with the RFQ and ASQ. The model included 
five independent variables (RFQ_C, RFQ_U, ASQ-Trust, 
ASQ-Need for Approval, and ASQ-Concern about relation-
ship). Linearity of the continuous variables with respect 
to the logit of the dependent variable was assessed via 
the Box- Tidwell procedure: all continuous independent 
variables were found to be linearly related to the logit of 
the dependent variable. We ran three independent logistic 
regression models for each condition, to outline possible 
predictive effects of the participants’ reflective function-
ing skills and attachment style on responses in the Shared 
Knowledge task.

1)	 Robot demonstrator – human requester, non-communi-
cative context. When the robot was the demonstrator, in 
the non-communicative context/other agent (i.e., when 
the requester was a human) condition, there was one 
standardized residual with a value of -3.28 standard 
deviations and the associated case was deleted from 
the analysis. Thus, binomial regression was performed 
again. The full model containing all predictors was sta-
tistically significant, χ2(5, N = 96), 14.43, p = .013, indi-
cating that the model is able to distinguish between those 
who gave a coherent answer versus those who gave 
an incoherent answer. The model correctly classified 
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contexts place the addressee in an attentional state and pre-
pare him or her to receive a subsequent communication con-
taining information specifically relevant to him or her that 
should be remembered and encoded with other knowledge 
relevant to social situations [7, 9, 15]. Crucially, the osten-
sive cues that typically lead the infant to feel recognized as a 
subject [9], appear to exert their effects even on adults. Our 
results, consistent with Marno and colleagues’ study [16], 
seem to confirm that ostensive signals have effects beyond 
simple attentional arousal but prepare the addressee for gen-
eralizable knowledge in adult communication as well. Addi-
tionally, ostensive cues facilitate the relationship between 
demonstrator and requester as they trigger the epistemic 
trust that allows the addressee of object-directed emotion 
to trust the authenticity of the shared information. Thus, it 
is plausible to claim that ostensive communication triggers 
a sense of trust in the person conveying the information as 
a benevolent, cooperative, and reliable source of cultural 
information.

4.2  Robot-Demonstrator Condition

The results paint a quite different picture when the robot 
was the demonstrator. Opposite to what is described above, 
the target object was more likely to be shared with the same 
robot in the communicative context than in the non-com-
municative context. In the communicative context, the tar-
get object was shared equally with the same robot and with 
a different robot and was less likely to be shared with the 
human requester. When the robot displayed an object-direct 
emotion, the human requester appeared as unprivileged 
as participants were less inclined to consider information 
received as generalizable to humans, but conversely appli-
cable to any other robots. These results seem to suggest 
that the information the robot conveys might be considered 
“robot-specific”. A possible explanation for this finding lies 
in the Theory of Natural Pedagogy that the expectation of 
learning generalizable knowledge is driven by members of 
the same social group [6, 7, 50] and, as a matter of fact, 
robots are not perceived as belonging to the same social 
group as humans (as evidenced by the data of the AMS-Q). 

paradigm inspired by Egyed et al.’s work [15], in which 
participants, after having observed the agent’s positive or 
negative emotions toward two objects, had to decide which 
object to be shared with a requester. Generally, the results 
of the present study showed (1) that the process of Shared 
Knowledge previously evaluated in children persists into 
adulthood, and (2) a fairly different pattern of behavior, 
when the demonstrator was human or robot, i.e., the posi-
tively valenced object (target object), was shared differently 
depending on whether the demonstrator or requester was a 
human or a robot, as well as on the contexts in which the 
demonstrator delivered the information (i.e., communica-
tive vs. non-communicative).

4.1  Human-Demonstrator Condition

Under the human-demonstrator condition, the results gener-
ally support the conclusions of the original work [15], thus 
generalizing the paradigm carried out in presence of young 
children to adults. Specifically, we found that the target 
object was more likely to be shared with the same person 
than with another in the non-communicative contexts. Addi-
tionally, we further found that the tendency to share with 
the same person in the non-communicative context is even 
greater than sharing with the same person in the communica-
tive context (this condition was absent in the original work). 
According to Egyed and colleagues [15], our data would 
support the Shared Knowledge assumption of Natural Peda-
gogy Theory, which assumes that in a non-communicative 
context, children do not generalize the agent-specific attri-
butions as applying to other individuals. Moreover, in the 
absence of ostensive cues, children assign a person-centered 
interpretation, whereby they interpret the received emo-
tional information as valid only in relation to the referent in 
the current episodic situation. This idea is further supported 
by data from our study showing a lack of differences in 
object-sharing between requesters specifically in the com-
municative context: under the human-demonstrator condi-
tion, the target object was almost equally shared with the 
same person, with a different person, or even with the robot. 
As postulated by Natural Pedagogy Theory, communicative 

Table 4  Logistic regression predicting the likelihood of sharing object
B SE Wald df p Exp(B) 95% CI for 

EXP(B)
Lower Upper

Robot_dem, Non-comm, Human_req ASQ_NeedApp − 0.15 0.06 5.93 1 0.015 0.86 0.77 0.97
RFQ_C − 0.18 0.07 6.15 1 0.013 0.83 0.72 0.96

Human_dem, Non-comm, Robot_req ASQ_NeedApp − 0.26 0.9 8.76 1 0.003 0.77 0.65 0.92
Human_dem, comm, Robot_req ASQ_NeedApp − 0.12 0.06 3.71 1 0.05 0.89 0.79 1

ASQ_CAR 0.17 0.06 7.37 1 0.007 1.18 1.05 1.33
Note: ASQ_NeedApp = Need for Approval (ASQ); ASQ_CAR = Concern about Relationships (ASQ); FRQ_C = Certainty about the mental 
states of self and others
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acts, understands the intention to communicate, and feels 
involved as the recipient of the communication [7, 50].

4.3  Attachment and Mentalization Ability in the 
Shared Knowledge Task

Participants’ attachment styles and specific reflective 
functioning processes were evaluated for explaining the 
participants’ behavior and choices in the Shared Knowl-
edge task. Regression analyses showed that participants’ 
attachment style and reflective functioning predicted their 
responses in the Shared Knowledge task. Ostensive cues, 
such as eye contact, accurate turn-taking, and appropri-
ate contingent responsiveness (in time, tone, and content), 
used by the responsive caregiver to communicate consistent 
and clear emotional responses, increase the likelihood of a 
secure child-parent attachment. At least in infancy, osten-
sive cues can be viewed from a developmental perspective 
because they trigger a basic epistemic trust in the caregiver 
as a benevolent, cooperative, and reliable source of cul-
tural information that facilitates the rapid learning of shared 
knowledge without the need to critically scrutinize its valid-
ity or relevance [12, 54]. Conversely, insecure attachment 
creates epistemic uncertainty [9] and the child constantly 
tests the trustworthiness of the information delivered by the 
caregiver. In this sense, attachment bonds serve as a guar-
antee of the authenticity of knowledge. Our data showed 
that insecure attachment – resulting in the need for approval 
and the attitudes of anxiety and dependence on relationships 
[48] – predicted a less eagerness to share with the robot in 
the conditions in which the human was the demonstrator. 
This was independent of context (communicative or non-
communicative). Also, those more in need of approval were 
less likely to share with the human in the conditions in which 
the robot was the demonstrator, this time only in the non-
communicative context. The data first inform us that, gener-
ally, when the demonstrator and requester are of different 
entities, a greater need for approval results in less probabil-
ity to share. A fine-grained analysis of the data further sug-
gests that this is especially true when the relationship is first 
established with a human (demonstrator), and one must sub-
sequently share with a robot. This dynamic (i.e., sharing less 
with the robot when the human was the demonstrator) may 
tentatively suggest a human-centric approach to relation-
ships. The latter observation is particularly relevant as Csi-
bra and Gergely emphasize that Shared Knowledge should 
be protected from deliberate distortion by individuals who 
do not share the same “genetic material”. Indeed, when first 
engaged by a human, those most in need of approval could 
be regarded as either skeptical of the relationship with the 
robot or not want to “betray” the newly constructed rela-
tionship with the human demonstrator by tending to share 

A similar tendency was observed in the non-communicative 
context, in which the target object was less shared with the 
human requester. In contrast to the human-demonstrator 
condition, in the non-communicative context, participants 
did not generalize the object positively valenced by the 
robot to the same robot - as postulated by Natural Pedagogy 
Theory - but rather generalized the target object to the dif-
ferent robot. These findings suggest that when dealing with 
robots, Natural Pedagogy assumptions on the genericity 
bias are no longer valid. Some other processes would be – 
as per our data – in place.

Overall, the data collected in the robot-demonstrator 
conditions bring out the crucial role of ostensive cues in 
human-robot interactions. We asked whether and how 
robotic ostensive cues may influence interactions with 
humans. Although participants were not inclined to general-
ize the object-directed emotion displayed by the robot to the 
human requester, in the communicative context participants 
“listened to the robot” by paying attention to the expressed 
preference and sharing it with the same or different robot. In 
contrast, in the non-communicative contexts, participants, 
not being ostensively engaged by the robot demonstrator, 
tended to share more of the target object with the different 
requesting robot, which importantly always began the inter-
action by communicatively addressing the participants. It is, 
therefore, possible to hypothesize that when a robot does not 
communicate ostensively, people may not attribute a com-
municative intention to the robot and, consequently, do not 
consider it a communicative partner [51]. The human-robot 
interaction apparently relies on a fundamental feature of 
human communication, namely the attribution of a commu-
nicative intention [8], that is generally afforded by ostensive 
cues (e.g., direct eye contact, direct speech, calling one’s 
own name, or contingent response) [20, 52]. When robots 
communicate ostensively, the addressee attributes a commu-
nicative intention to the robot [53]: verbalizations and gaze 
behavior facilitate the interpretation of the robot’s actions as 
communicative acts specifically directed at the addressee, 
leading the addressee to turn the robot into a communica-
tive partner. By attributing communicative intentions, the 
addressee may consider the information and the communi-
cator’s beliefs, views, and attitudes toward an object, even 
if conveyed by a robot. Our results are consistent with pre-
vious studies with children [23, 51, 53], in which the role 
of robotic ostensive cues has been found to be important, 
e.g., a robot that displays ostensive signals can facilitate 
the acquisition of information and learning [23], and inten-
tion attribution (e.g., [53]). Furthermore, according to the 
Natural Pedagogy theory, communicative signals play a 
primary role in conveying relevant information because the 
addressee recognizes the agent’s actions as communicative 
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intention to the addresser. These findings provide new 
evidence that robotic ostensive cues play a distinct role in 
human-robot interaction, allowing the robot to become an 
effective communicative partner. The crucial point is that 
the robot must first be considered a social agent with a rela-
tional intention. If the communication is not introduced by 
ostensive cues, the addressee does not consider the robot 
a communicative partner and does not pay attention to the 
information the robot wants to convey; hence, the generic-
ity bias is not applied any longer. Moreover, the knowledge 
is shared by the members of the same social group and, as 
the AMS-Q data shows, robots and humans belong to two 
different genera. These differences outline an “inter-agent” 
discriminative attitude toward the robot. This is also evident 
from the fact that participants tend to attribute more inter-
individual differences between people than between robots, 
which are perceived to be fundamentally the same precisely 
because what one robot likes is generalizable to any other 
robot (but not to humans).

Although our study contributes to human-robot interac-
tion research and also provides input for practical use, some 
limitations need to be considered. Firstly, we did not inves-
tigate participants’ familiarity with robots. Secondly, the 
Shared Knowledge tasks were administered online. We were 
fully aware that if we had shown a real robot, the physical 
embodiment might have produced an enhanced effect for 
participants and eased the influence of the robot’s ostensive 
cues on the affective evaluation of the object and on sharing 
it. It is important to note that physical and social embodi-
ment are inherently interconnected. From a fundamental 
perspective, physical embodiment refers to the space occu-
pied by the robot and its ability to move and perceive its sur-
rounding environment. When a second agent is introduced, 
social interaction also comes into play, even if there is no 
direct communication between the two parties. It might be 
worth exploring this in a more ecological context. That said, 
the fact that our results replicate the findings of the original 
study allows us to predict with a good degree of certainty 
the persistence of Shared Knowledge in adulthood and the 
effectiveness of the robot’s ostensive cue if the paradigm of 
the present study were administered in the presence. Future 
studies are needed to examine the extent of ostensive cues 
in human-robot interaction and also to clarify whether the 
effects found will persist even when people are already 
familiar with a robot and perceive it within the relationship, 
such as a household robot. Such research may guide future 
directions for humanoid robot design in the field of social 
robotics and lead to new learning strategies.
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with the other genus the human’s least favorite object. This 
would also be the reason that those who are most in need of 
approval and who were initially approached by a robot were 
less likely to share the target object with the human, espe-
cially in conditions where the robot did not engage them via 
an ostensive cue.

We also found a negative predictive power of the reflec-
tive functioning subscale certainty of one’s own and others’ 
mental states and sharing the target object with a human 
when the robot demonstrator did not engage participants via 
an ostensive cue. That is, the greater the participants’ cer-
tainty with respect to their own and others’ mental contents, 
the lower the likelihood of sharing with the other genus in a 
non-communicative context. This could possibly mean that 
participants cannot generalize the information delivered by 
an informant whose mind is, by its nature, opaque. These 
would, overall, be consistent with the idea proposed above 
that in the robot non-communicative context condition, in 
which participants were less likely to share the target object 
with a human than with a different robot. The regression 
data enrich this observation by suggesting that this phenom-
enon is mediated by confidence in one’s own mental abili-
ties, which may be better applied when the mind to be read 
is human rather than robotic, whose content is unknown. Put 
another way, good mentalistic skills need to be nurtured by 
an understanding of the other’s mind for “safe” sharing to 
occur, even more so if the genus acting as the mediator of 
the relationship (robot) has an opaque mental content and is 
not conducive to relational engagement with communica-
tive cues.

5  Concluding Remarks and Limitations

In line with the theory of Natural Pedagogy, ostensive cues 
play a primary role both in human-human interaction and in 
human-robot interaction and make it possible to efficiently 
convey information because the addressee assigns to the 
human or robot demonstrator’s actions a communicative 
intent. Ostensive cues seem to generate the genericity bias in 
adults as well, namely, the information conveyed in a com-
municative context is interpreted as generic and extendable 
to other individuals; this is not the case in non-communica-
tive contexts where information is considered episodic and 
personal dispositions. In sum, we have demonstrated that, 
just like in infants, ostensive cues modulate the attention 
and information encoding as an object- or a person-centered 
in adults as well; potentially configuring the Shared Knowl-
edge assumption as an inherent part of human communica-
tion rather than specific to certain age groups.

Our results further suggest that also non-human osten-
sive cues elicited a similar attribution of a communicative 
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