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Abstract—Considering a simultaneously transmitting and re-
flecting reconfigurable intelligent surfaces (STAR-RIS)-aided
dual-functional radar-communications (DFRC) system, this pa-
per proposes a symbol-level precoding-based scheme for concur-
rent securing confidential information transmission and perform-
ing target sensing, where the public signals intended for multiple
unclassified users are exploited to deceive the multiple potential
malicious radar targets. Specifically, the STAR-RIS-aided DFRC
system design is formulated as a joint optimization problem that
determines the transmission waveform signal, the transmission
and reflection coefficients of STAR-RIS. The objective is to
maximize the average received radar sensing power subject to the
quality-of-service constraints for multiple communication users,
the security constraint for multiple potential eavesdroppers, as
well as various practical waveform design restrictions. However,
the formulated problem is challenging to handle due to its
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nonconvexity. Furthermore, the high dimensionality of the opti-
mization variables also renders existing optimization algorithms
inefficient. To address these issues, we propose a distance-
majorization induced low-complexity algorithm to obtain an
efficient solution, which converts the nonconvex joint design
problem into a sequence of subproblems that can be solved in
closed-form, relieving the required high computational burden
of the conventional approaches, e.g., the interior point method.
Simulation results confirm the effectiveness of the STAR-RIS in
improving the DFRC performance. Besides, by comparing with
the state-of-the-art alternating direction method of multipliers
(ADMM) algorithm, simulation results validate the efficiency of
our proposed optimization algorithm and show that it enjoys ex-
cellent scalability for different number of T-R elements equipped
at the STAR-RIS.

Index Terms—STAR-RIS, dual-functional radar-
communication, symbol-level precoding, distance-majorization.

I. INTRODUCTION

The upcoming sixth-generation (6G) networks will enable
a plethora of emerging applications such as autonomous
driving, smart factories, intruder detection, and localization
tracking to name a few [2]. Hence, there is an urgent need
to integrate radar sensing capability into the next-generation
wireless networks to establish perceptive mobile networks via
the notion of dual-functional radar-communications (DFRC)
[3]. In fact, traditional wireless communications and radar
sensing have developed independently in the past decades
due to their inherently different functionalities. The initial
study on DFRC can be traced back to the 1960s, where
pulse code groups were adopted for tracking space vehicles
while performing information transmission [4]. However, the
research on DFRC did not receive significant attention until
the 2010s. In recent years, the deficiency of spectral resources
and the increasing demand for perceptive mobile networks
have triggered the need for efficient DFRC designs to achieve
satisfactory communication and sensing performance simul-
taneously [5]–[7]. In general, there are two main research
trends on DFRC, radar-centric and communication-centric
system designs [8], respectively. Specifically, radar-centric
designs exploit radar probing signals as the information carrier
that modulates communication data on the radar pulses by
adopting interpulse modulation or intrapulse modulation [9],
[10]. However, existing radar surveillance systems are mainly
designed for military applications. Therefore, modifying those
systems for granting additional DFRC functionality may not
be allowed due to strict military security requirements [11].
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On the other hand, communication-centric systems adopt
communication waveforms to perform radar sensing, where
the object information can be extracted from the received
echo signals [11]–[13]. Since a cellular base station (BS)
offers commercial communication services, compared with
dedicated military-based radar systems, it is relatively free
of bureaucracy in modifying or upgrading the BSs for inte-
grating the radar sensing functionality into existing wireless
networks [7]. Along this line, the works of [14], [15] studied
the joint transceiver design for the coexistence of multiple-
input multiple-output (MIMO) radar and MIMO communi-
cations in realizing the DFRC functionality. Furthermore, by
fixing the transmit covariances of DFRC signals, the work
in [12] investigated the joint design of the precoders for
radar sensing and communications to maximize the mini-
mum received signal-to-interference-plus-noise ratio (SINR)
at multiple communication users. Besides, the works in [16],
[17] adopted different advanced multiple access techniques to
establish different joint radar and multiuser communication
frameworks. However, the aforementioned works, e.g., [12],
[16], [17] investigated only block-level precoding techniques
for designing an invariant precoder for a coherence time block
over multiple data symbols, which can only guarantee the
statistical performance of radar sensing. However, in various
wireless applications where only a small number of echo
signals can be collected, the radar sensing performance is
generally degraded [11]. To this end, the works of [11],
[18] employed the symbol-level precoding technique to study
the instantaneous signal design for minimizing the squared
error between the instantaneous transmit beam pattern and the
desired pattern such that efficient sensing can be performed in
each time slot. Yet, introducing additional radar functionalities
to communication networks would inevitably degrade the
communication performance as the two desired goals may
conflict with each other. As a result, there is an urgent need
for novel technologies that can establish a symbiotic DFRC
system to achieve both signal broadcasting and radar sensing
efficiently.

On the other hand, it is well known that reconfigurable
intelligent surfaces (RIS) can customize wireless channels to
facilitate efficient communications through optimized signal
reflection which has been regarded as a promising technology
to enable the future 6G era [19]–[21]. Inspired by the great
potential brought by RIS, numerous studies have been devoted
to the investigation of the RIS-aided DFRC system design
in recent years [22]–[26]. For instance, the work of [24]
exploited the RIS potential to improve the performance of
DFRC systems and proposed a joint design of the transmit
signal waveform and passive beamforming to maximize the
radar output SINR subject to the quality-of-service (QoS) com-
munication constraints. Besides, the work of [27] proposed an
RIS-aided covert communciations and radar sensing system for
effective target detection and covert communications. Never-
theless, the traditional RIS can only reflect the incident signals
on the reflecting side of the surface which provides limited
service coverage with only 180o field-of-view [28]. Recently,
to address the aforementioned disadvantages, STAR-RIS has
been proposed in [29]–[31], whose elements can enable both

signal transmission and reflection [32]. Different from RIS,
STAR-RIS can extend the service coverage from the half-space
to the full-space achieving 360o coverage through transmit-
ting and reflecting the impinging signals simultaneously [33].
Therefore, the benefit of STAR-RIS over RIS is to enlarge the
signal coverage and increase the application flexibility [32]. In
fact, a telecommunication company DOCOMO has conducted
a trial of the world’s first prototype of STAR-RIS successfully
and demonstrated its great potential [34]. Thanks to its various
potentials, STAR-RIS-aided communications have received
increasing attentions. In particular, the authors in [35] studied
the performance of STAR-RIS-aided non-orthogonal multiple
access. Recently, some works such as [36], have studied the
STAR-RIS-aided DFRC. Despite the various attempts have
made, the research in this emerging area is still in infancy.

Moreover, compared with radar systems, communication-
centric DFRC systems encounter serious security problems,
since communication signals enabled radar sensing are gen-
erally susceptible to potential eavesdropping attacks due to
the reuse of information-carrying signal waveform [37]–[39].
Considering that the malicious target acts as an eavesdropper
(Eve) endangering the communication security, the work of
[37] proposed to employ the artificial noise technique to secure
a DFRC system against malicious potential eavesdropping.
Unfortunately, the application of additional artificial noise
would inevitably increase the interference and deteriorate the
network performance. Hence, the authors of [38] employed
the symbol-level precoding technique to design the signal
waveform for exploiting the inherent multiuser interference
to further secure DFRC systems. Compared with DFRC, the
security threat in STAR-RIS aided DFRC is more severe
due to the extra strong path introduced by STAR-RIS to the
malicious radar targets. Besides, the precoder optimization
of STAR-RIS aided DFRC is nonconvex. Specifically, the
nonconvex radar waveform constraints have made convex
optimization algorithms not applicable. More importantly, the
high-dimensionality of the optimization variables introduced
by STAR-RIS makes existing approximate optimization ap-
proach, e.g., semidefinite relaxation (SDR)-based algorithm,
inefficient for handling the joint design optimization problem.
To the best of our knowledge, physical layer security (PLS)
scheme for STAR-RIS-aided DFRC has not been considered
before.

Against this background, this work investigates the PLS of
STAR-RIS-aided DFRC. Specifically, considering that mul-
tiple malicious targets may potentially eavesdrop the confi-
dential information intended to the secure user, we adopt the
symbol-level precoding technique to design an efficient decep-
tion strategy for securing DFRC. Moreover, compared with
the conference paper [1] which only sketches the algorithm,
this article details its derivations. Furthermore, this article
also shows its convergence performance and computational
complexity. Our contributions can be summarized as follows:

1) We investigate the joint optimization of the signal wave-
form, the active beamforming at the BS, the passive
transmit and reflective beamforming at the STAR-RIS
to exploit the multiuser interference for maximizing the
radar sensing power of DFRC while guaranteeing the
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communication reliability and security. In particular, the
superimposed signal received at each communication user
is focused on the “constructive region” of its desired
information symbols, which can improve the signal recep-
tion quality at the communication users. In contrast, the
superimposed signals received at the multiple malicious
radar targets are designed to fall in the “constructive
region” of the unclassified information symbols intended
for the public users. Hence, multiple malicious radar
targets are deceived in believing that the unclassified
information symbols are the desired confidential ones,
which protects the confidential information intending to
the secure user from potential eavesdropping.

2) The formulated joint optimization problem is nonconvex
due to the coupling among optimization variables and
nonconvex constraints. Besides, the existing symbol-level
precoding techniques increase the dimensionality of the
optimization variables significantly such that solving the
joint optimization problem is computationally intensive.
To address these issues, we propose a low-complexity
distance-majorization-based iterative algorithm. Specifi-
cally, we convert the considered nonconvex joint opti-
mization problem into a sequence of subproblems that
can be solved in a closed-form. Therefore, the proposed
approach enjoys a significant reduction of computational
complexity in solving the high-dimensional optimization
problem, compared with traditional optimization algo-
rithms adopting the interior-point algorithm.

3) Simulation results show that our proposed joint opti-
mization algorithm can achieve better performance than
the ADMM-based benchmark algorithm. Furthermore,
the potential of STAR-RIS for improving the DFRC
performance has been validated and the performance
improvement enlarges with the increasing power budget
of the BS.

Notation: χ2
k denotes a central chi-squared random variable

with k DoF. R (a) and I (a) denotes the real and imaginary
part of a complex number a. (· )T , (· )H , and || · ||2 denote
the transpose, the conjugate transpose, and the L2 norm,
respectively; vec(·), Tr (· ) and (· )−1 denote the vectorization,
trace and inverse of an input matrix, respectively; ln(·) denotes
the natural logarithm; x ∼ CN (Λ,∆) denotes the complex
Gaussian vector x with mean vector Λ and covariance matrix
∆. IN is the N×N identity matrix. ⊗ denotes the Kronecker
product. diag(·) denotes a diagonal matrix. dist2 (x,C) ≜
infy∈C ||x− y||2 is the minimum squared Euclidean distance
from vector x to the set C. O(·) is the big-O notation.

II. SYSTEM MODEL AND PERFORMANCE METRIC

A. System Model

We consider a STAR-RIS-enabled DFRC system as illus-
trated in Fig. 1, where a multi-antenna dual-functional BS
serves Ku downlink single-antenna users while detecting Ke

point-like targets with the help of a STAR-RIS. The BS is
equipped with Nt transmitting antennas where Nt ≥ Ku. Be-
sides, the information intended to the secure user is confiden-
tial while the information transmitted to the remaining users

Sensing space

Communication 

space

k

k

uk

Fig. 1. An illustration of the considered STARS-aided DFRC system.

is public1. Similar to [40]–[42], we assume that the STAR-
RIS is equipped with a uniform linear array (ULA) consisting
of a total of N T-R elements. Also, the direct channel from
the BS to the users are blocked due to the obstacles and the
indirect channel is established through the signal reflection
at the STAR-RIS. In particular, the BS firstly broadcasts
the information signals to the users while illuminating the
targets of interest. Then, the BS estimates the parameters of
the targets by exploiting the echo signals received from the
targets. Since adopting conventional communication signals to
detect targets requires only minimal modifications to existing
wireless communication systems and does not introduce extra
network interference. As such, following [11], [14], [18], [43],
we only employ communication signals to realize DFRC sys-
tems. However, considering that multiple spatially separated
malicious targets may also act as eavesdroppers (Eves) to
wiretap the confidential information intended to the secure
user, we follow [37], [38] to assume that each malicious
target is a single-antenna Eve which potentially wiretaps the
confidential information independently2.

In this work, we propose to adopt the symbol-level precod-
ing technique to perform signal broadcasting and radar sensing
simultaneously. In particular, the transmitted signals in the lth
time slot are the non-linear mapping from the information
symbols intended for the Ku users, x[l] ≜ [x1[l], . . . , xKu

[l]]
T

to the baseband signal transmitted from the Nt antennas,
s[l] ≜ [s1[l], . . . , sNt [l]]

T . Different from the block-level
precoding techniques that adopt the second-order statistics of
the signals, e.g., the covariance matrix, to design the signal
transmission [12], [14], [16], [44], the symbol-level precoding
optimizes the instantaneous signal s[l] directly [11], [18],
which offers more degrees-of-freedom (DoF) for the DFRC
system design to improve the performance.

This work concentrates on studying the joint optimization
of the transmission signal s[l], the matrices of the trans-

1To simplify the presentation, we consider only a single secure user. Note
that the proposed secure transmission scheme can be extended to the case of
multiple confidential users directly at the expense of more involved notations.

2Multiple malicious radar targets are assumed to wiretap the confidential
information in a non-cooperative manner since multiple targets are spatially
separated and collaborative eavesdropping is challenging to carry out.
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mission coefficients and reflection coefficients at the STAR-
RIS, i.e., Θt ≜ diag

(
τt,1e

jθt,1 , . . . , τt,Ne
jθt,N

)
and Θr ≜

diag
(
τr,1e

jθr,1 , . . . , τr,Ne
jθr,N

)
, respectively, where τt,i and

0 ≤ θt,i ≤ 2π are the amplitude and phase of the ith
transmission coefficient, respectively. Besides, τr,i and θr,i
are the amplitude and phase of the ith reflection coefficient,
respectively. Following the existing works on DFRC, e.g., [22],
[45], [46], the joint design is formulated as an optimization
problem that maximizes the total illumination power along
the target directions taking into account the constructive in-
terference (CI)-type constraints on the communication users,
security constraints on the secure user, and other practical
constraints on the transmit beampatterns including the peak-
to-average-power ratio and similarity constraints [47].

B. Multiuser Communications Performance Metric

To simplify the presentation, like [11], [24], the data sym-
bols are assumed to be modulated using the phase-shift-keying
(PSK) scheme. Besides, following [36], the whole service
area is assumed to be divided into two half-spaces, namely
communication space and sensing space, respectively, where
multiple communication users in the communication space are
served by Θt and multiple malicious targets in the sensing
space are served by Θr. Then, at the lth time slot, the symbol-
level precoded signal vector is s[l] and the received signal at
the kth user is given by

yuk
[l] = hH

uk
ΘtGS(:, l) + nuk

[l], l ∈ L, (1)

where L ≜ [1, . . . , L], S ∈ CNt×L is the transmit signal
matrix from the BS over the L time slots, S(:, l) denotes
the lth column of S, and nuk

[l] ∼ CN (0, σ2) is the noise
received at the kth user. Besides, the channels are modeled
as G ≜

√
lbrḠ ∈ CN×Nt and hH

uk
≜

√
lruk

h̄H
uk

∈ C1×N ,
where lxy is the large-scale path loss of the link x-to-y and
xy ∈ {br, ruk} denotes the direction of the link from x to y.
Furthermore, the small-scale fading coefficients Ḡ ∈ CN×Nt

and h̄H
uk

∈ C1×Nt are modeled as Rician fading channels [29],
[48], given by

Ḡ =

√
κG

1 + κG
ḠLOS +

√
1

1 + κG
ḠNLOS, (2)

h̄H
uk

=

√
κuk

1 + κuk

h̄uk,LOS +

√
1

1 + κuk

h̄H
uk,NLOS, (3)

respectively, where κG ≥ 0 and κuk
≥ 0 are the corresponding

Rician factors. ḠNLOS and h̄H
uk,NLOS are the non-line-of-sight

(NLOS) components which are modeled as Rayleigh fading
channels. Denoting ωB and ωR as the effective angle-of-
departure (AOD) and angle-of-arrival (AOA) of the link BS-to-
STAR-RIS, respectively, the line-of-sight (LOS) channel from
the BS to the STAR-RIS is ḠLOS ≜ aTN (ωR)aNt

(ωB), where

A

C

B

S(l)

F

O

D

I

R
k
u

s G

Fig. 2. Illustration of the constructive interference using QPSK as an
example, where the green and red shaded regions represent the constructive
and destructive regions.

the steering vectors are respectively given by3

aN (ωR)=
1√
N

[
1, e−j2π

sin(ωR)

2 , . . . , e−j2π
(N−1)sin(ωR)

2

]T
,

(4)

aNt
(ωB)=

1√
Nt

[
1, e−j2π

sin(ωB)

2 , . . . , e−j2π
(Nt−1)sin(ωB)

2

]T
.

(5)

Accordingly, the LOS channel from the STAR-RIS to the kth
user is modeled as h̄uk,LOS ≜ aN (ωuk

), where aN (ωuk
) is

the steering vector with the effective AOD, ωuk
.

In the following, we first outline the CI principle, where the
multiuser interference can be harnessed and become beneficial
if it can push the received signals farther away from the
decision boundaries by getting them deeper into the detection
region for improving the signal detection performance. Taking
the quadrature-PSK (QPSK) modulation as an example, the
CI principle is illustrated in Fig. 2, where Φ = π/4 and the
green sectors are the decision regions that benefit the signal
demodulation at the intended user. Specifically, vector

−→
OD

denotes the interference-free signal and Γuk
=

∣∣∣−→OD
∣∣∣2

σ2 . Besides,
vector

−→
OC = hH

k S(:, l) is the signal received at the kth user
during the lth time slot. Clearly, the signal is located at the CI
region if and only if

∣∣∣∣∣∣−→AB
∣∣∣∣∣∣− ∣∣∣∣∣∣−→AC∣∣∣∣∣∣ ≥ 0 [18]. The analytical

result of the difference
∣∣∣∣∣∣−→AB

∣∣∣∣∣∣− ∣∣∣∣∣∣−→AC∣∣∣∣∣∣ can be derived from
Fig. 2 and the condition for advocating the CI region is given
by [18]

R
(
hH
uk
ΘtGS(:, l)− σ

√
Γuk

)
sin (Φ)−∣∣I (

hH
uk
ΘtGS(:, l)

)∣∣ cos (Φ) ≥ 0. (6)

Since S(:, l) = Sel, where el is the lth column of an L×L
identity matrix, by employing [50, eq. (1.11.18)], a compact

3Similar to [49], the reflector of STAR-RIS is assumed to be a uniform
linear array for simplicity and the proposed algorithm can be directly
generalized to the case of adopting a planar array model.



5

form of constraint (6) can be derived as

R
(
h̃H
l,k (Θt) s

)
≥γuk

, I
(
ĥH
l,k (Θt) s

)
≥γuk

, (7)

where s = vec (S), γuk
≜ σ

√
ΓuisinΦ. h̃H

l,k (Θt) and
ĥH
l,k (Θt) are given by

h̃H
l,k (Θt)≜eTl,L⊗

(
hH
uk
ΘtG

)
e−j∠xk(l)

(
sin(Φ)+e−j π

2 cos(Φ)
)
,

(8)

ĥH
l,k (Θt)≜eTl,L⊗

(
hH
uk
ΘtG

)
e−j∠xk(l)

(
sin(Φ)−e−j π

2 cos(Φ)
)
,

(9)

where ∠xk(l) is the angle of symbol xk(l). Note that the ex-
tension to other practical modulation schemes can be realized
directly by expressing the corresponding constructive region
using different linear inequalities of R

(
h̃H
l,k (Θt) s

)
and

I
(
ĥH
l,k (Θt) s

)
. Particularly, the proposed joint optimization

algorithm can be adapted to other modulation schemes directly
if the signal decision region is convex [11], [51], [52].

C. Radar Sensing Performance Metric

The signals from the BS and the STAR-RIS are superim-
posed at the kth radar targets in the lth time slot, which is
given by

yrk(l) =
(√

lbuk
aTNt

(ψk) +
√
lruk

aTN (θk)ΘrG
)
S(:, l),

∀k ∈ Ke, (10)

where lbuk
is the path loss from the BS to the kth target and

lruk
is the path loss from STAR-RIS to the kth target. Besides,

Ke ≜ {1 . . . ,Ke}, ψk and θk are the effective AOD from the
BS and the STAR-RIS to the kth radar target. Furthermore,
aNt

(ψk) is the steering vector from the BS to the kth target
and aN (θk) is the steering vector from the STAR-RIS to the
kth target [45]. Accordingly, the average beampattern over the
L time slots at the kth target direction can be derived as [47]

P (θk, ψk) =
b (ψk, θk)SS

HbH (ψk, θk)

L
, k ∈ Ke, (11)

where b (ψk, θk) =
√
lbuk

aTNt
(ψk)+

√
lruk

aTN (θk)ΘrG, and
the angles ψk and θk are determined by the relative locations
of the kth target, the STAR-RIS, and the BS [24], [53].
Besides, having a low peak-to-average-power ratio (PAPR) is
an important characteristic of modern radar systems [47] and
the corresponding constraint is expressed as

max
1≤l≤L

|S(:, l)|2/
(

1

NtL
sHs

)
≤ η. (12)

D. Secure Communication Performance Metric

As pointed out by [37], [38], different from the traditional
radar probing signals, the DFRC probing signals also carry
information and increasing the radiation power towards to mul-
tiple malicious radar targets increases the potential of informa-
tion leakage, which may bring security challenges. Hence, the
probing signals should be designed carefully to maximize the
received illumination power at the multiple target directions
while securing the confidential information contained in the

probing signals. To deceive the malicious targets, some works
have proposed to manipulate the confidential signal wiretapped
at the targets by forcing the signal to fall into the destructive
region for detection [38], [54], denoted as red-shaded region in
Fig. 2. In such a case, the signals received at the sensing targets
are pushed away from the correct decision region such that
accuracy detection at those Eves becomes challenging or even
impossible [54]. Although the above method can guarantee
communication security to a certain extent, [55] shows the
potential security threat encountered by the above transmission
scheme in the presence of smart Eves. In particular, the smart
Eves may infer the secure transmission scheme adopted by
the transmitter from the historical observations and confirm
that the received signal deviates from the constructive region.
Accordingly, it can tactfully recalibrate the decision boundary
in signal detection according to the position relation between
the destructive region and the constellation point. Taking the
binary phase shift keying (BPSK) constellation as an example,
when the lth transmitted symbol x[l] = 1, the designed
signal mistakes the wiretapped symbol at the Eve lie in the
destructive region, such that Eve estimates x[l] as −1 by
mistake [55]. However, Eve can still infer the correct symbol
estimate x[l] = 1 by exploiting the side information inherent
in the known incorrect decision.

To handle the security threat above, inspired by [55],
we propose to utilize the unclassified signal broadcasted to
public users for deceiving multiple malicious radar targets
concurrently. In particular, with the symbol-level precoding
technique, the unclassified signal is designed to lie in the
constructive region of multiple radar targets. Then, malicious
targets mistake the unclassified signal for confidential signals,
which protects the confidential information from wiretapping.
To guarantee an effective deception, the minimum Euclidean
distance from the noise-free wiretapped signal to the decision
boundary of any public signals is adopted as the QoS, given
by

R
(
g̃H
l,k (Θr) s

)
≥ηek , I

(
ĝH
l,k (Θr) s

)
≥ηek ,∀k ∈ Ke, (13)

where ηek ≜ σ
√
Γeksin(Φ), g̃

H
l,k and ĝH

l,k are given by

g̃H
l,k (Θr) ≜ eTl,L ⊗

(
tHek + gH

ek
ΘrG

)
×

e−j∠xû(l)
(
sin(Φ) + e−j π

2 cos(Φ)
)
, (14)

ĝH
l,k (Θr) ≜ eTl,L ⊗

(
tHek + gH

ek
ΘrG

)
e−j∠xû(l)×(

sin(Φ)− e−j π
2 cos(Φ)

)
, (15)

respectively, where xû(l) denotes the symbol intended to any
public user in the lth slot. Besides, we have

gH
l,k =

√
κgl,k

1 + κgl,k

aTN (θk) +

√
1

1 + κgl,k

gH
l,k,NLOS, (16)

tHl,k =

√
κtl,k

1 + κtl,k
aTNt

(ψk) +

√
1

1 + κtl,k
tHl,k,NLOS. (17)

The components in (16) and (17) are defined similarly as
their counterparts in (2) and (3), respectively. Constraint (13)
restricts the wiretapped signal received at the multiple radar
targets to fall into the decision region that favours any public
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signals to deceive the malicious targets. Besides, different from
the block-level secure precoding which can only provide sta-
tistical security guarantees [12], [44], our adopted performance
metric can ensure them at the symbol-level.

E. Joint Optimization Problem Formulation

Based on the performance metrics above, the joint design of
the waveform, transmit and reflective beamforming (Θt,Θr)
can be formulated as the following problem

maximize
s,Θt,Θr

Ke∑
i=1

P (θi, ψi) (18a)

s.t. ||s− s0||2 ≤
√
ϵL, (18b)

sHs = LPt, (18c)

sHEms ≤ Ptη

Nt
, 1 ≤ m ≤ NtL, (18d)

(7), (13), k ∈ Ku, k ∈ Ke, l ∈ L, (18e)

[Θr]
2
m,m + [Θt]

2
m,m = 1, 1 ≤ m ≤ N, (18f)

where ϵ is a customized parameter for controlling the sim-
ilarity level, and constraint (18b) is the l2 norm similarity
constraint for shaping the transmission signal waveform to
mimic the reference signal s0, e.g., pulse compression [47].
Constraints (18c) and (18d) denote the PAPR constraint (12)
[47]. Besides, Em is an NtL × NtL diagonal matrix whose
(m,m) element is either 1 or 0. Constraint (18f) denotes
the amplitude constraints on the transmission and reflection
elements [30]. Similar to [45], [56], [57], the objective of the
joint optimization is to maximize the average total illumination
power at the target directions, i.e.,

∑Ke

i=1 P (θi, ψi).
It is clear that problem (18) is nonconvex. Although its

globally optimal solution can be derived by exploiting global
optimization methods, which have exponential complexity and
thus are not suitable for practical design [58]. Specifically,
the couplings among s, Θt, and Θr complicates the overall
solution development. Besides, constraints (18c) and (18d)
are both nonconvex. Even worse, for fixed Θt and Θr, the
objective function is nonconvex with respect to s, and the same
holds for Θt and Θr. Besides, except for the nonconvexity,
there is a large number of quadratic and linear constraints in
(18d) and (18e), which renders the computational complexity
of handling problem (18) exceedingly high. Therefore, it
is desirable to design an efficient algorithm to handle this
nonconvex problem. In the next section, we propose a low-
complexity distance-majorization induced iterative algorithm.

Remark 1: Different from the traditional RIS technology,
STAR-RIS divides a service area into a reflection space and a
transmission space [32]. Therefore, a user can only be served
by Θr or Θt, depending on its location. To simplify the
presentation, this work follows [36] to design Θr and Θt

for achieving sensing and communications, respectively. Our
proposed joint optimization algorithm can be generalized to
the scenario where communication users and sensing targets
coexist in some common spaces. In particular, Θr and Θt

should be designed to achieve radar sensing and information

transmission simultaneously. Such a generalization is straight-
forward which can be achieved by including Θr into the
beampattern and introducing communication QoS constraints
as functions of Θt.

III. DISTANCE-MAJORIZATION INDUCED
LOW-COMPLEXITY ALGORITHM

To handle the coupling among s, Θt, and Θr, we first
employ the alternating optimization (AO) algorithm to de-
compose problem (18) into two subproblems: optimizing
S and (Θt,Θr) alternately. Then, a customized distance-
majorization based algorithm is developed for handling the
subproblem in each iteration.

A. Distance-Majorization Algorithm for Optimizing the Signal
Waveform

With fixed Θt and Θr, by employing [50, eq. (1.11.18)], the
optimization of the transmission waveform s can be formulated
as follows

maximize
s

sHBs (19a)

s.t. ||s||22 = LPt, |S(i, l)|2 ≤ Ptη

Nt
, 1 ≤ i ≤ Nt, 1 ≤ l ≤ L,

(19b)

R
(
−h̃H

l,k (Θt) s
)
≤ −γuk

, R
(
−ĥH

l,k (Θt) s
)
≤ −γuk

,

k ∈ Ku, l ∈ L, (19c)

R
(
−g̃H

l,k (Θr) s
)
≤ −ηek , R

(
−ĝH

l,k (Θr) s
)
≤ −ηek ,

k ∈ Ke, l ∈ L, (19d)

||s− s0||2 ≤
√
ϵL, (19e)

where A (ψi, θi) ≜ bH (ψi, θi)b (ψi, θi) and B =∑Ke

i=1 (IL ⊗A (ψi, θi)).
Following [11], [24], the obstacle introduced by the

objective function (19a) and the constant transmit power
constraint in (19b) can be addressed by applying the
ADMM and majorization-minimization (MM) jointly. The
details are given in Appendix A. However, since there
are NtL quadratic constraints and 2(Ku + Ke)L lin-
ear inequality constraints in the subproblem, the over-
all computational complexity for solving problem (60) in
Appendix A is at least O(1) (2(Ku +Ke)L+NtL+ 1)

1
2

NtL
(
(NtL)

2
+ 2(Ku +Ke)L+ 2NtL

)
[59], which is ex-

ceedingly high. In particular, as pointed out in [11, Section
IV], although the ADMM-induced algorithm is efficient for
small-scale cases, its computational complexity becomes pro-
hibitive, especially when L, Ku, and Ke become large.

To design an efficient algorithm to handle problem (19), we
propose a distance-majorization induced iterative algorithm.
In particular, we employ the Courant’s penalty method [60] to
incorporate constraints (19b)-(19d) into the objective function,
and then, a distance-majorization induced low-complexity al-
gorithm is proposed to handle the problem with the modified
objective function [61], [62]. To facilitate the algorithm design,
we first convert the complex-valued formulation of problem



7

(19) into its real-valued counterpart by exploiting the following
identity [

R (Bs)
I (Bs)

]
=

[
R(B), −I(B)
I(B), R(B)

] [
R(s)
I(s)

]
. (20)

In particular, the real and imaginary parts of −h̃H
uk

(Θt) s
can be written in a compact matrix form which is given byR(

−h̃H
l,k (Θt) s

)
I
(
−h̃H

l,k (Θt) s
)≜−

R(
h̃H
l,k (Θt)

)
, −I

(
h̃H
l,k (Θt)

)
I(h̃H

l,k (Θt)), R
(
h̃H
l,k (Θt)

) 
×
[
R (s)
I (s)

]
.

Defining f̃Hl,k (Θt) ≜ −
[
R

(
h̃H
l,k (Θt)

)
,−I

(
h̃H
l,k (Θt)

)]
,

the first constraint in (19c) can be reformulated as f̃Huk
ŝ ≤

−γu,k. Accordingly, the real-valued version of problem (19)
can be formulated as

maximize
s

ŝT B̂ŝ

s.t. ||ŝ||22 = LPt, || [ŝ(n), ŝ(LNt + n)] ||22 ≤ Ptη

Nt
, (21a)

f̃Tl,k (Θt) ŝ ≤ −γuk
, f̂Tl,k (Θt) ŝ ≤ −γuk

, k ∈ Ku, l ∈ L,
(21b)

t̃Tl,j (Θr) ŝ ≤ −ηej , t̂Tl,j (Θr) ŝ ≤ −ηej , j ∈ Ke, l ∈ L,
(21c)

||ŝ− ŝ0||2 ≤
√
ϵL, (21d)

where ŝ = [R(s), I (s)]
T , ŝ0 = [R(s0), I (s0)]

T ,

B̂ =

[
R (B) , −I (B)
I (B) , R (B)

]
, (22)

f̂Tl,k (Θt) = −
[
R

(
ĥT
l,k

)
,−I

(
ĥT
l,k

)]
, (23)

t̃Tl,k (Θt) = −
[
R

(
g̃T
l,k

)
,−I

(
g̃T
l,k

)]
, (24)

t̂Tl,k (Θt) = −
[
R

(
ĝT
l,k

)
,−I

(
ĝT
l,k

)]
. (25)

To handle the nonconvex optimization problem (21), we
first apply the Courant’s penalty method [60] to incorporate
constraints (21a), (21b), and (21c) into the objective function
and reformulate the nonconvex maximization as follows:

maximize
ŝ,ỹu

k ,ŷ
u
k ,ỹ

e
k,ŷ

e
k

ŝT B̂ŝ− ρ

2
∆ (ŝ) (26a)

s.t. ỹul,k = f̃Hl,k (Θt) ŝ, ŷ
u
l,k = f̂Hl,k (Θt) ŝ, k ∈ Ku, l ∈ L,

ỹel,j = t̃Hl,k (Θr) ŝ, ŷ
e
l,j = t̂Hl,k (Θr) ŝ, j ∈ Ke, l ∈ L,

||ŝ− ŝ0||2 ≤
√
ϵL, (26b)

where ρ > 0 is the penalty parameter and

∆(ŝ)≜
Ku∑
k=1

L∑
l=1

(
dist2

(
ỹul,k,Ξ

)
+dist2

(
ŷul,k,Ξ

))
+dist2 (ŝ,Ω)

+

Ke∑
j=1

L∑
l=1

(
dist2

(
ŷel,j ,Ψ

)
+ dist2

(
ỹel,j ,Ψ

))
.

Besides, Ω, Ξ, and Ψ are feasible sets determined by con-
straints (21a), (21b), and (21c), respectively.

Theorem 1: As ρ→ +∞, the solution obtained by solving
problem (26) converges to the optimal solution of problem
(21).

Proof: The proof is given in Appendix B.
Although constraints (21a), (21b), and (21c) have been

incorporated into the objective function, calculating the mini-
mum distance ∆(ŝ) still involves solving multiple optimiza-
tion problems whose computational complexity can be ex-
ceedingly high. As an alternative, by employing MM [63], we
convert problem (26) into a sequence of convex optimization
problems whose solutions can be calculated in closed-form. In
the following, we take dist2

(
ỹul,i,Ξ

)
as an example to show

the details.
Firstly, since the function dist2

(
ỹul,i,Ξ

)
is convex in ỹul,i

[64, Section 3.2.5], the first-order Taylor expansion establishes
a surrogate function of dist2

(
ỹul,i,Ξ

)
. Therefore, the key step

is to obtain the gradient of dist2
(
ỹul,i,Ξ

)
with respect to ỹul,i.

Before proceeding, we first introduce Hadamard semidifferen-
tials [63], defined as follows.

Definition 1: A function f(x) is Hadamard semidifferen-
tiable at x if the following limit holds for any vector v

lim
w→v,t→0

f (x+ tw)− f (x)

t
= dvf(x). (27)

Besides, from [63, Proposition 3.2.1], we have dvf(x) =
df(x)v, where df(x) is the Jacobi matrix. Moreover, as shown
in [63, Example 3.2.14], we have

dvdist
(
ỹul,k,Ξ

)
= inf

w∈Ξ

(
ỹul,k − w

)
v

||ỹul,k − w||
= inf

w∈Ξ

(
ỹul,k − w

)
v

dist
(
ỹul,k,Ξ

) .
Since Ξ is convex, inf

w∈Ξ
reduces to the projected point γ̃u,k that

is obtained by projecting f̃Hl,k (Θt) ŝ onto the set defined by

(21b). Accordingly, the gradient of dist
(
ỹul,k,Ξ

)
with respect

to ỹul,k can be derived as

∇ỹu
l,k
dist

(
ỹul,k,Ξ

)
=

ỹul,k − γ̃uk

dist
(
ỹul,k,Ξ

) . (28)

Then, without considering the constant terms, a surrogate
function of the objective function in (26a) is represented as

F (ŝ) ≜ ŝT B̂ŝ− ρ

2

Ku∑
k=1

L∑
l=1

∣∣∣∣ỹul,k − γ̃uk

∣∣∣∣2
2

− ρ

2

Ku∑
k=1

L∑
l=1

∣∣∣∣ŷul,k − γ̂uk

∣∣∣∣2
2
+

Ke∑
j=1

L∑
l=1

∣∣∣∣ŷel,j − η̂ej
∣∣∣∣2
2


− ρ

2

Ke∑
j=1

L∑
l=1

∣∣∣∣ỹel,j − η̃ej
∣∣∣∣2
2
− ρ

2
||ŝ− š||22 −

ρ

2
||ŝ− s̃||22 ,

where š and s̄ are the solutions obtained by project-
ing s onto the sets Ω̌ ≜

{
s| ||ŝ||22 = LPt

}
and Ω̄ ≜{

s| || [ŝ(n), ŝ(LNt + n)] ||22 ≤ Ptη
Nt

}
, respectively. Moreover,

γ̂uk
, γ̃uk

, η̂ek , and η̃ek are the ones obtained by projecting
f̃Hl,k (Θt) ŝ, f̂Hl,k (Θt) ŝ, t̃Hl,j (Θt) ŝ, and t̂Hl,j (Θt) ŝ onto the
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feasible sets defined by (21b) and (21c), respectively.
Finally, problem (26) can be approximated as

maximize
ŝ

F (ŝ) , s.t. (26b). (29)

Although problem (29) is still nonconvex due to the noncon-
vexity of F (ŝ), its optimal solution still satisfies the KKT
condition [64, Section 5.2], given by

− 2B̂ŝ+ ρ (ŝ− s̆) + ρ (ŝ− s̃) + 2λ (ŝ− ŝ0)

+
∑
l,k

(
λ̃u,sl,k f̃l,k (Θt) + λ̂u,sl,k f̂l,k (Θt)

)
+
∑
l,j

(
λ̃e,sl,j t̃l,j (Θt) + λ̂e,sl,j t̂l,j (Θt)

)
= 0, (30)

λ
(
||ŝ− ŝ0||2 −

√
ϵL

)
= 0, (31)

ρ
(
ỹul,k − r̃uk

)
− λ̃u,sl,k = 0, (32)

ρ
(
ŷul,k − r̂uk

)
− λ̂u,sl,k = 0, (33)

ρ
(
ỹel,j − η̃ej

)
− λ̃e,sl,j = 0, (34)

ρ
(
ŷel,j − η̂ej

)
− λ̂e,sl,j = 0, (35)

where λ, λ̃u,sl,k , λ̂u,sl,k , λ̃e,sl,j , and λ̂e,sl,j are the dual variables with
respect to constraints in (26b). From the conditions above, the
optimal ŝ can be derived as

ŝ =
(
(2ρ+ 2λ)INtL − 2B̂+ ρT

)−1

y, (36)

where

T =
∑
l,k

(
f̃l,k (Θt) f̃

T
l,k (Θt) + f̂l,k (Θt) f̂

T
l,k (Θt)

)
+
∑
l,j

(
t̃l,j (Θt) t̃

T
l,j (Θt) + t̂l,j (Θt) t̂

T
l,j (Θt)

)
, (37)

y =ρ

∑
l,k

(
f̃l,k (Θt) r̃uk

+ t̂l,k (Θt) r̂uk

)
+ s̆


+ ρ

∑
l,j

(
t̃l,j (Θt) η̃ej + t̂l,j (Θt) η̂ej

)
+ s̄

+ 2λs0,

where λ can be obtained using the bisection search method to
satisfy condition (31).

Algorithm 1 summarizes the proposed distance-majorization
induced iterative algorithm for optimizing the transmission
signal ŝ.

Theorem 2: Define c̃ul,k (ŝ
∗) ≜ dist

(
f̃Hl,k (Θt) ŝ

∗,Ξ
)

,

ĉul,k (ŝ
∗) ≜ dist

(
f̂Hl,k (Θt) ŝ

∗,Ξ
)

, ĉel,j (ŝ
∗) ≜

dist
(
t̂Hl,j (Θr) ŝ

∗,Ψ
)

, c̃el,j (ŝ
∗) ≜ dist

(
t̃Hl,j (Θr) ŝ

∗,Ψ
)

, and

c (ŝ∗) ≜ dist (ŝ∗,Ω), k ∈ Ku, j ∈ Ke, l ∈ L. Suppose that a
limit solution s obtained with Algorithm 1 makes Υ

(
s, β̆

)
≜

−2B̂ŝ∗ + 2λ̆ (ŝ∗ − ŝ0) + ρ
∑

l,k c̃
u
l,k (ŝ

∗)▽c̃ul,k (ŝ
∗) +

ρ
∑

l,k ĉ
u
l,k (ŝ

∗)▽ĉul,k (ŝ
∗) + ρ

∑
l,k ĉ

e
l,k (ŝ

∗)▽ĉel,k (ŝ
∗) +

ρ
∑

l,k c̃
e
l,k (ŝ

∗)▽c̃el,k (ŝ
∗) + 2c (ŝ∗)▽c (ŝ∗) → 0 as ρ→ +∞,

where λ̆ is Lagrange multiplier associated with the inequality
constraint in (26b). Besides, if ŝ∗ is feasible and the gradients

Algorithm 1 Proposed Distance-Majorization Algorithm for
Solving Problem (21)

1: Initialize ρ = 1, c = 2, T = 30, ρmax ≫ 1, ŝ(1) = ŝ(0) ∈
R2NtL×1, the convergence tolerance ϵ≪ 1, and m = 1.

2: Repeat
3: ẑ(m) = ŝ(m) + m−1

m+2 (ŝ(m)− ŝ(m− 1)),
4: Project ẑ(m) on the sets defined by (21a), (21b), and (21c)

and obtain γ̃u,k, γ̂u,k, η̃e,k, and η̂e,k, k ∈ Ku, k ∈ Ke,
l ∈ L.

5: Obtain ŝ with (36),
6: Update ρ = min (ρmax, cρ), every T iterations
7: m = m+ 1,
8: Until ||s(m+ 1)− s(m)||2 ≤ ϵ.

▽ĉul,k (ŝ
∗), ▽c̃ul,k (ŝ

∗), ▽ĉel,k (ŝ
∗), ▽c̃el,k (ŝ

∗), and ▽c (ŝ∗)
are linearly independent, the convergent solution ŝ∗ is a
Karush-Kuhn-Tucker (KKT) solution of problem (21).

Proof: The proof is given in Appendix C.
Remark 2: The approach for selecting and updating the

penalty parameter ρ is crucial for our proposed distance-
majorization algorithm [65, Charpter 17]. For designing an
efficient algorithm, we follow existing works adopting the
penalty approach, e.g. [61, Algorithm 1], [66, Algorithm 1],
to use the classical penalty method given in [65, Framework
17.2], which initializes ρ with a small value and increases
it gradually until feasibility is attained. The efficiency of the
updating strategy has been validated by existing works [61],
[66].

B. Optimization of Θt and Θr

In this subsection, we study the joint optimization of Θt and
Θr for the second subproblem in AO. Before proceeding, we
first perform some equivalent transformations. In particular,
by employing [50, eq. (1.11.18)], we have

h̃H
l,k (Θt) s = β̃l,kvec

(
hH
uk
ΘtGsel,L

)
= β̃l,k

(
(Gsel,L)

T ⊗ hH
uk

)
vec (Θt)

(a)
= β̃l,k

(
(GSel,L)

T ⊗ hH
uk

)
Ldθt, (38)

where step (a) is obtained according to [67, eq. (2.42)] and Ld

is defined by [67, Definition 2.12]. Furthermore, by employing
the vectorization operator given in [50, Section 1.11.2], the
objective function in (18a) can be reformulated as

M∑
i=1

P (θi, ψi) = θH
r Qθr + 2R

(
qHθr

)
+ p, (39)

where Q≜
∑M

i=1 L
H
d

((
GSSHGH

)T ⊗(
aN (θi)a

H
N (θi)

))
Ld,

q =
∑M

i=1 L
H
d vec

(
aN (θi)a

H
Nt

(ψi)SS
HGH

)
, and

p =
∑M

i=1 a
H
Nt

(ψi)SS
HaNt(ψi).

Based on the above reformulations, the joint optimization
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of Θt and Θr can be formulated as

maximize
θr,θt

θH
r Qθr + 2R

(
qHθr

)
s.t.R

(
−β̃l,k

(
(GSel,L)

T ⊗ hH
uk

)
Ldθt

)
≤ −γuk

,

l ∈ L, k ∈ Ku, (40a)

R
(
−β̂l,k

(
(GSel,L)

T ⊗ hH
uk

)
Ldθt

)
≤ −γuk

,

l ∈ L, k ∈ Ku, (40b)

R
(
−α̃l,û

(
(GSel,L)

T ⊗ gH
ek

)
Ldθr

)
≤ −ηek

+R
(
α̃l,û

(
eTl,L ⊗ tHek

)
s
)
, l ∈ L, k ∈ Ke, (40c)

R
(
−α̂l,û

(
(GSel,L)

T ⊗ gH
ek

)
Ldθr

)
≤ −ηek

+R
(
α̂l,û

(
eTl,L ⊗ tHek

)
s
)
, l ∈ L, k ∈ Ke, (40d)

[θr]
2
n + [θt]

2
n = 1, 1 ≤ n ≤ N, (40e)

where

β̃l,k ≜ e−j∠xk(l)
(
sin(Φ) + e−j π

2 cos(Φ)
)
, (41)

β̂l,k ≜ e−j∠xk(l)
(
sin(Φ)− e−j π

2 cos(Φ)
)
, (42)

α̃l,û ≜ e−j∠sû(l)
(
sin(Φ) + e−j π

2 cos(Φ)
)
, (43)

α̂l,û ≜ e−j∠sû(l)
(
sin(Φ)− e−j π

2 cos(Φ)
)
. (44)

To facilitate the algorithm design, using (20), we first
reformulate problem (40) as its real-valued counterpart given
by

maximize
θ̂r,θ̂t

θ̂T
r Q̄θ̂r + 2q̄T θ̂r (45a)

s.t.ṽl,kθ̂t ≤ −γuk
, v̂l,kθ̂t ≤ −γuk

, k ∈ Ku, l ∈ L, (45b)

p̃l,kθ̂r≤−η̃e,l,k, p̂l,kθ̂r≤−η̂e,l,k, k ∈ Ke, l ∈ L, (45c)

[θ̂r]
2
n+[θ̂r]

2
n+N+[θ̂t]

2
n+[θ̂t]

2
n+N =1, 1 ≤ n ≤ N, (45d)

where vl,k ≜
(
(GSel,L)

T ⊗ hH
uk

)
Ld, pl,k ≜(

(GSel,L)
T ⊗ gH

ek

)
Ld, −η̃e,l,k = −ηek +

R
(
α̃l,û

(
eTl,L ⊗ tHek

)
s
)

, −η̂e,l,k = −ηek +

R
(
α̂l,û

(
eTl,L ⊗ tHek

)
s
)

, and

Q̄ =

[
R (Q) , −I (Q)
I (Q) , R (Q)

]
, q̄ = [R (q) ,−I (q)]

T
, (46)

θ̂t ≜ [R (θt) , I (θt)] , θ̂r ≜ [R (θr) , I (θr)] (47)

ṽl,k ≜
[
R

(
−β̃l,kvl,k

)
, I

(
β̃l,kvl,k

)]
, (48)

v̂l,k ≜
[
R

(
−β̂l,kvl,k

)
, I

(
β̂l,kvl,k

)]
, (49)

p̃l,k ≜ [R (−α̃l,ûpl,k) , I (α̃l,ûpl,k)] , (50)

p̂l,k ≜ [R (−α̂l,ûpl,k) , I (α̂l,ûpl,k)] . (51)

Since problem (45) is nonconvex due to the objective function
in (45a) and constraint (45d), it is challenging to solve
problem (45) directly. Besides, even if the nonconvexity is not
considered, the computational complexity of solving problem
(45) with the interior point method is very high due to the
involved 2(Ku+Ke)L affine constraints, namely (45b)-(45d).

Taking these considerations into account, we again apply

the distance-majorization algorithm to handle problem (45).
Firstly, with the Courant’s penalty method [60], an equivalent
problem with an augmented objective function can be formu-
lated as follows

minimize
θ,z̃l,k,ẑl,k,x̃l,k,x̂l,k

− θTErQ̄ET
r θ−2q̄TET

r θ +
ρ

2
dist2 (ϖ,Θ)

(52a)

s.t. z̃l,k = ṽl,kE
T
t θ, ẑl,k = v̂l,kE

T
t θ, (52b)

x̃l,k = p̃l,kE
T
r θ, x̂l,k = p̂l,kE

T
r θ, (52c)

where Et = [I2N ;02N ], Er = [02N ; I2N ], ϖ ≜
{θ, z̃l,k, ẑl,k, x̃l,k, x̂l,k}, and Θ is the feasible set spanned by
(45b)-(45d).

Following the proof of Theorem 1, it can be easily proved
that the optimal solution of problem (52) is also the optimal
solution of problem (45). However, problem (52) is still
challenging to solve, since calculating dist2 (ϖ,Θ) involves
solving a high-dimensional convex optimization problem and
the objective function is still nonconvex. Therefore, similar
to handling problem (26), we propose an MM-based iterative
algorithm to handle problem (52) and a surrogate function of
the objective function (52a) can be written as

G (θ) ≜ −θTErQ̄ET
r θ − 2q̄TET

r θ +
ρ

2

∑
l,k

|z̃l,k − r̃uk
|2

+
ρ

2

∑
l,k

|ẑl,k − r̂uk
|2+ ρ

2

∑
l,i

|x̃l,k−r̃ek |2+
ρ

2

∑
l,k

|x̂l,k − r̂ek |2

+
ρ

2

(
||ET

t θ − θ̂t||22
)
+
ρ

2

(
||ET

r θ − θ̂r||22
)
, (53)

where r̃uk
, r̂uk

, r̃ek , r̂ek , θ̂t, and θ̂r are the solutions obtained
by projecting z̃l,i, ẑl,i, x̃l,k, x̂l,k, ET

t θ, and ET
r θ onto the

feasible sets defined by (45b)-(45d). However, G (θ) is still a
nonconvex function. Then, we exploit the strong duality of the
nonconvex quadratic problem [64] and introduce a quadratic
constraint to formulate the following problem of minimizing
a nonconvex quadratic function over a Euclidean ball, i.e.,

minimize
θ

G (θ) (54a)

s.t. θTθ ≤ N, (54b)

z̃l,k = ṽl,kE
T
t θ, ẑl,k = v̂l,kE

T
t θ, (54c)

x̃l,k = p̃l,kE
T
r θ, x̂l,k = p̂l,kE

T
r θ. (54d)

It is worth noting that the additional constraint (54b) does not
shrink the feasible set of problem (54) due to constraint (45d).

Although problem (54) is nonconvex, its optimal solution
still satisfies the following KKT condition that is given by

− 2ErQ̄ET
r θ − 2Erq+ ρEt

(
ET

t θ − θ̂t

)
+ ρEr

(
ET

r θ − θ̂r

)
+

∑
l,k

ũl,kEtṽ
T
l,k +

∑
l,k

ûl,kEtv̂
T
l,k

+
∑
l,k

ν̃l,kErp̃
T
l,k +

∑
l,k

ν̃l,kErp̃
T
l,k = 0, (55)

ρ (z̃l,k − r̃uk
)− ũl,k = 0, ρ (ẑl,k − r̂uk

)− ûl,k = 0, (56)
ρ (x̃l,k − r̃ek)− x̃l,k = 0, ρ (x̂l,k − r̂ek)− x̂l,k = 0. (57)

Then, from the KKT conditions above, the optimal solution
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Algorithm 2 Proposed Distance-Majorization Algorithm for
Solving Problem (40)

1: Initialize ρ = 1, c = 2, T = 30, ρmax ≫ 1, θ(1) =
θ(0) ∈ R4N×1, the convergence tolerance ϵ ≪ 1, and
k = 1.

2: Repeat
3: y(k) = θ(k) + k−1

k+2 (θ(k)− θ(k − 1)),
4: Project y(k) on the sets defined by (45b)-(45d), and obtain

θ̂t, θ̂r, γ̃uk
, γ̂uk

, r̃ek , and r̂ek , k ∈ Ku, k ∈ Ke, l ∈ L.
5: Obtain θ with (58),
6: Update ρ = min (ρmax, cρ), every T iterations
7: k = k + 1,
8: Until ||θ(k + 1)− θ(k)||2 ≤ ϵ.

Algorithm 3 Proposed AO Algorithm for the Joint Optimiza-
tion of S, Θt, and Θr

1: Initialize the convergence tolerance ϵ̆ = 10−1,
2: Repeat
3: Optimize S with Algorithm 1,
4: Optimize Θt and Θr with Algorithm 2,
5: Until the increase of the objective function is smaller than
ϵ̆.

of problem (54) can be derived as

θ = M−1N, (58)

where

M ≜ −2Q̄ET
r + ρEtE

T
t + ρErE

T
r + ρ

∑
l,k

Etṽ
T
l,kṽl,kE

T
t

+ ρ
∑
l,k

Etv̂
T
l,kv̂l,kE

T
t + ρ

∑
l,k

Erp̃
T
l,kp̃l,kE

T
r

+ ρ
∑
l,k

Erp̂
T
l,kp̂l,kE

T
r + 2λI4N ,

N ≜ 2Erq̄+ ρ
∑
l,k

Etṽ
T
l,kr̃uk

+ ρ
∑
l,k

Etv̂
T
l,kr̂uk

ρ
∑
l,k

Erp̃
T
l,kr̃e,l,k + ρ

∑
l,k

Erp̂
T
l,kr̂e,l,k + ρErθ̂r + ρEtθ̂t.

Algorithm 2 summarizes the proposed distance-majorization
induced iterative algorithm for optimizing the transmit and
reflective beamforming matrices. Similarly, Algorithm 2 can
also be proved to converge to the KKT solution of problem
(40).

Finally, Algorithm 3 summarizes the proposed AO-based
iterative algorithm for handling the joint optimization of S,
Θt, and Θr. Since Algorithm 1 and Algorithm 2 can be proved
to obtain KKT solutions of the subproblems in Algorithm 3,
the objective function certainly increases during the iteration.
This has been validated by simulation results in Fig. 3. Then,
we can conclude that the convergence of Algorithm 3 can be
guaranteed due to the limited power budget.

C. Computational Complexity Analysis

The computational complexity of Algorithm 3 is dominated
by calculating the required matrix inversion in (36) and

(58). Since B and T are both block diagonal matrices, the
computational complexity of calculating (36) is O

(
LN2.373

t

)
[59]. Similarly, M is also a block diagonal matrix and the
computational complexity of calculating (58) is O

(
N2.373

)
.

Therefore, the computational complexity of Algorithm 3 is
dominated by O

(
L
(
IsN

2.373
t + IθN

2.373
))

, where Is and Iθ
are the number of iterations needed to calculate (36) and (58)
in Algorithm 3. In contrast, the computational complexity of
ADMM algorithm in Appendix A is ÎsO(1)Ns + ÎθO(1)Nθ,
where Ns ≜ O(1) (2(Ku +Ke)L+NtL+ 1)

1
2

NtL
(
(NtL)

2
+ 2(Ku +Ke)L+ 2NtL

)
and Nθ ≜

O(1) (2(Ku +Ke)L+ 1)
1
2 4N

(
(4N)

2
+ 2(Ku +Ke)L

)
[59]. And Îs and Îθ denote the number of iterations for
optimizing s and θ with ADMM. Therefore, our proposed
distance-majorization induced iterative algorithm has a much
lower computational complexity, especially for a large L.

IV. SIMULATION RESULTS

In this section, we adopt Monte Carlo simulations to eval-
uate the performance of our proposed distance-majorization
induced iterative algorithm. The locations of the BS and
the STAR-RIS are (0 m, 0 m) and (30 m, 30 m), respec-
tively. The number of users and targets are Ku = 2 and
Ke = 3 respectively, whose locations are generated uniformly
in the region of [0, 100 m] × [0, 100 m]. In particular, the
random locations of the users are (88.1120 m, 39.2204 m)
and (92.1621 m, 27.6774 m). The locations of the malicious
targets are generated randomly in the two-dimensional annulus
formed by two concentric circles centered at the origin, whose
inner diameter is 50 m and outer diameter is 70 m. Similar
to [13], we model the path loss as 35.3 + 37.6log10lab (dB),
where lab is the transmission distance from a to b. Unless
specified otherwise, the noise power σ2 is −100 dBm/Hz,
the PAPR η = 2.2, and the Rician factor is 5 dB. Besides,
following [18], [46], we adopt the orthogonal linear frequency
modulation (LFM) as the reference waveform which enjoys
good pulse compression and ambiguity properties that facil-
itate the detection of point targets. The (k, q)th entry of S0

is S0(k, q) =
√

Pt

NtL
e

j2πk(q−1)
L e

j2π(q−1)2

L [47]. Then, we set
the reference waveform in problem (18) as s0 = vec (S0). To
validate the efficiency of our proposed distance-majorization
induced low-complexity algorithm (DMLCA) in Algorithm 3,
following [18], we employ the ADMM algorithm to introduce
the benchmark algorithm given in Appendix A.

Fig. 3 shows the convergence rate of our proposed DMLCA
in Algorithm 3, which includes the average radar sensing
power achieved by optimizing S and (Θr,Θt) alternately.
Clearly, the convergence rate of the proposed DMLCA is fast,
which validates its efficiency. Besides, DMLCA has a similar
convergence performance for different values of N , which
validates its practicability and shows that DMLCA enjoys an
excellent scalability.

Fig. 4 shows the performance comparison between DMLCA
and the ADMM-based algorithm. Considering the high com-
putational complexity of ADMM when L is large, we set
L = 1 to facilitate the performance comparison. Clearly,



11

2 4 6 8 10 12

Iteration

26

28

30

32

34

36

38

40

42
A

v
e

ra
g

e
 R

a
d

a
r 

S
e

n
s
in

g
 P

o
w

e
r 

(d
B

m
) N = 40

N = 30

N = 20

Fig. 3. Convergence of our proposed DMLCA with Nt = 12, Ku = 2,
Ke = 3, Pt = 40 dBm, L = 20, ϵ = 0.2, and different N .
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Fig. 4. Performance comparison between our DMLCA and ADMM-based
algorithm for different N with Nt = 12, Ku = 2, Ke = 3, ϵ = 0.8, and
L = 1.

DMLCA achieves better performance than ADMM. Therefore,
we can conclude that our proposed DMLCA not only enjoys
a much lower complexity than that of ADMM, but also
achieves better performance than the latter. Furthermore, to
illustrate the benefit introduced by the STAR-RIS, we also
show the DFRC performance in the absence of STAR-RIS
denoted as “Without STAR-RIS”, whose transmit signal s is
optimized using Algorithm 1. From Fig. 4, we can find that
the performance gain brought by STAR-RIS increases with
increasing Pt. This is because with increasing power budget,
more power can be radiated to the STAR-RIS for improving
the radar sensing performance making STAR-RIS more critical
in determining the radar sensing power. On the other hand, we
can also find that the average radar sensing power increases
with increasing N , which is due to the increasing spatial DoF
that makes more energy-focused beamforming available.
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Fig. 5. Average radar sensing power versus the increasing N with Nt = 12,
N = 20, Ku = 2, Ke = 3, ϵ = 1.2, and L = 10.
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Fig. 6. Pulse compression profile of the signal waveform for different
similarity constraints ϵ with Ptot = 20 dBm, N = 20, Nt = 12, Ku = 2,
and Ke = 3.

Fig. 5 shows the average radar sensing power achieved by
DMLCA versus increasing N . Increasing N would enhance
the signal reflection capability of the STAR-RIS, which im-
proves the strength of the signal received at the users and the
radar sensing capability. Therefore, simulation results in Fig.
5 show that the average radar sensing power increases with
the increasing N . Besides, from simulation results in Fig.
5, we can find that when Pt is large, a larger improvement
of the average radar sensing power can be obtained through
increasing N . This because with the increased power budget,
the BS can satisfy the QoS of the communication users easily.
As such, the exceeding resources in terms of transmit power
and spatial DoF can be effectively exploited to steer the
transmitted signal towards the radar targets for improving the
sensing performance.

Fig. 6 shows the pulse compression profile of the transmit
signal with different ϵ. Specifically, we utilize the signal
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Fig. 8. Average symbol error rate (SER) versus the increasing Γ.

emitted from the first antenna to calculate the range profile.
Following [47], we employ a Taylor window to perform
sidelobe suppression and adopt FFT/IFFT to calculate the
range profile. For comparison, the range profile of LFM is also
plotted in Fig. 6. Since the increasing ϵ relaxes the similarity
constraint in (18b), the range profile of the optimized signal
would deviate from the required LFM gradually. Therefore,
from the simulation results in Fig. 6, we can find that when
ϵ = 0.001, the optimized signal waveform can effectively
mimic the desired LFM profile. Yet, as ϵ increases to 0.1, the
difference between the range profiles of the optimized signal
and LFM are enlarged. Therefore, choosing ϵ can achieve a
tradeoff between the pulse compression performance and the
synthetic radar sensing power, as it will be further illustrated
in the following.

Fig. 7 shows the average radar sensing power versus the
increasing ϵ for different N . Although increasing ϵ reduces
the pulse compression performance, it enlarges the feasible
set in optimizing the system resource which benefits the

overall DFRC performance. Therefore, from the simulation
results, we can find that the average radar sensing power
increases with the increasing ϵ. Therefore, in the practical
system design, the DFRC signal waveform can be designed
to achieve required pulse compression performance and radar
sensing power through setting ϵ as an appropriate value.

On the other hand, by setting Γuk
= Γen = Γ, ∀k ∈

Ku, n ∈ Ke in Fig. 8, we plot the average SER versus
increasing Γ. As illustrated in Fig. 2, we know that increasing
Γ enhances the SINR target of multiple users and Eves, which
increases the distance from the signal to the decision threshold
in the signal space. Therefore, the SER of multiple users
decreases with the increasing Γ. In contrast, from Fig. 8,
we can find that the SER of the multiple malicious targets
is almost 1 and the malicious targets have been deceived
for mistaking the public signals as the confidential signals.
Therefore, our proposed joint signal and reflective beam-
forming optimization algorithm can secure the confidential
information while guaranteeing the quality of reception at
multiple communication users.

V. CONCLUSION

We proposed a novel symbol-level precoding technique for
securing the STAR-RIS-aided DFRC system, which involved
the joint optimization of the transmission signal, transmis-
sion coefficients, and reflection coefficients at the STAR-
RIS. Specifically, the multi-user interference is designed to
be constructive to multiple legitimate users but is deceptive
to Eves by restricting the signals to fall into the construc-
tive region of the public signals. Then, the joint design
was formulated as an optimization problem to maximize the
radar sensing power subject to the constructive interference
constraints for multiple communication users and security
constraints for malicious radar targets, as well as the amplitude
constraints on the transmission and reflection elements of the
STAR-RIS, the PAPR constraint, and the similarity constraint
between the transmitted and the reference signals. Although
the considered joint optimization problem is nonconvex, we
proposed a distance-majorization induced iterative algorithm
to transform the nonconvex joint design problem into a
sequence of subproblems, whose optimal solution in each
iteration can be derived in closed-form. As confirmed by
our simulation results, compared with the ADMM-induced
iterative algorithm, our proposed iterative algorithm not only
has a much lower computational complexity, but also achieves
superior performance.
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APPENDIX A
BENCHMARK ALGORITHM: ADMM-BASED JOINT

OPTIMIZATION ALGORITHM

A. Optimization of s

By introducing an auxiliary variable ν, problem (19) can
be reformulated as

maximize
s,ν,zn

sHBs (59a)

s.t. R
(
−h̃H

l,k (Θt) s
)
≤ −γuk

, R
(
−ĥH

l,k (Θt) s
)
≤ −γuk

,

k ∈ Ku, l ∈ L, (59b)

R
(
−g̃H

l,k (Θr) s
)
≤ −ηek , R

(
−ĝH

l,k (Θr) s
)
≤ −ηek ,

k ∈ Ke, l ∈ L, (59c)

||s− s0||2 ≤
√
ϵL, |S(i, l)|2 ≤ Ptη

Nt
, 1 ≤ i ≤ Nt, l ∈ L,

(59d)

||ν||22 = LPt, (59e)
s = ν. (59f)

Then, we apply the ADMM to handle the constant total
power constraint in (59e). In particular, with the method of
multipliers, its augmented Lagrangian can be formulated as

maximize
s,ν

sHBs− ρ

2
||s− ν + λs||22 (60a)

s.t. (59b)− (59e), (60b)

where λs ⪰ 0 is the associated Lagrange multiplier.
With the AO, problem (60) can be decomposed into the opti-

mization of s and ν. In particular, the nonconvex optimization
of s can be achieved by employing MM.

B. Optimization of θ

By introducing auxiliary variables ϑr and ϑt, problem (40)
can be reformulated as

maximize
θr,θt,ϑr,ϑt

θH
r Qθr + 2R

(
qHθr

)
(61a)

s.t. (45b)− (45c), θr = ϑr, θt = ϑt, (61b)

[ϑr]
2
n + [ϑt]

2
n = 1, 1 ≤ n ≤ N. (61c)

With the method of Lagrange multipliers, the corresponding
augmented Lagrangian can be formulated as

maximize
θr,θt,ϑr,ϑt

θH
r Qθr + 2R

(
qHθr

)
− ρ

2
||θr − ϑr + λθr

||22

− ρ

2
||θt − ϑt + λθt ||22 (62a)

s.t. (45b), (45c), [ϑr]
2
n + [ϑt]

2
n = 1, 1 ≤ n ≤ N, (62b)

where the penalty ρ > 0, λθr
and λθt

are dual variables
associated with equality constraints in (61b). Then, we perform
the optimization of (θt,θr) and (ϑt,ϑr) alternately, where the
optimization of (θt,θr) can be performed by employing MM.

APPENDIX B
PROOF OF THEOREM 1

We follow [68, Theorem 4] to show that the solution of
problem (26) converges to the optimal solution of problem

(21). Assuming that ŝ∗ρ and s̃∗ are the optimal solutions of
problem (26) and problem (21), respectively, we have(
ŝ∗ρ
)T

B̂ŝ∗ρ −
ρ

2
∆

(
ŝ∗ρ
)
≥ (s̃∗)

T
B̂s̃∗ − ρ

2
∆ (s̃∗)

(a)
= (s̃∗)

T
B̂s̃∗,

(63)

where step (a) is due to the fact that s̃∗ is a feasible
solution of problem (21). Accordingly, we have ∆

(
ŝ∗ρ
)

≤
2
(
(ŝ∗ρ)

T
B̂ŝ∗ρ−(s̃∗)T B̂s̃∗

)
ρ . Denoting ŝ∗+∞ as the solution of

problem (26) with ρ → +∞, we have ∆
(
ŝ∗+∞

)
≤

limρ→+∞
2
(
(ŝ∗ρ)

T
B̂ŝ∗ρ−(s̃∗)T B̂s̃∗

)
ρ = 0, since the difference

value of
(
ŝ∗ρ
)T

B̂ŝ∗ρ − (s̃∗)
T
B̂s̃∗ is finite. Considering that

∆
(
ŝ∗+∞

)
≥ 0, we have ∆

(
ŝ∗+∞

)
= 0 and ŝ∗+∞ is also

a feasible solution of problem (21). Therefore, we have
(s̃∗)

T
B̂s̃∗ ≥

(
ŝ∗+∞

)T
B̂ŝ∗+∞. Finally, from (63), we have(

ŝ∗+∞
)T

B̂ŝ∗+∞ = (s̃∗)
T
B̂s̃∗ and we can conclude that ŝ∗+∞

is also an optimal solution of problem (21).

APPENDIX C
PROOF OF THEOREM 2

Problem (21) can be reformulated as follows

maximize
ŝ

ŝT B̂ŝ (64a)

s.t. c̃ul,k (ŝ
∗) = 0, ĉul,k (ŝ

∗) = 0, c̃el,j (ŝ
∗) = 0, ĉel,j (ŝ

∗) = 0,

c (ŝ∗) = 0, l ∈ L, k ∈ Ku, j ∈ Ke, ||ŝ− ŝ0||2 ≤
√
ϵL,
(64b)

whose KKT conditions are formulated as follows:

▽ŝ∗L
(
ŝ∗, ϖ, ϖ̃u

l,k, ϖ̂
u
l,k, ϖ̃

e
l,j , ϖ̂

e
l,j , λ̆

)
= 0, (65)

c̃ul,k (ŝ
∗)= ĉul,k (ŝ

∗)= c̃el,k (ŝ
∗)= ĉel,k (ŝ

∗)=c (ŝ∗)=0, (66)

||ŝ− ŝ0||2 ≤
√
ϵL, (67)

λ̆
(
||ŝ− ŝ0||2 −

√
ϵL

)
= 0, (68)

where ϖ, ϖ̃u
l,k, ϖ̂u

l,k, ϖ̃e
l,j , and ϖ̂e

l,j are the Lagrange multi-
pliers of the equality constraints in (64b) and

L
(
ŝ∗, ϖ, ϖ̃u

l,k, ϖ̂
u
l,k, ϖ̃

e
l,j , ϖ̂

e
l,k, λ̆

)
= −ŝT B̂ŝ

+
∑
k,l

ϖ̂u
l,k ĉ

u
l,k (ŝ

∗) +
∑
j,l

ϖ̃e
l,j c̃

e
l,j (ŝ

∗) +
∑
j,l

ϖ̂e
l,j ĉ

e
l,j (ŝ

∗)

+ϖc(ŝ∗)+
∑
k,l

ϖ̃u
l,k c̃

u
l,k (ŝ

∗) + λ̆
(
||ŝ− ŝ0||2 −

√
ϵL

)
. (69)

In the following, we focus on proving that Algorithm 1
satisfies the KKT conditions of problem (64). The proof is
similar to [62, Theorem 2], which is presented for complete-
ness. Firstly, the equality constraints can be augmented to the
objective function by employing the penalty method, i.e.,

maximize
ŝ,ỹu

k ,ŷ
u
k ,ỹ

e
k,ŷ

e
k

ŝT B̂ŝ− ρ

2

∑
k,l

((
c̃ul,k (ŝ

∗)
)2
+
(
ĉul,k (ŝ

∗)
)2)

− ρ

2
c2 (ŝ∗)− ρ

2

∑
j,l

((
c̃el,j (ŝ

∗)
)2
+
(
ĉel,j (ŝ

∗)
)2)

(70a)

s.t. ||ŝ− ŝ0||2 ≤
√
ϵL. (70b)
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Obviously, problem (70) is same as problem (26). The La-
grangian of problem (70) is given by

L̂
(
ŝ, β̆

)
≜− ŝT B̂ŝ+ β̆

(
||ŝ− ŝ0||2 −

√
ϵL

)
+
ρ

2
c2 (ŝ∗)

+
ρ

2

∑
j,l

((
c̃ul,k (ŝ

∗)
)2
+
(
ĉul,k (ŝ

∗)
)2)

+
ρ

2

∑
j,l

((
c̃el,j (ŝ

∗)
)2
+
(
ĉel,j (ŝ

∗)
)2)

, (71)

where β̆ is the Lagrange multiplier of constraint (70b). Then,

▽ŝL̂
(
ŝ, β̆

)
≜Υ

(
s, β̆

)
=−2B̂ŝ+2β̆ (ŝ−ŝ0)+ρc (ŝ

∗)▽ŝ∗c (ŝ
∗)

+ ρ
∑
k,l

(
c̃ul,k (ŝ

∗)▽ŝ∗ c̃
u
l,k (ŝ

∗)+ĉul,u (ŝ
∗)▽ŝ∗ ĉ

u
l,k (ŝ

∗)
)

+ ρ
∑
j,l

(
c̃el,j (ŝ

∗)▽ŝ∗ c̃
e
l,j (ŝ

∗)+ĉel,j (ŝ
∗)▽ŝ∗ ĉ

e
l,j (ŝ

∗)
)
. (72)

As lim
ρ→+∞

Υ
(
s, β̆

)
→ 0, inequality (73) at the top of

the next page can be obtained by employing the inequality
||a||− ||b|| ≤ ||a+ b||. Since ▽ĉul,k (ŝ

∗), ▽c̃ul,k (ŝ
∗), ▽ĉel,k (ŝ

∗),
▽c̃el,k (ŝ

∗), and ▽c (ŝ∗) are linearly independent, we can con-
clude that ĉul,k (ŝ

∗) = c̃ul,k (ŝ
∗) = ĉel,k (ŝ

∗) = c̃el,k (ŝ
∗) =

c (ŝ∗) = 0 satisfying constraint (66).
Besides, if we set ϖ = lim

ρ→+∞
ρ▽ŝ∗c (ŝ

∗), ϖ̃u
l,k =

lim
ρ→+∞

ρ▽ŝ∗ c̃
u
l,k (ŝ

∗), ϖ̂u
l,k = lim

ρ→+∞
▽ŝ∗ ĉ

u
l,k (ŝ

∗), ϖ̃e
l,k =

lim
ρ→+∞

ρ▽ŝ∗ c̃
e
l,k (ŝ

∗), and ϖ̂e
l,k = lim

ρ→+∞
ρ▽ŝ∗ ĉ

e
l,k (ŝ

∗), condi-

tion (65) holds since lim
ρ→+∞

Υ
(
s, β̆

)
→ 0. Moreover, both

conditions (67) and (68) hold, if we set β̆ = λ̆. Now, we can
conclude that the solution of problem (70) satisfies the KKT
conditions of problem (64).

Besides, we employ the majorization-minimization algo-
rithm [69] to approximate problem (70) as a sequence of
convex optimization problems, i.e., problem (29). Since our
proposed Algorithm 1 satisfies the conditions stated in [69,
Eqs (2) and (3)], we can conclude that the converged solution
of Algorithm 1 also satisfies the KKT conditions of problem
(64).
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u
l,k (ŝ
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∗)▽ŝ∗ c̃
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