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Pupil Dilation and Microsaccades Provide Complementary Insights into the Dynamics of Arousal and Instantaneous Attention during Effortful Listening
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Listening in noisy environments requires effort—the active engagement of attention and other cognitive abilities—as well as increased arousal. The ability to separately quantify the contribution of these components is key to understanding the dynamics of effort and how it may change across listening situations and in certain populations. We concurrently measured two types of ocular data in young participants (both sexes): pupil dilation (PD; thought to index arousal aspects of effort) and microsaccades (MS; hypothesized to reflect automatic visual exploratory sampling), while they performed a speech-in-noise task under high- (HL) and low- (LL) listening load conditions. Sentences were manipulated so that the behaviorally relevant information (keywords) appeared at the end (Experiment 1) or beginning (Experiment 2) of the sentence, resulting in different temporal demands on focused attention. In line with previous reports, PD effects were associated with increased dilation under load. We observed a sustained difference between HL and LL conditions, consistent with increased phasic and tonic arousal. Importantly we show that MS rate was also modulated by listening load. This was manifested as a reduced MS rate in HL relative to LL. Critically, in contrast to the sustained difference seen for PD, MS effects were localized in time, specifically during periods when demands on auditory attention were greatest. These results demonstrate that auditory selective attention interfaces with the mechanisms controlling MS generation, establishing MS as an informative measure, complementary to PD, with which to quantify the temporal dynamics of auditory attentional processing under effortful listening conditions.
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Significance Statement

Listening effort, reflecting the “cognitive bandwidth” deployed to effectively process sound in adverse environments, contributes critically to listening success. Understanding listening effort and the processes involved in its allocation is a major challenge in auditory neuroscience. Here, we demonstrate that microsaccade rate can be used to index a specific subcomponent of listening effort, the allocation of instantaneous auditory attention, that is distinct from the modulation of arousal indexed by pupil dilation (currently the dominant measure of listening effort). These results reveal the push-pull process through which auditory attention interfaces with the (visual) attention network that controls microsaccades, establishing microsaccades as a powerful tool for measuring auditory attention and its deficits.

Introduction

Listening in noisy environments draws on cognitive capacities, such as attention and memory, that support the tracking of relevant signals among interference (Peelle, 2018). The active allocation of these resources is termed “listening effort” (Pichora-Fuller et al., 2016). Better insight into listening effort and its neural underpinnings is critical for understanding the challenges faced by listeners under adverse conditions, and for managing the breakdown of these processes because of aging, hearing loss, or certain neurological conditions.

Effortful listening to speech in noise engages heightened arousal as well as increased demands on attention, working
memory, and linguistic processing (Peelle, 2018). Unraveling these various aspects, in particular separating arousal-related effects from those related to the allocation of cognitive resources, is a key challenge for the field (Zekveld et al., 2014; McGarrigle et al., 2021; White and Langdon, 2021; Haro et al., 2022; Ritz et al., 2022). Correlations between subjective, behavioral, and physiological measures of listening effort have not always yielded consistent results (Alhanbali et al., 2019), implying that different approaches may be capturing distinct facets of this construct.

Pupillometry is frequently used to measure the arousal component of listening effort (Ohlenforst et al., 2018; Winn et al., 2018; Zekveld et al., 2018). Non-luminance-mediated pupil dilation (PD) is linked to activity in the locus coeruleus (LC), which supplies Norepinephrine to the central nervous system and therefore controls vigilance and arousal (Wang and Munoz, 2015; Joshi et al., 2016). Stimulus-evoked PD is related to phasic activity within the LC, associated with instantaneous arousal, while baseline changes in pupil size are hypothesized to index tonic LC activity, associated with sustained alertness and engagement. Previous literature has consistently demonstrated that conditions associated with greater listening effort often lead to an increase in pupil dilation (relative to baseline; Winn et al., 2018; Zekveld et al., 2018). These effects are commonly extended in time, with peak PD, and subsequent tailing off, hypothesized to reflect a “release” of arousal at the conclusion of the perceptual process, frequently occurring after sentence offset (Winn, 2016; Winn and Moore, 2018; Winn and Tiece, 2022). Conditions of high listening load have also been associated with increased baseline pupil size, proposed to reflect a balance between sustained arousal and build-up of mental fatigue (Hopstaken et al., 2015; McGarrigle et al., 2017).

Here, we hypothesize that a specific component of listening effort, the allocation of instantaneous attention, which is distinct from the state of arousal reflected by PD, can be indexed by measuring another type of ocular activity, microsaccades (MS).

Microsaccades (MS) are small fixational eye movements controlled by a network encompassing the frontal eye fields (FEFs) and the superior colliculus (SC; Hafed et al., 2015; Rucci and Victor, 2015) and are hypothesized to reflect unconscious continuous exploration of the visual environment. Recent findings suggest that this sampling is affected by the attentional state of the individual: MS incidence reduces during, and in anticipation of, task-relevant events (Widmann et al., 2014; Denison et al., 2019; Abeles et al., 2020) and under high load (Dalmaso et al., 2017; Lange et al., 2017; Yablonski et al., 2017). Together, this evidence suggests that the processes generating MS draw on shared, limited computational capacity such that MS-indexed visual exploration is reduced when attentional resources are depleted by other perceptual tasks. Despite the richness of information potentially conveyed by MS, our understanding of how auditory perceptual processes might interface with the attentional sampling mechanisms that control MS is limited.

We recorded PD and MS concurrently while participants listened to sentences in noise under conditions of high and low listening load, modulated by manipulating the signal-to-noise ratio (SNR; Fig. 1). The placement of relevant keywords was manipulated to control the timing of instantaneous attentional engagement. We expected both PD and MS to be modulated by load, but exhibiting a different timing profile: temporally extended effects of PD-linked arousal, but transient and time-specific effects of MS incidence, precisely during periods (when keywords are presented) where the demands on auditory attention are highest.

Materials and Methods

Participants

All experimental procedures were approved by the research ethics committee of University College London, and written informed consent was obtained from each participant. All participants were native or long-term fluent English speakers. All reported normal hearing with no history of otological or neurological disorders. Participants reported normal or corrected-to-normal vision, with Sphere (SPH) prescriptions no greater than 3.5. A total of 70 participants were recruited and underwent testing in both experimental designs. Two different sets of participants were recruited for the two experiments.

Experiment 1

A total of 35 paid participants between the ages of 18 and 35 took part (30 female; mean age = 23.49, SD = 4.09). Four participants were eventually excluded from the dataset, two because of substantial amounts of missing pupil data (blinks and/or gazes away from fixation; see below,

![Figure 1. Trial structure. In Experiment 1, sentences were in the form “show the dog where the [color] [number] is.” In Experiment 2 (“Yoda”), sentence structure was reversed such that the keywords ([color] [number]) appeared first. Trials began with 0.5 s of noise only, followed by the onset of the sentence (—2 s) and then a silent period (3 s). A response display then appeared on the screen. Participants logged their responses by selecting the correct color, then number. Visual feedback was provided. The simple sentential material and response procedure reduced demands on working memory and executive function, and emphasized the draw on attentional resources required to “fish out” the keywords from the noisy signal. Conditions of high and low listening load (blocked separately) were created by manipulating the signal (speech) to noise ratio.](image)
Pupilometry preprocessing and analysis) and two because of poor behavioral performance (an arbitrary threshold of <20% correct trials), resulting in a final set of 31 participants (27 female, mean age = 23.45, SD = 3.87).

**Experiment 2**
A total of 35 paid participants between the ages of 18–35 took part (28 female, mean age = 25.26, SD = 5.24). Four participants were eventually excluded from the dataset, three because of substantial amounts of missing pupil data, and one because of poor behavioral performance, resulting in a final set of 31 participants (25 female, mean age = 25.45, SD = 4.97).

**Design and materials**
The experimental session lasted ~1.5 h and was comprised of three stages:

1. **Threshold estimation:** A speech-in-noise reception threshold was first obtained from each participant, using the CRM task (see below, Threshold estimation). We used an adaptive procedure to determine the 50% correct threshold.

2. **Pupil screening procedures:** Prior to the main experimental session, we performed a series of brief basic measures of pupil reactivity (light reflex, dark reflex, etc.), commonly used to assess pupil function. These included measuring pupil responses to a slow, gradual change in screen brightness; to a sudden flashing white screen; to a sudden flashing black screen; and to a sudden presentation of a brief auditory stimulus (harmonic tone). These measurements were used to confirm normal pupil responsivity (Loewenfeld, 1993; Bitsios et al., 1996; Wang et al., 2018) and to identify outlying participants (none here).

3. **Main experiment:** In the main experiment, participants performed two blocks of the CRM task while their ocular data were being recorded. In one of the blocks (“High load”) the signal-to-noise ratio (SNR) was set to the threshold obtained in (1), simulating a difficult listening environment. In the second block (“Low load”), the SNR was set to the threshold obtained in (1) plus 10 dB to create a much easier listening environment (as in McGarrigle et al., 2021). The order of the two blocks was counterbalanced across participants.

All experimental tasks were implemented in MATLAB and presented via Psychophysics Toolbox version 3 (PTB-3).

**Threshold estimation**
Auditory stimuli were sentences introduced by Messoud-Galusi et al. (2013), which are a modified version of the coordinate response measure (CRM) corpus described by Bolla et al. (2000). Sentences in Experiment 1 (including threshold estimation) were in the form “Show the dog where the [color] [number] is.” Sentences in Experiment 2 (including threshold estimation) were in the form “[color] [number] is show the dog where the.” The colors that could appear within a target sentence were black, red, white, blue, green and pink. The numbers could be any digit from 1 to 9 with the exception of 7, as its syllabic phonetic structure makes it easier to identify. Consequently, there were a total of 48 possible combinations of color and number. Sentence duration ranged between 1.9 and 2.4 s, with the majority having a duration of 2.1 s. Sentences were embedded in Gaussian noise. The overall loudness of the noise+speech mixture was fixed at ~70 dB SPL. The SNR between the noise and speech was initially set to 20 dB, and was adjusted using a one-up-one-down adaptive procedure, tracking the 50% correct threshold. Initial steps were of 12 dB SNR, and decreased steadily following each reversal (8 dB, then 5 dB) up to a minimum step size of 2 dB. The test ended after seven reversals or after a total of 25 trials and took ~2 min to complete. The speech reception threshold was calculated as the mean SNR of the final four reversals. Participants completed 3 runs in total (the first was used as a practice). The threshold obtained from the final run was used for the “High load” condition in the main experiment. The threshold plus 10 dB was used for the “Low load” condition in the main experiment.

**Main task**
In the main experiment [High load (HL) and Low load (LL) blocks; 15 min total], the same stimuli were used as for threshold estimation, but the SNR was fixed as described above. Each block contained 30 trials. Participants fixated on a black cross presented at the center of the screen (gray background). The structure of each trial is schematized in Figure 1. Trials began with 0.5 s of noise, followed by the onset of the sentence in noise (~2 s long) and then a silent period (3 s). A response delay then appeared on the screen and participants logged their responses to the task by selecting the correct color first, then the number, using a mouse. Visual feedback was provided. At the end of each trial, participants were instructed to re-fixate on the cross in anticipation of the next stimulus.

**Procedure**
Participants sat with their head fixed on a chinrest in front of a monitor (24-inch BENQ XL2420T with a resolution of 1920 × 1080 pixels and a refresh rate of 60 Hz) in a dimly lit and acoustically shielded room (IAC triple walled sound-attenuating booth). They were instructed to continuously fixate on a black cross presented at the center of the screen against a gray background. An infrared eye-tracking camera (Eyelink 1000 Desktop Mount, SR Research Ltd.) placed below the monitor at a horizontal distance of 62 cm from the participant was used to record pupil data. Auditory stimuli were delivered diotically through a Roland Tri-capture 24-bit 96 kHz soundcard connected to a pair of loudspeakers (Inspire T10 Multimedia Speakers, Creative Labs Inc) positioned to the left and right of the eye tracking camera. The loudness of the auditory stimuli was adjusted to a comfortable listening level for each participant. The standard five-point calibration procedure for the Eyelink system was conducted before each experimental block and participants were instructed to avoid any head movement after calibration. During the experiment, the eye-tracker continuously tracked gaze position and recorded pupil diameter, focusing binocularly at a sampling rate of 1000 Hz. Participants were instructed to blink naturally during the experiment and encouraged to rest their eyes briefly during intertrial intervals. Before each trial, the eye-tracker automatically checked that the participants’ eyes were open and fixated appropriately; trials would not start unless this was confirmed.

**Pupilometry preprocessing and analysis**
Only data from the left eye was analyzed. Intervals when the participant gazed away from fixation (outside of a radius of 100 pixels around the center of the fixation cross) or when full or partial eye closure was detected (e.g., during blinks) were automatically treated as missing data. Participants with excessive missing data (>50%) were excluded from further analysis. This applied to two of the participants in Experiment 1 and three participants in Experiment 2.

**PD to speech**
The pupil data from each trial were epoched from −2 to 5.5 s from sound (noise) onset. Epochs with >50% missing data were discarded from the analysis. On average, less than one trial was discarded per subject in each of the experimental blocks. Missing data in the remaining trials were recovered using linear interpolation. Trials where 10% or more of the data were identified as outlying (>3 SD from the condition mean) were removed from analysis. On average, less than one trial was discarded per subject in each of the experimental blocks. Data were then z-scored (across all trials, collapsed across the High and Low load conditions) for each participant, and time-domain averaged across all epochs of each condition to produce a single time series per condition. Both baseline-corrected (from 0.2 to 0 s preonset) and non-baseline-corrected data are reported.

**Microsaccade preprocessing and analysis**
Microsaccade (MS) detection was based on an approach proposed by Engbert and Kliegl (2003). MS were extracted from the continuous eye-movement data based on the following criteria: (1) a velocity threshold of A = 6 times the median-based standard deviation for each subject; (2) above-threshold velocity lasting between 5 and 100 ms; (3) the events are detected in both eyes with onset disparity <10 ms; and (4) the interval
between successive microsaccades is longer than 50 ms. Extracted microsaccade events were represented as unit pulses (Dirac $\delta$) and epoched as described for the PD analysis above. In Experiment 1, the eye-tracker settings (set to briefly interrupt the recording before the onset of each trial) resulted in a short period (several samples) of lost data 0.3–0.5 s before stimulus onset. To address the consistent artefactual absence of MS during that interval, these data were replaced by 300 ms of data between 0.6 and 0.3 s pre-onset selected from a random trial of the same participant. Eye tracker settings were modified for Experiment 2 to eliminate this issue.

In each condition, for each participant, the event time series were summed across trials and normalized by the number of trials and the sampling rate (to obtain a measure of number of events per second). Then, a causal smoothing kernel $\omega(t) = \alpha^2 \times \tau \times e^{-\alpha t}$ was applied with a decay parameter of $\alpha = \frac{1}{5}$ ms (Dayan and Abbott, 2001; Rolfs et al., 2008; Widmann et al., 2014), paralleling a similar technique for computing neural firing rates from neuronal spike trains (Dayan and Abbott, 2001; see also Rolfs et al., 2008). To account for the time delay caused by the smoothing kernel, the time axis was shifted by the peak of the kernel window.

Statistical analysis
To identify time intervals in which a given pair of conditions exhibited PD/MS differences, a nonparametric bootstrap-based statistical analysis was used (Efron and Tibshirani, 1993). The difference time series between the conditions was computed for each participant and these time series were subjected to bootstrap re-sampling (1000 iterations; with replacement). At each time point, differences were deemed significant if the proportion of bootstrap iterations that fell above or below zero was $>99\%$ (i.e., $p < 0.01$). The analysis was conducted on the full epoch as plotted and all significant time points are shown.

Data availability
The data reported in this manuscript alongside related information are available at https://doi.org/10.5522/04/22660472.

Results
Behavioral performance
Figure 2 shows the behavioral performance on the CRM task in Experiments 1 and 2. Speech material in Experiment 1 consisted of “standard” CRM sentences ("Show the dog where the [color] [number] is"). All sentences were initially identical ("Show the dog where the...") allowing the listener to slowly increase arousal and attention as they prepared to identify the keywords, which always occurred at the end. In contrast, Experiment 2 used the same stimuli, but with the keywords moved to sentence onset ("[color] [number] is show the dog where the"). We refer to this condition as “Yoda” because it is similar to the speech pattern of the iconic Star Wars character (LaFrance, 2015). This material required rapid focusing of attention immediately at sentence onset, but allowed for potential disengagement of attention and arousal partway through the sentence as the remaining speech was not relevant for the task. Additionally, the unusual grammatical structure required adjusting to. Despite these distinctions, we did not observe significant differences in behavioral performance between experiments.

The left panels plot histograms of the 50% correct SNRs measured for each participant, these values were used for the HL condition in the main experiment. The right panels plot the performance in the main experiment (scored in %). In the HL condition, participants achieved an average of 46.34% (Experiment 1) and 46.67% (Experiment 2) correct responses, which rose to a mean of 96.02% (Experiment 1) and 96.67% (Experiment 2) in the LL condition. This confirms that the load manipulation was successful. A Mann–Whitney $U$ test confirmed no difference between SNRs across experiments ($U = 598, p = 0.097$). Similarly, an analysis of the main performance data confirmed no main effect of experiment ($F_{(1,60)} = 0.225, p = 0.64$), only a main effect of load ($F_{(1,60)} = 787.34, p < 0.001$).

Experiment 1: perceptual load modulates pupil size
Focusing on the load manipulation in Experiment 1, Figure 3 plots the mean PD to the target sentences in noise; $z$ scored (across HL and LL conditions for each participant) and averaged across participants.

To quantify the sentence evoked pupil dilation, we baseline corrected the responses (0.2 s prenoise onset; Fig. 3, left). The data demonstrate a clear increase in pupil size elicited by the target sentence. In both conditions, pupil diameter rose monotonically from sentence onset, reaching its peak following sentence offset (3.09 s postonset in HL; 2.78 s postonset in LL). This is consistent with previous reports suggesting that the monotonic increase in PD reflects the gradual build-up of arousal and its subsequent release after the conclusion of perceptual processing (Winn, 2016; Winn and Moore, 2018; Winn and Teece, 2022). This increase was significantly larger in HL relative to LL, with the difference emerging from 2 s postonset and persisting to the end of the epoch. The non-baseline-corrected responses (Fig. 3, right) additionally revealed a tonic difference between HL and LL conditions that is sustained throughout the trial. This is consistent with previous observations of increased baseline pupil size under conditions of effortless listening, likely reflecting increased sustained arousal.

The effect of load on PD was observable in the majority of participants (Fig. 3, bottom) and also when analyzing only the
first five (or any random five; not shown) trials of each condition. This demonstrates that the CRM task is an effective, robust means with which to induce (and quantify) listening load. There was no correlation between task performance, quantified as the difference in performance between HL and LL conditions, and the PD difference.

**Load-induced versus standard measures of pupil responsivity**

Figure 4 presents the load-task-related pupil responses in Experiment 1 plotted against other standard measures of pupil responsivity. These measures were obtained for each participant to confirm normal pupil reactivity and map out the responsive range, including confirming no ceiling effects. While there was individual variability in pupil size and dilation range, the plot in Figure 4 is a good representation of the average response pattern. In particular, it demonstrates that pupil responses to task-irrelevant sounds (orange trace) are tiny relative to luminance mediated responses (Pupillary light reflex and pupillary dark reflex in shades of green). Active listening (HL and LL conditions) is associated with increased tonic (baseline) and phasic (evoked by the sentence) pupil dilation. Importantly, the figure also confirms that HL pupil responses are well below ceiling as defined by the maximum pupil dilation measured for each participant.

**Experiment 1: load-induced microsaccade modulation**

Overall, the behavioral and PD data in Experiment 1 established that our task successfully manipulated auditory perceptual load, resulting in conditions that differed in listening effort. Pupil dilation data confirmed that, in line with previous reports, HL conditions were associated with sentence-evoked and sustained effects consistent with increased phasic and tonic arousal under HL. We next turn to the microsaccade rate data.

Figure 5 presents the comparison between the PD data (reproduced from Fig. 3) and microsaccade rate data (see Materials and Methods), both nonbaseline corrected. The MS data exhibit an abrupt microsaccadic inhibition (MSI) response evoked by the onset of the noise, followed by a return to baseline. MSI is commonly observed in response to abrupt sensory events and thought to reflect a rapid interruption of ongoing attentional sampling so as to prioritize the processing of a new sensory event (Rolfs et al., 2008; Roberts et al., 2019; Zhao et al., 2019). At Approximately 1.5 s postonset, both HL and LL conditions exhibit a drop in MS rate, but this effect is substantially larger for HL: a divergence between the LL and HL conditions is seen between 1.5 and 2.8 s after stimulus onset. Unlike in the PD data where a sustained difference between conditions is seen throughout the epoch, the MS rate effect is confined to a specific period, starting partway through the sentence and ending shortly after target sentence offset.

In Experiment 2, we asked whether this effect is linked to the position of the behaviorally relevant elements of the sentence ([color] [number] keywords), or rather reflects the time taken for attentional effects to manifest in microsaccadic data. Unlike Experiment 1, where demands on attention (participants focusing to discern the correct color and number) were concentrated at the end of the sentence, “Yoda” sentences in Experiment 2 required focused attention at sentence onset. We hypothesized that if the lower MS rate seen in the HL condition in Experiment 1 reflects a draw on attentional resources, “Yoda” sentences would result in an earlier effect. We also hypothesized that if the timing of the PD peak (and subsequent falling off) reflects sentence processing, its latency would similarly be shifted earlier in time in accordance with perceptual demands.

**Experiment 2: listening load in “Yoda” sentences reveals similar pupil dilation effects to those seen in Experiment 1**

“Yoda” sentences were created from the original material used in Experiment 1 by moving the keywords ([color], [number]) to the beginning of the sentence (“[color] [number] is, show the dog where the”). To succeed in the task, participants were therefore required to focus attention immediately at sentence onset, but were able to release attention/arousal resources partway through the sentence since later information was not behaviorally relevant.

Figure 6 plots the mean PD to the “Yoda” sentences in noise; z-scored (across HL and LL conditions for each participant)
and averaged across participants. The pupil dilation responses observed in Experiment 1 were broadly replicated in Experiment 2: a greater PD was observed in the HL condition compared with the LL condition. When baseline correction was applied (Fig. 6, left) this effect was significant from $-1.5$ to $-5$ s postonset. In the nonbaseline-corrected data (Fig. 6, right) a sustained difference between conditions was also seen at baseline (from $-2$ to $-1.2$ s pre-onset), though the significant interval was somewhat shorter than that observed in Experiment 1. To elaborate on this, data from Experiment 1 and Experiment 2 were compared directly (Fig. 7C).

**Sentence structure modulates the PD response**

Following previous observations that the timing of the PD peak (and subsequent tailing off) tends to occur after sentence offset, reflecting release of arousal at the conclusion of perceptual processing (Winn, 2016; Winn and Moore, 2018; Winn and Teece, 2022), we hypothesized that the latency of the peak PD in Experiment 2, relative to Experiment 1, would be shifted in accordance with the change in sentence structure. Figure 7 compares the mean PD data across Experiments 1 and 2. A comparison of the HL conditions (nonbaseline corrected; Fig. 7A) revealed a similar baseline in both experiments. This might be interpreted to suggest a similar effortful state (we return to this point in the Discussion section). As predicted, Experiment 2 saw the latency of the PD peak shift earlier in time. The comparison between the low load conditions (Fig. 7B) yielded a similar overall pattern to that observed for HL.

We also observed differences between Experiments 1 and 2 in the peak amplitude of the PD in the HL condition. An independent samples $t$ test revealed a significant difference in peak amplitude in the HL condition ($t_{(60)} = 2.29, p = 0.025$) but not in the LL condition ($t_{(60)} = -0.48, p = 0.63$). The pattern of the PD overall suggests a gradual increase in arousal from sentence onset in both experiments with an earlier release (and a lower peak) in Experiment 2.

Figure 7C quantifies the difference between HL and LL in the two experiments by plotting the (baseline corrected) difference waveforms. In Experiment 1, a divergence between HL and LL is seen from $\sim 2$ s post-onset. In Experiment 2, the two conditions diverge $0.5$ s earlier (at $\sim 1.5$ s postonset), again consistent with the earlier engagement of arousal in Experiment 2.

**Experiment 2: load-induced microsaccade modulation**

Figure 8 presents the comparison between the PD data (reproduced from Fig. 6) and microsaccade rate data, both nonbaseline corrected. The MS data exhibit an abrupt microsaccadic inhibition (MSI) response evoked by the onset of the noise. Unlike Experiment 1, this response is not followed by a return to baseline. Microsaccade rate remains low until partway through the sentence in both HL and LL conditions. Thereafter, a return to baseline is observed. This is consistent with the fact that in Experiment 2 attentional resources are required during the initial portion of the sentence. In the HL condition, this inhibition returns to baseline faster than in the HL condition, resulting in a significant difference around $\sim 1.2$–$1.5$ s post-onset. Thus, while a reduction in MS rate was present in both conditions, it lasted longer in the HL condition.

Furthermore, there appears to be an additional (weak) effect during the baseline (pre-sentence onset) period where the LL condition exhibits a reduction in MS rate from $\sim 500$ ms before sound onset. This is an incidental finding, and as such must be clarified in follow-up investigations. The preonset effects might reflect the anticipatory preallocation of attentional resources. That the effect is only observed in the LL condition is interesting and might imply a depletion of relevant resources in HL that precluded participants from preparing to attend in the same way. We return to this in the Discussion section.

**Microsaccade rate modulation reflects localized demand on attention**

To directly compare the timing of MS rate modulation, Figure 9 presents data from Experiments 1 and 2 separately for the HL and LL conditions. MS rate was significantly lower in Experiment 2 during the initial portion of the sentence and vice versa during the latter portion of the sentence – consistent with where the keywords were embedded. This effect is seen in both the HL and LL conditions, but greater (in terms of deflection from baseline) in the HL condition, reflecting the higher demand on attentional resources during low SNR. Critically, in each condition the period of MS modulation (where MS rate was different from baseline) was confined to the period in the sentence where the keywords were present. See Extended Data Figure 9-1 for an analysis of associated
blink rates, confirming that MS modulation is not a consequence of increased blinking during the relevant time periods.

Discussion

Successful listening in busy environments requires the deployment of arousal, attention, and other cognitive functions, usually collated under the umbrella-term “listening effort” (Peelle, 2018; Pichora-Fuller et al., 2016). Quantifying the contribution of each factor to effortful listening is critical for understanding the challenges listeners face in adverse conditions, characterizing individual difficulties (Winn and Teece, 2022) and guiding rehabilitation. We measured pupil dilation (PD) and microsaccade (MS) rate while listeners performed a speech-in-noise detection task simulating high- and low-listening load conditions (HL and LL). PD is a prevalent measure of listening effort (Zekveld et al., 2018; Winn et al., 2018), believed to index modulation of arousal. MS are hypothesized to reflect a process of unconscious visual exploratory sampling, and are therefore a potentially useful signal for understanding how the auditory system interfaces with the brain’s attention network. We hypothesized that measuring MS alongside PD would enable us to precisely identify and measure the deployment of focused attention during speech processing.

Consistent with a large body of work on PD as an index of listening effort (Ohlenforst et al., 2018; Winn et al., 2018; Zekveld et al., 2018), we observed phasic (sentence evoked) and tonic (sustained) differences in pupil diameter between HL and LL conditions. Unlike the temporally extended PD responses, MS effects, characterized by a reduced MS rate, were only present when demands on focused attention were highest. These results demonstrate that auditory selective attention interfaces with the mechanisms controlling MS generation, establishing MS as an informative measure with which to quantify the temporal dynamics of auditory attentional processing during effortful listening.

Pupil dilation data reveal tonic and phasic modulation of arousal under load

In line with the link between PD and listening effort and consistent with the general association between greater arousal and larger pupil sizes (Partala and Surakka, 2003; Bradley et al., 2008), we observed robust effects of load on the pupillary response. Baseline-corrected PD data revealed a significant difference between load conditions, suggesting greater instantaneous arousal under HL. Additional extended differences in nonbaseline-corrected data are consistent with sustained alertness and engagement under HL.

The latency of the PD peak, and subsequent tailing off, shifted with the positions of the behaviorally relevant keywords (Fig. 7). This is consistent with the notion of “effort release” (Winn, 2016; Winn and Moore, 2018; Winn and Teece, 2021; Winn and Teece, 2022). Winn (2016; see also McMurray et al., 2017) demonstrated that sentential material of increasing complexity (low-semantic context or vocoding) is associated with later decay of PD post-offset, indicative of increased (and presumably more temporally prolonged) demands on processing lasting beyond sentence offset. In Winn and Moore (2018), effort release happened earlier when sentences were followed by ignored stimuli compared with attended digit sequences. Similar effects were observed here with the PD peak occurring earlier for the “Yoda” stimuli (Experiment 2) relative to the original sentences (Experiment 1).

In addition to the shift in latency we also observed that the amplitude of the HL peak in Experiment 1 was larger than that in Experiment 2 (Fig. 7A). This reveals that effortful listening is associated with a steady accumulation of arousal as the sentence unfolds. Hence, earlier behavioral disengagement (e.g., “Yoda” sentences here) is associated with both an earlier and shallower peak dilation.

In summary, several processes, instantaneous arousal, attentional engagement, and sustained arousal related to the adverse listening environment all appear to contribute to observed PD modulation. Notably, PD effects are sluggish relative to the timing of behaviorally relevant information. This may reflect slow changes in arousal, or instead delays in the circuit linking modulation of arousal and pupil musculature.

Microsaccadic activity indexes instantaneous auditory attention

Microsaccades are small spontaneous fixational eye movements occurring at a rate between 1 and 2 Hz. Accumulating evidence suggests that MS reflect a process of unconscious visual exploratory sampling which modulates early visual processing and plays a critical role in visual perception (Lowet et al., 2018). Importantly, recent findings suggest that MS sampling draws on a central resource pool shared with other perceptual processes, such that MS incidence is affected by the load currently experienced by the individual. MS-indexed visual exploration has been shown to reduce in anticipation of task-relevant events (Denison et al., 2019; Abeles et al., 2020), as a function of task engagement (e.g., absorption during music listening: Lange et al., 2017), and under high load (Siegenthaler et al., 2014; Gao et al., 2015; Dalmaso et al., 2017; Yablonski et al., 2017). MS is therefore a useful signal for quantifying participants’ instantaneous attentional state.
Although research into MS dynamics has predominantly focused on visual processing, spatial attention in particular (Engbert, 2006; Krauzlis et al., 2017), previous demonstrations have linked MS-indexed sampling and auditory processing: anticipation of target sounds causes reduced sustained MS activity (Widmann et al., 2014; Abeles et al., 2020) and perceptual salience of brief sounds modulates transient evoked microsaccadic inhibition (Valsecchi and Turatto, 2009; Zhao et al., 2019). Interestingly, abrupt sounds cause more rapid MS inhibition than visual stimuli (Rolfs, 2009), suggesting fast circuitry consistent with the auditory system having privileged access into MS-indexed attention. Here, we further demonstrated
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**Figure 6.** Experiment 2. Pupil diameter is modulated by listening load in 'Yoda' sentences. Pupil diameter was consistently larger in the HL relative to the LL condition. Significant differences between conditions are indicated by the gray horizontal lines. Baseline-corrected data on the left; nonbaseline-corrected on the right. These results replicated the findings of Experiment 1.
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**Figure 7.** Sentence structure modulates latency of PD response. **A**, PD in the HL condition across experiments. Significant differences between experiments are indicated by the gray horizontal lines. **B**, PD in the LL condition across experiments. Significant differences between experiments are indicated by the gray horizontal lines. **C**, HL-LL Difference between experiments. Significant differences when compared with zero. Purple horizontal line, Experiment 1 difference when compared with zero.
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**Figure 8.** Experiment 2: MS incidence is modulated by listening load. Concurrently recorded PD and MS data. Data are not baseline corrected. Significant differences between conditions are indicated by the gray horizontal lines.
that instantaneous top-down auditory attention modulates MS dynamics.

Microsaccade activity was recorded concurrently with PD. Since no element of the task was spatialized, we pooled over MS direction and focused on incidence. Unlike the sustained differences between HL and LL conditions observed in the PD data, MS dynamics exhibited a localized effect specifically at points within the sentence containing behaviorally relevant information (keywords). This supports the hypothesis that MS rate reduction reflects an instantaneous draw on attention resources. A similar pattern of MS dynamics was observed in HL and LL conditions (Fig. 9), but the effects relative to baseline are more distinct in HL. This reflects a greater draw on attentional resources exacerbated by the arduous listening environment. Overall, these results demonstrate that MS dynamics can track participants’ instantaneous attentional state: monitoring microsaccade activity during speech processing can reveal how listeners allocate attentional resources to the unfolding sentential material.

In Experiment 2 (Yoda sentences), a smaller difference in MS rate between HL and LL was observed, potentially because the unusual listening demands (keywords exactly at onset) depleted attentional resources in both conditions. Interestingly, while MS modulation was largely confined to keyword locations, some pre-onset effects were seen in the LL condition, potentially reflecting preparatory attention allocation to sentence onset. Curiously, this effect was not observed in HL, perhaps because load-induced fatigue depleted listeners’ ability to effectively deploy preparatory attention. This incidental observation could be expanded on in future research to gain a fine-grained perspective on the dynamics of auditory attention.

Unraveling arousal and attention effects
The MS and PD effects reported here reflect the coordinated operation of a network that regulates arousal and attention. However, the architecture of this network, and specifically the interrelation between PD and MS control circuits, are only vaguely elaborated.

MS are controlled by a network encompassing the superior colliculus (SC) and frontal eye field (FEF), an area that plays a key role in controlling attention and distraction (Peel et al., 2016; Lega et al., 2019; Hsu et al., 2021). The SC is considered the dominant driver of MS (Hafed, 2011; Goffart et al., 2012; Hafed and Krauzlis, 2012) and a key structure for visual attention (Herman and Krauzlis, 2017). It receives sensory, cognitive, and arousal inputs from cortical and subcortical sources (including from the locus coeruleus (LC); see below) and projects to brainstem premotor circuits to direct the orienting response.

PD is commonly linked to LC activity (Aston-Jones and Cohen, 2005; Murphy et al., 2014; Joshi et al., 2016; Reimer et al., 2016; Breton-Provencher and Sur, 2019) which is at the core of arousal regulation (Aston-Jones and Cohen, 2005; Berridge, 2008; Samuels and Szabadi, 2008a, b; Breton-Provencher and Sur, 2019). The LC has also been implicated in attentional control (Robbins, 1984; Aston-Jones et al., 1999) through projections to the prefrontal cortex (PFC) and SC (Wang et al., 2017; Benavidez et al., 2021; Wang
and Munoz, 2021). Indeed, LC-NE system responsiveness correlates with enhanced attentional performance (Dahl et al., 2020). Optogenetic activation of LC-NE neurons improves attention and response inhibition via projections to PFC (Bari et al., 2020), with overall attentional state mediated by tonic and phasic LC activity (Aston-Jones and Cohen, 2005; Howells et al., 2012). Therefore, the PD signal likely indexes activity correlating with both attention and arousal. 

In line with the multiple links between MS and PD circuits (including via SC and PFC), there are reports of correlations between PD-indexed micro fluctuations of arousal and spontaneous, or SC microstimulation-evoked, MS activity (Wang and Munoz, 2021; Johnston et al., 2022; Wang et al., 2022). Similarly, here the modulation of MS rate occurred during the rising slope of PD (where change in pupil size was fastest). This is consistent with attention and arousal interacting to support the perceptual processing of the sentence. 

Overall, our results show that while the pupil signal is affected by both attention and arousal, the time specificity of MS modulation renders them a powerful tool for pinpointing effects of attention. Future work can capitalize on MS as a critical window into the dynamics of auditory focused attention and its deficits.
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