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Abstract 
 

The increase in the use of AI systems in our daily lives, brings calls for more 

ethical AI development from different sectors including, finance, the judiciary 

and to an increasing extent education. A number of AI ethics checklists and 

frameworks have been proposed focusing on different dimensions of ethical 

AI, such as fairness, explainability and safety. However, the abstract nature of 

these existing ethical AI guidelines often makes them difficult to operationalise 

in real-world contexts. The inadequacy of the existing situation with respect to 

ethical guidance is further complicated by the paucity of work to develop 

transparent machine learning powered AI systems for real-world. This is 

particularly true for AI applied in education and training.  

 

In this thesis, a Transparency Index Framework is presented as a tool to 

forefront the importance of transparency and aid the contextualisation of 

ethical guidance for the education and training sector. The transparency index 

framework presented here has been developed in three iterative phases. 

 

In phase one, an extensive literature review of the real-world AI development 

pipelines was conducted. In phase two, an AI-powered tool for use in an 

educational and training setting was developed. The initial version of the 

Transparency Index Framework was prepared after phase two. And in phase 

three, a revised version of the Transparency Index Framework was co-

designed that integrates learning from phases one and two. The co-design 

process engaged a range of different AI in education stakeholders, including 

educators, ed-tech experts and AI practitioners.  

 

The Transparency Index Framework presented in this thesis maps the 

requirements of transparency for different categories of AI in education 

stakeholders, and shows how transparency considerations can be ingrained 

throughout the AI development process, from initial data collection to  

deployment in the world, including continuing iterative improvements.  

Transparency is shown to enable the implementation of other ethical AI 

dimensions, such as interpretability, accountability and safety. The 
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optimisation of transparency from the perspective of end-users and ed-tech 

companies who are developing AI systems is discussed and the importance 

of conceptualising transparency in developing AI powered ed-tech products is 

highlighted. In particular, the potential for transparency to bridge the gap 

between the machine learning and learning science communities is noted. For 

example, through the use of datasheets, model cards and factsheets adapted 

and contextualised for education through a range of stakeholder perspectives, 

including educators, ed-tech experts and AI practitioners.  
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Impact Statement 
 

Mishaps with AI in the world beyond the lab are not new. Various 

stakeholders in the financial services, healthcare, recruitment, law 

enforcement and e-commerce sectors have suffered due to AI not performing 

as expected in different contexts. UK’s A-level grading fiasco highlights the 

impact of AI going wrong within education. The Transparency Index 

Framework for AI-powered ed-tech products developed in this research aims 

to avoid such incidents and has both academic and non-academic impact. 

 

Academically, it is one of the first research-based frameworks focusing on the 

transparency of AI-powered ed-tech products. It can potentially help learning 

scientists and educational researchers to 

• Get a better understanding of how an AI-powered ed-tech has been 

built; 

• Reproduce and build on the research and results claimed by an AI-

powered ed-tech; 

• Have a detailed overview of the deficiencies of the data used, 

assumptions made and decisions taken during the AI development 

process. 

 

In academia, the Transparency Index Framework can help in the identification 

of the gap between researchers in education-related social science domains 

(such as learning sciences, cognitive sciences, early childhood development, 

lifelong learning, primary, secondary and higher education) and more 

technical domains like machine learning and AI research. It potentially offers 

social science academics a checklist and an auditing framework to focus on, 

when evaluating AI-powered products. For AI researchers and engineers 

focusing on the development of AI-powered products, the Transparency Index 

offers a detailed documentation framework that enables robust development 

and deployment of AI-powered ed-tech in real-world. 

 

For ed-tech companies who plan to develop AI-powered ed-tech, the 

Transparency Index Framework can be utilised to provide detailed guidelines 
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to ensure ethical AI development. It covers the entire AI development pipeline, 

from brainstorming ideas and data collection to the deployment and iterative 

improvements of AI in the real-world. The Transparency Index Framework is 

not only useful for ed-tech companies to build safe and robust AI products, but 

it also helps:   

• AI practitioners to justify the assumptions and document the decisions 

taken during the AI development process;  

• Educators to formulate the kind of questions they need to ask ed-tech 

companies before deploying AI-powered products in their institutions;  

• Ed-tech experts to evaluate the pros and cons of AI-powered ed-tech; 

• Regulators to audit AI-powered ed-tech, identify any deficiencies in the 

development process and hold relevant personnel accountable if 

anything goes wrong.  

 

In the past few years there has been a significant shift to online learning. It 

means ed-tech companies have more data than ever before to build AI-

powered products and generate more business value. In this context, the 

development of the Transparency Index Framework for AI-powered ed-tech 

companies, educators, ed-tech experts and AI practitioners is most timely. It 

can help AI in education stakeholders to build and use safe and secure AI 

systems within the contexts in which they are expected to perform optimally. 
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Chapter 1: Background and Research Issue 
 
1.1 Introduction 
 
The transparency of AI systems is a rapidly developing field with no agreed 

upon definitions, or limits. This situation arises because the scope of 

transparency in AI systems is enrooted in subjective terms like artificial 

intelligence and ethics which have inherently blurred definitions with no 

universality. Considering the multi-disciplinary nature of both AI and ethics, 

these terms can be interpreted in many ways (Weller, 2017; Felzmann, 2019).  

 

Intelligence itself has been defined in at least 70 different ways (Legg and 

Hutter, 2007), making transparency within the context of AI even more 

complicated to define. In this thesis, I take a broad definition of AI as being: 

any computer system that can interact with the world through capabilities (for 

example with vision, text and audio) and intelligent behavior (for example 

processing past information and taking contextualized decisions) that we 

would consider as requiring intelligence if being completed by humans (Luckin 

et al, 2016).  

 

I take ethics to mean:  

 

a ‘rational and systematic study of the standards of what is right and 

wrong, and morality as the commonly used term for notions of good and 

bad’ (Kazim, 2017).  

 

Considering the breadth of these definitions of AI and ethics, AI ethics 

encapsulates principles of philosophy, computer science, engineering, 

mathematics, politics and economics (Kazim and Koshiyama, 2020; Jobin et 

al, 2019). It has been divided into various sub-sections like transparency, 

explainability, fairness, safety, accountability and privacy of AI systems to take 

account of all the diverse dimensions of ethical AI (Siau and Wang, 2020; 

Kazim and Koshiyama, 2021).  
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Developing an AI tool is a complex, time consuming and resource-intensive 

process. The very first decision to build an AI tool and define its operations 

involves assumptions that can be challenged or changed. Irrespective of the 

sector in which AI is applied, transparency is essential to enhance the 

understanding of relevant stakeholders regarding questions like how the AI 

works, what are its limitations, in which contexts should it be avoided and how 

does it improve the status quo.  

 

Mishaps in AI systems are not new. Unintended consequences of AI systems 

can have a life-changing impact on their stakeholders in certain contexts like 

education (Tahiru, 2021) where AI has been used for predicting student drop 

out (Milliron et al, 2014; Christie et al, 2019), graduate level admissions 

(Waters and Miikkulainen, 2014), knowledge inference (Ritter et al, 2016), 

essay scoring (Ramineni and Williamon, 2013), tracking collaborative learning 

(Cukurova et al, 2020; Aldowah et al, 2019; Kent and Cukurova, 2020), 

visualizing student progress based on pre-determined learning pathways, 

recommender systems to offer relevant content and adaptive systems to offer 

personalized content (Long and Siemens, 2011; Wolff et al, 2013; Nistor et al, 

2015; Papamitsiou and Economides, 2014).  

 

Considering these several different dimensions within education where AI is 

having a huge impact, the mishaps of AI within education are not as well 

documented (Pringle et al, 2016; Paquette et al, 2020) as they are in other 

sectors like healthcare (Gerke et al, 2020), judicial system (Bennett and 

Keyes, 2020), recruitment (Pena et al, 2020) or financial services (Zierau et 

al, 2021). Recently, there has been some work on ethical AI in Education. 

Berendt et al (2020) have discussed the importance of the ethics of education 

to ensure ethical AI for education. Agudo-Peregrina et al (2020) have shown 

how predictive analytics in AI can be used in virtual learning environments to 

identify any correlation between different learning constructs and learning 

outcomes. Elbadrawy et al (2016) have personalized learning analytics of 

students to predict their performance. 
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Frequently, AI implementations in education assume that the education 

system is working perfectly and these systems end up strengthening the 

status quo with all its limitations (West, 2017). Machine Learning (ML) 

algorithms trained on such data confirm to existing practices and biases 

(Custer et al, 2018). Adaptive tutoring systems rely on tracking students’ 

progress and actions on their platforms to provide more contextualized 

learning recommendations. But these tools can grow into aggressive tracking 

systems which can be used for applications like tracking citizens (Sellgren, 

2018, Jack, 2018). AI systems also exert certain amount of influence on 

learners’ choices which can have a significant impact on their life. For 

example, recommending jobs or courses based on academic performance 

(Berendt, 2017). The implications of AI systems on education are not 

thoroughly documented because they are unanticipated and difficult to track 

except in some case studies (Prinsloo and Slade, 2016; Prinsloo and Slade, 

2017).   

 

This research aims to cover this gap of lack of transparency in AI for 

education by firstly, conceptualizing transparency for AI implementations in 

educational contexts, and secondly, presenting a framework to facilitate 

transparent implementations of AI in education. 
 

1.2 Ethical AI 
 

AI is hugely impacting the way we learn (Luckin, 2018), stay healthy (Hansel 

et al, 2015), cure diseases (Shen et al, 2019), spend money (Smith and 

Linden, 2017), maintain order in our societies (Brayne and Christin, 2020) and 

take organizational decisions (Jarrahi, 2018; Philips-Wren, 2012; Algorithm 

Watch, 2019). This penetration of AI in our daily lives has also magnified the 

risks it poses (Andrew et al, 2019).  

 

There is a growing focus on AI ethics to raise awareness on the pitfalls of AI 

with its lightening spread across various dimensions of our lives. At least 84 

different public-private initiatives have produced various principals, tools and 

design frameworks to guide the ethical development of AI (Mittelstadt, 2019; 

Greene et al, 2019). Considering the complexity of the AI development 
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process, ethical AI has been divided into different dimensions to address the 

different needs of trustworthy AI (Floridi, 2019). These dimensions include 

transparency, fairness, explainability, accountability, privacy, safety and 

interpretability. There is an overlap between these dimensions and at times 

the boundaries between them seem blurred. On top of this, there is no 

consensus on the definitions of these dimensions or ethical AI in general. 

Different tools and frameworks address different dimensions of ethical AI 

(Brundage et al, 2020; Dameski, 2018; Hagendorff, 2020; Siau and Wang 

2020). 

 

Partnership on AI, an organization that brings together AI researchers and 

practitioners from around the globe found ‘’a gap between explainability in 

practice and the goal of transparency, since current explanations primarily 

serve internal audiences, rather than external ones’’1 (Bhatt et al, 2019). John 

Danaher (2018) has shown that the ethics of AI-powered personal assistants 

(like in other contexts) is complex and not dependent on one particular 

decision, tool or framework. This can also be applied to education where a 

number of Intelligent Tutoring Systems (Kim et al, 2020) and AI-powered 

learning assistants have emerged. But they have pedagogical limitations 

(Herold, 2017; Watters, 2015; Watters, 2017; Wilson and Scott, 2017). Alonso 

and Casalino (2019) have shown the effectiveness of AI explanations in 

Virtual Learning Environments (VLEs). But they also show that these 

explanations need to be understandable for the learners and to make it 

understandable, interpretability and transparency can play an important role.  

 

Each of the dimensions of ethical AI have their risks associated with AI’s 

applications in education. Management, usage and storage of learner data is 

covered by privacy, lack of bias or discrimination is covered by fairness, 

reasoning and logic behind AI system’s results is covered by explainability 

and interpretability, penalty for mistakes by AI systems is covered by 

accountability and getting a deeper understanding of how an AI system is built 

and performs is covered by transparency (Chaudhry et al, 2022). Putnam and 

 
1 https://www.partnershiponai.org/xai-in-practice/ 

https://www.partnershiponai.org/xai-in-practice/
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Conati (2019) have shown how two different types of explanations can be 

used in Intelligent Tutoring Systems (ITS) to facilitate learners. The 

effectiveness of these explanations is dependent on how well they are 

perceived by the learners. 

 

All the dimensions of ethical AI mentioned above are extremely important for 

AI’s applications in education. There is a lot of overlap between them, but 

each of them addresses different aspects of the unintended consequences of 

AI. For example, transparency and interpretability can help in increasing the 

understandability of clustering algorithms when applied to education.  

 

Clustering is one of the AI techniques or ML algorithms that have been 

extensively used in AI’s applications to education (Dutt et al, 2017; 

Vandamme et al 2007; Bresfelen et al 2008). It is considered one of the most 

important unsupervised techniques to sort out data between similar and 

dissimilar features (Madhulata, 2012). In education this AI technique has been 

widely used to group together learners with similar learning needs or 

pathways (Wise et al, 2013; Ivan cevic et al, 2012; Zajac et al, 2019, Chen et 

al, 2007). But extensive research in learning sciences show that each learner 

is unique and may have different learning needs (Prain et al, 2013; Maseleno 

et al, 2018). This does not imply that clustering techniques should not be 

applied in educational contexts. In fact, the divergence between learning 

sciences and clustering algorithms has been addressed by making their 

implementations transparent and easily understandable in the context of 

education (Purba et al, 2018). It involves highlighting the decisions and 

assumptions made in grouping the students into different clusters and 

critically evaluating when these clusters can mislead educators (Li et al, 

2020). 

 

This research focuses on transparency as a necessary construct of ethical 

machine learning powered AI that can enhance human understanding of 

complex AI systems and enable the implementations of other dimensions of 

ethical AI in the AI development pipeline. By machine learning powered AI, I 

refer to AI products that are powered by machine learning algorithms like 
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linear regression, logistic regressions, k-means clustering, neural nets or 

decision trees etc (Ray, S., 2019; Ayodele, 2010). This does not include the 

rule-based AI systems that have human-made rules to store, sort and 

manipulate data and produce pre-defined outcomes2 (Gruntiz, M., 2021; 

Hayes-Roth, F., 1985). 

 

Researchers at Fujitsu Laboratories like Chander et al (2018) have discussed 

transparency in AI in the context of ‘human in the loop’, where the relevant 

teams have a better understanding of how their AI system works. They 

discuss the accessibility, explainability, interactivity and tunability of AI under 

the umbrella of transparency. Fig 1 illustrates the gap between collected data 

from human experiences and AI’s predictions from human beliefs. It shows 

that human experiences are high dimensional, which means they consist of 

several factors such as time, context, other humans’ involvement and their 

own perceptions of a particular moment. Beliefs are formed from experiences, 

but unlike experiences, they are not high-dimensional. This means, in terms of 

data, beliefs are not dependent on the richness of data, like experiences. The 

gap between human beliefs and AI’s predictions is called the Persuasion Gap 

and it can be considered as one of the indicators to measure the performance 

of the model. The importance and validity of Digital Data shown in Fig 1 is 

variable and dependent on the richness of data collected. The gap between 

the data and human experiences is called The Awareness Gap.  

 

In education, awareness and persuasion gaps can have a major impact on 

the usefulness of AI products.  For example, for an awareness gap, collected 

data can usually take account of students past academic performance, their 

attendance in classrooms or activities on an online learning portal, but it may 

not take account of the impact of change in their family’s conditions due to 

parents’ unemployment, a sibling’s illness or their passion for sports on their 

education. This creates a gap between the digital data collected for an AI 

powered ed-tech and learner/educator actual experiences. Transparency of 

 
2 https://wearebrain.com/blog/ai-data-science/rule-based-ai-vs-machine-learning-whats-the-difference/ 
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machine learning powered AI systems can help in the identification and 

mitigation of awareness gap. 

 

A persuasion gap occurs when an AI tool predicts a low grade for learner 

based on their past performance, but teacher believes that the student will 

perform much better because they have started working hard, are more 

focused and are taking dedicated personal help from a private tutor. These 

factors are not taken into account when collecting the digital data, which 

creates an Awareness Gap in the AI development process. The awareness 

gap translates into lower accuracy or performance of an AI system, in 

comparison to human judgment, which creates a persuasion gap. 

 

In some unique cases, under certain simulated environments like the game of 

Go (Silver et al, 2017) or Starcraft (Vinyals, 2019), data collected from years 

of self-play in deep reinforcement learning algorithms (Sutton and Barto, 

1998; Sutton and Barto, 2018) can produce surprising results for humans (Iyer 

et al, 2018). These algorithms sometimes take actions that surprise humans3. 

 
Figure 1: Search for Common Cognitive Ground 

 

In the research conducted as a part of this thesis, the proposed Transparency 

Index Framework can enable various stakeholders of an AI system to better 

understand its strengths and weaknesses. This framework can increase the 

chances of exposing hidden beliefs in the data. It utilizes the Awareness Gap 

 
3 https://www.wired.com/2016/03/two-moves-alphago-lee-sedol-redefined-future/ 

https://www.wired.com/2016/03/two-moves-alphago-lee-sedol-redefined-future/
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and the Persuasion Gap to identify, document and report deficiencies across 

the different stages of AI development pipeline in an easily understandable 

manner. 

 
1.3 Bias 

Bias in AI systems is not a new phenomenon. It is a necessary drawback of AI 

systems trained on data (collected from society that has bias inherent in its 

operations) and developed by AI practitioners (who have their own beliefs 

about the world that can be biased). It directly relates to the lack of diversity 

and inclusion in AI systems. Ethical AI and its various dimensions such as 

fairness, accountability or explainablity aim to address and mitigate the impact 

of bias in AI system. Mitchell et al (2021) have defined bias in the context of 

AI as when ‘a model’s predictive performance unjustifiably differs across 

disadvantaged groups along social axes such as race, gender, and class”. 

They have divided bias into two broad categories, statistical and societal bias. 

Statistical bias can occur due to a sampling or measurement imbalance in the 

data and societal bias occurs due to ‘objectionable social structures that are 

represented in the data’ (Mitchel et al, 2021) and cannot be counteracted by 

increasing the quantity of data. 

Bias has been commonly found in AI-powered ed-tech products. (Bridgeman 

et al, 2009; Bridgeman et al, 2012; Ocumpaugh et al., 2014; Yudelson et al., 

2014; Kai et al., 2017; Hu & Rangwala, 2020; Yu et al., 2020). Ocumpaugh et 

al (2014) showed that students’ emotion detectors trained on urban, rural and 

sub-urban student populations perform better when they are trained on a 

single group’s data rather than all three populations. Number of researchers 

have shown that bias exists in using AI for predicting learners at risk of failing 

a course (Hu & Rangwala, 2020; Lee & Kizilcec, 2020).  

In education, the impact of bias in AI can have severe consequences for 

learners and educators. The differences between AI’s predictions and 

teachers’ perceptions about a learner can potentially lead to confusion and 

lack of confidence for teachers. This can cause automation bias as teachers 

may trust AI’s predictions over their own better judgment (Skita et al, 2020; 
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Goddard et al, 2020). For learners, an AI wrongly predicting the drop out for a 

particular student (Anderson et al, 2019) can tarnish their reputation in front of 

teachers and parents. It would affect how educators treat that learner and can 

lead to misleading learning pathways and pedagogical choices. The 

psychological impact of this single prediction can have significant 

psychological implications, both short-term and long-term for that learner.  

Suresh and Guttag (2019) divided the AI tool development process into a 

‘Data Generation’ and ‘Model Building and Implementation’ stage (shown in 

figure 2) to identify the different types of bias that can exist in the AI tool 

development pipeline. 

 
Figure 2: Steps involved in the development of an AI product with different 

types of biases that can occur in different stages 

 
 
They reviewed the AI development pipeline strictly from an ethical AI 

perspective with a focus on different types of biases that can affect the results 

of an AI tool. Some of the biases that Suresh and Guttag (2019) identified have 

been presented below:  
 

• Historical Bias: occurs in the data collection stage and is enrooted in the real 

world as it is. It is not dependent on the data processing and model building 

stages. These are facts that exist in the data and real world. Increasing 

sample size would not change them. For example, predicting student 
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admissions for stem courses based on (correctly sampled) data where less 

than ten percent applicants in the past five years have been females would be 

an example of a historical bias. The chances of an AI tool recommending a 

female student would be comparatively lower. 

• Representation Bias: occurs in the data processing stage when the selected 

sample is not representative of the real population. Data might be skewed 

towards a certain group or away from a certain group. For example, if the 

training data for university admissions consists of eighty percent white, male 

applicants from north of England between seventeen and nineteen years old, 

the chances of an AI tool recommending someone outside this group would 

be much lower. 

• Measurement Bias: occurs in the data processing stage when choosing or 

shortlisting the features of interest from the sample population. There can be 

bias in the measurement of these features of interest. For example, the A-

level grading fiasco in UK (Kippin and Cairney, 2021; Jackson and Panteli, 

2021) took account of historical grade distribution of past three years from 

schools. This meant that from a particular school, if students have not 

performed well in the past three years, they are unlikely to perform well this 

year too4. This reflects a measurement error when collecting data for training 

an AI tool. 

• Evaluation Bias: occurs in the model building stage during a model’s 

evaluation and iteration when model’s parameters are biased. For example, 

an AI powered ed-tech tool trained on data from English, white, male students 

at primary level is applied on Asian, Chinese, female students or if the 

performance of this tool on an underrepresented group in the data is kept a 

secret. This bias can occur due to any of the historical, representative or 

measurement biases mentioned above. 

• Aggregation Bias: arises due to wrong assumptions about the population 

and can persist throughout the data processing and model building stages. 

For example, a natural language processing tool analysing students’ 

 
4 https://blogs.lse.ac.uk/impactofsocialsciences/2020/08/26/fk-the-algorithm-what-the-world-can-learn-from-
the-uks-a-level-grading-fiasco/ 
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communication on online portal might categorise students based on its pre-

conceived notion of emotions like helpful, rude, angry, frustrated etc. In such 

contexts, students with English as second language may be categorised 

incorrectly due to cultural differences, 

  
The goal of an AI system in real-world is usually to produce as accurate 

results as possible, with none of the biases mentioned above. Some of these 

biases may overlap, and multiple biases can exist in a machine learning 

setting. Addressing these biases requires a strong commitment and 

considerable amount of time and resources from the companies and leaders 

spearheading the development of AI tools. Firstly, to diagnose, and secondly, 

to mitigate the effects of these biases. Hence, they form an important part of 

the Transparency Index Framework presented in this research.   

 

All the biases above require different diagnostic and mitigating techniques 

(Mehrabi et al, 2021). Identifying and tackling each of these biases separately 

can be a tedious and time-consuming process for the AI practitioners and 

project managers who are mostly working on tight deadlines. One solution 

does not fit all in this case, and a particular tool cannot be used to address all 

these biases. Solutions are also dependant on the context in which the tool is 

being developed, and in which it will be used. For example, what if a 

researcher builds an AI system that does laughter identification through facial 

recognition, and it is biased against women. Let’s suppose it gives a lot of 

false negatives when dealing with women’s faces. Researchers go back to the 

data collection process, get more samples of women’s faces and retrain the 

model. This can remove the bias from their system. This was a 

Representation Bias because the researcher’s data lacked women’s 

representation.  

 

On the other hand, imagine an AI-powered recruitment tool that predicts the 

suitability of a candidate for a particular role. The AI practitioner has a dataset 

of the candidates with human assigned ratings of who would be suitable for 

the role and vice versa. The developer notices that the algorithm’s likelihood 

of recommending women for that role is much lower so the data processing 
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stage is revisited and a lot more data from female candidates is collected. 

This still does not solve the problem, and bias persists. Contrary to the earlier 

case, the problem in this scenario is not insufficient data from a particular 

group, hence collecting more data from female candidates from the 

distribution does not help. The issue, in this case, is the human label that has 

been used to determine the suitability of a candidate. This can be categorized 

as a measurement bias when certain assumptions about the sample 

population while doing feature selection are taken.  

 

The above example highlights the complexities involved in the AI tool 

development process and the importance of transparency in not only 

understanding the problems faced in designing and developing AI tools, but 

also making sure that the development process is robust, fair and inclusive. 

Bias in AI systems is a cause as well as an effect of the lack of inclusion and 

diversity in AI systems. Bias can be caused by lack of diversity and inclusion 

of sensitive features like gender, race, ethnicity, geographic location etc in the 

training data or by the lack of diversity of such features among the team that 

is designing and developing an AI-powered ed-tech.  

 

The solution to tackling bias in AI systems depends on the type of bias, where 

it occurs in a machine learning pipeline, what are the real causes behind it 

and the priorities of business leaders spearheading the development of an AI 

tool. For example, they may want more true positives compared to false 

negatives in results. These factors also affect the time it would take to identify 

a bias and then addressing it. For example, historical bias inherent in the data 

may take more time to be identified than a representation bias. It also 

depends on the metrics that are achieved by tackling that bias and what 

business leaders prefer, or researchers and AI practitioners recommend. For 

example, if equal metrics for different groups (Corbett-Davies et al, 2017) 

through true positives (Hardt et al. 2016) are preferred or if a reduction in false 

negatives is the goal. These performance goals for an AI system made during 

the development of an AI tool can play a very important role in determining 

the tool’s performance in different contexts. These choices can augment the 

biases in an AI system or mitigate them. Hence their documentation, tackling 
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strategies and implementation tools should be a part of any initiative taken to 

make the AI development process more transparent, especially in educational 

contexts where bias can have a huge impact on stakeholders (Baker and 

Hawn, 2021).  

 

At times the data that goes into an AI system has inherent societal bias 

(Caliskan and Narayanan, 2017) irrespective of the sample size. Tackling 

such bias goes ‘beyond technical debiasing’ techniques (West et al, 2019). No 

ethical AI tool or framework can guarantee a ‘perfectly fair’ or ‘perfectly 

explainable’ AI system for everyone because definitions of fairness may 

change (Chouldechova, 2017) and explainability of an AI system is subjective 

and dependant on the targeted users’ understanding (Gade et al, 2019). This 

means the choices that AI practitioners make in mitigating AI tools’ biases, 

improving tools’ accuracy metrics or making the tools explainable will only 

work under certain conditions, in certain contexts and for selected number of 

stakeholders (Durmus, 2022). This highlights the importance of transparency 

for documenting and sharing all the decisions and assumptions made during 

the AI tool development process.     
 
1.4 Why Transparency? 
 
Recently, there has been a lot of research and adoption of ethical AI 

principles like fairness, accountability, interpretability and explainability 

(European Commission, 2020; IEEE, 2019). This is driven by the impact of AI 

applications in our daily lives (Bughin et al, 2018; Crawford et al, 2016; 

Vaishya, 2020), and the mishaps of AI systems in the real world (Kaushal et 

al, 2020; Wellner, 2020; Raji and Buolamwini, 2019; Zavrsnik, 2020). There 

have been a number of tools, checklists and frameworks published to take 

account of ethical considerations in developing, deploying and auditing AI 

products (Morley, 2020; Dameski, 2018; Leikas, 2019; Winfield, 2019; 

Deepmind Safety Research, 2018) but there is not much work focusing on 

transparency in particular throughout the machine learning powered AI’s 

planning, development and deployment stages. 
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An AI tool built with huge amounts of data and the best performing machine 

learning algorithms (Fedus et al, 2021; Brown et al, 2020) will perform at its 

best only in certain contexts. Transparency is essential to know in which 

contexts the tool will not perform at its optimal level. It is widely accepted that 

bias or discrimination cannot be completely removed from an AI tool (IBM, 

2018; ICDPPD, 2018), but we can mitigate them. The extent to which bias or 

discrimination exists in a particular AI product, applied in a certain context with 

a particular type of users can only be determined if the details of the tool’s 

development are documented and shared.   

 

Richard and King (2013) have identified transparency among the three 

paradoxes of big data in AI. AI aims to make the world more transparent and 

AI tools in different sectors like healthcare, education and governance claim to 

empower individuals, but they seem to be doing this in a very secretive 

manner where decisions and assumptions are not documented (Holstein et al, 

2019), machine learning models used are opaque (Castelvecchi, 2016) and 

the limitations of these tools are not shared (Besold, 2014).   

 

Ananny and Crawford (2016) have discussed the limitations of transparency 

in ensuring or guaranteeing ethical AI. They evaluate transparency at two 

levels: algorithmic transparency in the code that AI practitioners write 

(Pasquale, 2015; Diakopoulos, 2016; Brill 2015; Dubber et al, 2020) and 

design transparency regarding how the AI systems are planned, developed, 

deployed and evaluated (Hollanek, 2020, Plale, 2019; Wischmeyer, 2020). 

Some of the issues raised by these researchers are discussed after 

presenting the Transparency Index Framework later in this thesis.  

 

There are three main reasons why there has been an increase in the demand 

for transparent machine learning powered AI products and tools: Firstly, the 

impact of AI on society and the day-to-day living has increased dramatically in 

the past few years (Makridakis, 2017). Some of the tools used daily like 

Amazon to shop online, Uber to commute, Google to search for information or 

online platforms to find relevant learning content are powered by AI to 
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optimize experiences. These AI-powered tools have become an integral part 

of daily lives.  

 

Secondly, even though AI has a huge impact on daily lives, sometimes even 

researchers and practitioners don’t know how the black box works 

(Castelvecchi, 2016; Tan et al, 2019) or how to make it explainable (Adadi 

and Berrada, 2018). A lot of research is being directed towards the opening of 

this black box to enable users to know why an AI is taking certain decisions. 

Some researchers like Yang and Kandogan (2019) have proposed a ‘human 

in the loop’ approach where a human is actively involved in AI decision 

making to make this process more transparent and explainable. 

 

Thirdly, there have been an increasing number of cases where AI 

development and deployment has gone wrong and has adversely affected its 

users (Yampolskiy and Spellchecker, 2016). In the last few years an 

increasing number of Artificial Intelligence failures5 all around the world in 

sectors such as healthcare (Obermeyer et al, 2019), recruitment (Dastin, 

2018), justice system (Angwin et al, 2016), chatbots (Perez, 2016) and 

education (Kippin and Cairney, 2021) have brought transparency at the centre 

of AI development and deployment process. These were enterprise level 

failures that had a huge impact on the lives of number of people. There have 

also been other mishaps in AI systems that have raised questions on their 

reliability, like an Uber self-driving car killing a pedestrian (The Economist, 

2018), personal assistant misunderstanding a child’s voice command and 

playing porn6, a facial recognition being tricked by a plastic mask7 and an 

algorithm predicting wrong grades of A level students8 (Satariano, 2020). 

Such incidents have made transparency and ethics a focal point for 

discussion in AI development. There is no doubt that the potential of such 

algorithms to cause harm would increase as AI is adopted more widely 

 
5 https://www.lexalytics.com/lexablog/stories-ai-failure-avoid-ai-fails-2019 
6 https://www.entrepreneur.com/video/287281 
7 https://www.wired.com/story/hackers-say-broke-face-id-security/ 
8 https://www.nytimes.com/2020/08/20/world/europe/uk-england-grading-algorithm.html 

https://www.lexalytics.com/lexablog/stories-ai-failure-avoid-ai-fails-2019
https://www.entrepreneur.com/video/287281
https://www.wired.com/story/hackers-say-broke-face-id-security/
https://www.nytimes.com/2020/08/20/world/europe/uk-england-grading-algorithm.html
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(Bostrom, 2014) and as the perception of Machine Learning algorithms 

improve with time (Russell, 2015).   
 
 
1.5 Research Questions: 
 

The overarching research question at the heart of this thesis is: 

• What design framework can be applied to ensure an optimal level of 

transparency in machine learning powered Artificial Intelligence (AI) 

products in educational contexts? 

o How should an optimal level of transparency be 

conceptualised for different stakeholders of machine learning 

powered AI in Education (AIED)? 

o How can existing frameworks for ethical AI be applied in the 

context of education for transparent AI development 

pipelines?  

o How can a design framework assist in addressing and 

understanding the Awareness Gap (the gap between digital 

data and human experiences) in AI-powered ed-tech? 

o How can a design framework be utilised by different 

stakeholders to make more informed decisions regarding the 

selection and development of AI-powered ed-tech? 

This research is at the intersection of Learning Sciences (LS) community and 

Machine Learning (ML) community. Researchers from both communities have 

raised the issue of lack of understanding of each other’s work9 and a 

difference in alignment of their goals (Fiok et al, 2021). ML researchers and AI 

practitioners working in educational contexts need to know the nature of 

learning and how learners learn, while learning scientists need to have a 

much better understanding of the data used for ML modelling (Jacobson et al, 

2019) and other AI development details that may impact its decisions.  

This PhD brings Artificial Intelligence and Education (AIED) together by 

bridging the gap between ML and LS researchers through its proposed 

 
9 https://www.tonybates.ca/2019/11/08/learning-analytics-in-online-learning-trying-hard-but-need-to-do-better/ 

https://www.tonybates.ca/2019/11/08/learning-analytics-in-online-learning-trying-hard-but-need-to-do-better/
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framework. For ML researchers and practitioners, the Transparency Index 

Framework (TIF) proposed in this research offers a toolkit and a checklist to 

make their AI-powered products more accessible and understandable for the 

LS community. For LS researchers and educators, TIF offers a checklist to 

audit the AI-powered products and provides guidelines on what kind of 

questions Learning Scientists need to ask from AI-powered ed-tech providers 

or what information they need to enhance their understanding of AI-powered 

products. Figure 3a highlights the research questions this research address, 

the gaps in the literature it fills and how it contributes to and advances the 

field of AI in education. The final version of the Transparency Index 

Framework presented in this research was developed in three stages using a 

mixed methods approach: firstly a thorough literature review of different AI 

development pipelines and ethics frameworks was conducted, secondly the 

shortlisted frameworks were applied in the AI development process of an AI-

powered ed-tech tool, and thirdly, the Transparency Index Framework was 

iteratively improved based on the direct feedback from different stakeholders 

of AI in education. 
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Figure 3a: Research question and contributions of this research 
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1.6 Methods 
 

Considering the inherent complexity of most educational contexts, evaluating 

ed-tech tools or identifying the need for frameworks or guidelines to inform the 

ed-tech tools usually requires multiple or mixed methods (Mark and Shotland, 

1987; Mertens, 2005; Scott and Sutton, 2009; Ponce and Pogan, 2015).  

Mixed methods approach was used to develop, evaluate, and improve the 

framework proposed in this research as shown in figure 3.  

 

Firstly, the initial version of the framework was developed in two phases 

based on a thorough literature review of the standard machine learning 

development pipelines for AI systems (phase 1) and an application of 

shortlisted frameworks on different aspects of the AI development process for 

educational contexts (phase 2). In phase 3, data driven approach was used to 

evaluate and iteratively improve the framework, based on the qualitative data 

collected from the interviews of different stakeholders of education. Figure 3b 

shows the iterative cycles of three phases including the tasks undertaken in 

each phase and outcomes achieved. 
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Fig 3b: Three iterative phases of the participatory co-design process used for 
developing, evaluating and validating the Transparency Index Framework  

 
1.6.1 Framework Creation Methodology 

 

The framework was created and co-designed in three phases: firstly, based 

on a literature review of different stages of the AI development process. 

Secondly, the application of selected frameworks (from phase 1) on the 

development of an AI-powered ed-tech tool for a financial services company. 

Thirdly, the interviews with different stakeholders of AI in education to 

iteratively explore its relevance and value to stakeholders and improve the 

framework accordingly.  

 

1.6.1.1 Ethical Considerations 
 

Ethics approval for this whole study was granted by the Institute of Education, 

University College London. The ethics approval form has been added in 

Appendix 7. Informed consent was taken in two different phases of the 

research. Firstly, from the employees of the financial services company 

whose data was used in phase two of this study. This informed consent was 

taken by the financial services company before sharing the data with my 

research team. Secondly, from all the participants who were interviewed in 

phase 3. In phase 2, all the traders’ data was pseudonymized and then 

shared with the research team. The research team consisted of a project lead, 

an AI practitioner (myself), a learning scientist and a research lead. The 

conversational and other data from the office managers were collected by the 

project lead and analysed by me in collaboration with the research team. The 

data used for the model validation report in chapter 5 was pseudonymized 

and shared by office managers in Excel sheets. This data was analysed by 

me for validating the AI-powered ed-tech tool. The informed consent form 

used in phase 2 is given in appendix 4, the informed consent form used in 

phase 3 is given in appendix 5 and the interview questions for phase 3 (stage 

1 and stage 2) are given in appendix 6. Further details of ethical 

considerations have also been discussed in the methodology section for each 
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phase: section 1.6.1.2 (for phase 1), section 1.6.1.3 (for phase 2) and 

sections 1.6.2 and 6.2 (for phase 3). 

 

1.6.1.2 Phase 1 
 

In phase 1, the literature on the development processes of AI-powered 

products, ethical considerations and frameworks for the pipeline development 

of AI-powered products, the use of AI-powered products for educational 

contexts and ethical AI in education was reviewed. 

 

In this first phase, the chronological order of the three different stages 

involved in the development of an AI-powered product were identified. Then, 

for each stage of the development of an AI tool, ethical frameworks for 

documentation, robustness and reproducibility were identified. The first phase 

formed the basis for the methodology adopted for developing an AI-powered 

ed-tech tool in phase 2. During phase 1, the meaning of transparency and 

how it may inform the other dimensions of ethical AI like explainability, 

fairness, accountability and safety were also explored. 

 

For the data processing stage, datasheets from Gebru et al (2018) were 

chosen as the benchmark for documenting different components of the data 

processing stage in the AI development process. In the Transparency Index 

Framework, datasheets were wrapped around other requirements for the data 

processing stage to make it more applicable and suitable for educational 

contexts.  

 

For the Machine Learning modelling stage, model cards by Mitchell et al 

(2019) were chosen as a baseline to document the details of the ML model 

used. Some additional requirements were also added for this stage to record 

the various decisions and assumptions made specifically for the AI-powered 

ed-tech products. These requirements were derived from my experience of 

applying AI in educational contexts to enhance the understanding of domain 

experts of the trading behaviour and performance of the traders they recruited 

(Kent et al, 2021).  
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Factsheets by Arnold et al (2019) were added as a basic requirement for 

documenting the usability of AI tools. Considering the importance of user 

feedback in ensuring the effectiveness of AI tools in educational contexts, 

some additional requirements were also merged with factsheets for the 

deployment and testing of AI-powered ed-tech products in real-world settings. 

For example, preparing a model validation report for the AI-powered ed-tech 

tool and documenting any endorsements attained from regulatory bodies. 

 

AI development is a complex and time-consuming process. All these 

frameworks cover different stages of the AI development process. They were 

brought together in a coherent manner under the umbrella of the 

Transparency Index Framework built as part of this research study and were 

accompanied by some other requirements to specifically suit the needs of 

different stakeholders in education.  

 

1.6.1.3 Phase 2 
 

In the second phase, the selected frameworks for each stage of the AI 

development process were applied in the real world during the development 

of an AI tool in educational contexts for a financial services company that 

envisioned to become a leader in educational technology for financial 

services. This application of domain-agnostic frameworks for AI tool 

development in any context or domain enabled me to identify the gaps in 

these frameworks, when applied in educational settings.  

 

The AI-powered ed-tech tool prepared for a financial services company during 

this research was designed with a ‘human in the loop’ approach. The 

company specializes in electronic futures trading in different asset classes 

and looks for candidates who can succeed in these trading jobs. The purpose 

of this project was to utilize AI to augment human intelligence. The role of the 

ed-tech tool was to educate the office managers and recruitment managers to 

take more informed decisions when selecting potential candidates for trading 

jobs. The tool provided an extra set of insights powered by AI to decision 
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makers (who were office managers), based on all the data of current and 

former employees.  

 

This was an ed-tech tool aiming to enable more informed decision making by 

providing predictions about prospective candidates trading performance 

based on the company’s former employees. The AI tool did not provide any 

conclusive recommendations to learners (office managers) or made any 

decisions on behalf of the office managers, for example, whether to recruit or 

not to recruit a candidate. Rather, the tool visualized the predictions for certain 

trading performance metrics like the potential these candidates have for 

driving profit after nine months, their contribution to the company and the 

performance bonus they can potentially earn. Learners (office managers) 

used this information along with their own judgment of candidates’ potential to 

make the final decision of hiring or not hiring a candidate. 

 

In phase 2, for the data collection and processing stage of the AI development 

process, I prepared the Datasheet (shown in chapter 3) for the AI-powered 

ed-tech tool. Along with highlighting the various aspects of the data collection 

and processing stage, it also documented the ethical measures taken during 

the data collection process (phase 2) of this study, including the informed 

consent that was taken from all the employees of the company whose data 

was used in this research for knowledge elicitation, training the ML models 

and validating the ed-tech tool. After collection, the data was pseudonymised 

so that no individual could be identified. All the data collection, storage and 

processing were done according to the GDPR regulations. In the data 

collection and processing stage, office managers highlighted some of the 

assumptions based on which the recommended data was collected. The 

process of documenting and validating the assumptions (shown in section 

3.3) was added as an additional requirement to the Transparency Index 

Framework. 

 

For the ML modelling stage during phase 2 of this study, I prepared a Model 

Card (shown in chapter 4) for the machine learning model used to make the 

predictions about traders’ expected performance. During the integration of 



 39 

transparency considerations into the ML modelling stage of the AI 

development process, I noted that Model Cards documented the details of the 

model but did not take into account the process I followed in selecting a 

particular machine learning model for the AI-powered ed-tech tool. Hence, the 

Models Evaluation Report (shown in section 4.2) was added as a requirement 

in the Transparency Index Framework.  

 

For the AI deployment stage during phase 2 of this research, I prepared the 

model validation report (shown in chapter 5) to test and evaluate the value 

and usefulness of the AI-powered tool. During this stage of the AI tool 

development process, data was collected (by the project lead) through 

interviews and an Excel sheet (illustrating the number of times office 

managers considered the tool to agree with them) from four office managers 

as the feedback on how they used the tool and which aspects of the tool were 

helpful or confusing. Two office managers used the tool in Poland and 

Ukraine and the other two used the tool in India. The model validation report 

focused on the details of how the AI-powered ed-tech tool was used but did 

not take into account the trust and transparency of the tool. To take these into 

account, I suggested Factsheet as a requirement for transparency in the AI 

deployment stage during the development of AI-powered ed-tech.  

 

The project for developing an AI-powered ed-tech tool during phase 2 of this 

research was a joint project with the financial services company. I noted that 

to make the AI tool development process transparent for different 

stakeholders in the financial services company, different measures are 

required. I maintained a diary of these groups of stakeholders with the 

measures taken to make the AI-powered ed-tech tool transparent for them.  

 

As detailed above, in every step of the development pipeline further 

improvements were suggested and added as contributions of this research 

study to the initial approaches identified from the literature reviewed. 

 

Therefore, the first version of the Transparency Index Framework was 

prepared based on phase 1 (literature review findings on relevant 
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approaches) as well as phase 2 (AI-powered ed-tech tool development 

experience) specific to this research project. 

 

1.6.2 Framework Evaluation Methodology 
 

In phase 3, three different groups of stakeholders of AI in education were 

consulted in two stages through interviews for evaluating the usefulness of the 

framework. The stakeholders consisted of educators, ed-tech experts, and AI 

practitioners. In stage one of phase 3, ten stakeholders were interviewed, and 

the first version of the framework was shared with them for feedback. The 

framework was revised based on stage 1 feedback. In stage 2 of phase 3, 

eight more stakeholders were interviewed to confirm the value and 

effectiveness of the revised framework and make further improvements 

accordingly.  

 

For phase 1, chapter 2 highlights the context of this research study and 

presents the literature on the AI development process, conceptualisation of 

transparency, ethical AI frameworks, the use cases of AI in education, and the 

ethical use of AI in education. For phase 2, chapters 3, 4 and 5 follow the 

chronological order of an AI development pipeline with chapter 3 presenting 

the transparency considerations for the data processing stage, chapter 4 

presenting the transparency considerations for the machine learning 

modelling stage and chapter 5 presenting the transparency considerations for 

the AI deployment stage. For phase 3, chapter 6 presents the iterative co-

design of the final version of the framework through interviews with educators, 

ed-tech experts and AI practitioners. Chapter 7 presents the final version of 

the framework along with a discussion on the concept of transparency in the 

context of AI in education. Lastly, chapter 8 highlights the contributions of this 

research along with its limitations and potential future work. 

 

1.7 My role in the project 
 

In phase 2 of this research study, I was part of a bigger research team who 

conceptualized and prototyped the AI-powered ed-tech tool. Five different 
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reports from that project have been presented in this thesis as part of the 

phase 2 methodology, comprising chapters 3, 4 and 5. My specific role and 

contributions to each report are presented below: 
 

1. Datasheet: I prepared the datasheet presented in section 3.2 of this 

thesis. In the datasheet, I documented various aspects of the data 

collection, storage, analysis and compliance with regulations like 

GDPR.  

2. Nine-Month Analysis Report: I prepared the Nine Month Analysis 

Report presented in section 3.3 of this thesis. The purpose of this 

report was to test the assumption that traders’ performance 

stabilizes after nine months of joining the financial services 

company. This report was improved based on the feedback from 

the other members of my research team. 

3. Models Evaluation Report: I prepared the Models Evaluation Report 

for this project presented in section 4.2 of this thesis. The purpose 

of this report was to experiment with different ML models on the 

collected data. This report played an integral role in choosing the 

ML model used for developing the AI-powered ed-tech tool.  

4. Model Cards: I prepared the Model Card for the ML model used in 

the ed-tech tool. This is presented in section 4.3 of this thesis. The 

final training and evaluation of the selected model were done by the 

project lead of the team. I documented the whole process in the 

Model Card.   

5. Model Validation Report: I prepared the Model Validation Report for 

the ed-tech tool that has been presented in section 5.2 of this 

thesis. This report was improved based on the feedback from other 

members of the research team. For this report, interview data from 

office managers was collected by the project lead. I collected and 

analyzed the Excel sheet data which highlighted how office 

managers perceived their learnings and predictions from the tool. 

 
1.8 Conclusion 
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Transparency as conceptualised in this research can play a pivotal role in 

ethical AI development for educational contexts. The different chapters of this 

thesis present different phases of the Transparency Index Framework’s 

development process. Chapter 2 highlights the literature review conducted in 

phase 1. Chapters 3, 4 and 5 present phase 2 during which an AI-powered 

ed-tech tool was developed and chapters 6 and 7 highlight the evaluation and 

co-design of the framework with various AI in education stakeholders. Lastly, 

chapter 8 presents the limitations of the Transparency Index Framework and 

possibilities of future research. 

 
 

1.9 Glossary 
 

Following are the key terms and their definitions used in this research study: 
 

1. Activity of the trader on the trading system: number of trades submitted 

by a trader on the futures trading platform. 

2. AI-powered products: educational technology tools that have machine 

learning-powered AI built into them. 

3. AI tool development process: different stages involved in building an 

AI-powered product, such as data processing, ML modelling and 

deployment. 

4. Augmented Dickey-Fuller Tests: a statistical test used to test if a given 

time series is stationary or not. 
5. Auto-correlation: is the similarity between different observations as a 

function of the time lag between them. 
6. Bias: prejudice against a group considered to be unfair.  

7. Child order: a new trade under an already existing trade that was 

executed in the past. 

8. Clusters: grouping of traders based on their trading behaviors taking 

account of data from the following factors: activity of the trader, volume 

and held positions, diverse vs complex trading and volatility vs liquid 

market preferences. 

9. Contribution to the company: money earned by the financial services 

company based on the trades executed by the trader. 
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10. Diverse vs complex trading: trading in multiple (many) products as 

compared to specializing in trading a few products. 

11. Few shot learning: a technique/framework that enables a pre-trained 

ML model to generalize to new tasks with a few labelled samples.  

12. Hard stop counts: the number of times a trader reaches the daily 

trading limit set up by the financial services company.   

13. High dimensional: data with many features or variables observed.   
14. Labels data: is the data used to evaluate traders’ trading performance. 

This included profit and loss, performance bonus, contribution per lot 

and hard stop counts. 
15. Levene Tests: a statistical test to evaluate the equality of variances for 

two or more groups.  
16. Mnemonics: characters used to pseudonymize the data. 
17. Performance bonus: financial reward earned by the trader (in addition 

to monthly salary) based on the profit they make with their trades. 
18. Predictions: output from a machine learning model about how a trader 

might perform in the future. 
19. Profit or loss: money the trader makes or loses based on the trades 

they execute.  

20. Recruitment stages: five stages of the recruitment process for 

recruiting traders. They are as follows: application forms, 

questionnaires, math tests, videos submitted by candidates and 

assessment day. 

21. Stationarity: a property of time series data with certain statistical 

properties, such as their mean and variance do not vary across time. 

22. SVM type of penalty used (L1 or L2): types of regularization techniques 

used to improve the generalizability of the support vector machine 

algorithm in machine learning. 
23. Tech Savvy: individuals who are proficient in the use of modern 

technology, like computers and smartphones and have some idea of 

how AI systems depend on the data. 

24. Volatility vs liquid market preferences: trading in products that have 

high variation compared to products with low variation in prices. 

Traders can usually exit their positions from the latter with a minimal 
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cost. 

25. Volume and held positions: number of total futures traded for different 

products across multiple trades by a trader. 
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Chapter 2: Phase 1 Research Background: 
Transparency, Artificial Intelligence and Education 

 
 
2.1 Introduction   
 
Transparency in AI, also referred to as ‘AI Transparency’ is a concept at its 

infancy and will develop over a period of time (Theodorou et al, 2017). The 

goal of this chapter is not to offer a ‘correct’ definition of transparency in AI, 

but to open-up the black box of understanding transparency by identifying the 

different interpretations of its characteristics that may be made from all the 

important terms in its definition. I also conceptualize how the meaning of 

transparency evolves with the different categories of AI in education 

stakeholders, and how these interpretations can be mapped to the resources 

required to make an AI system Transparent for those stakeholders. 

 

Any definition of transparency in AI systems is bound to have some overlap 

with other ethical AI dimensions like explainability, accountability, fairness, 

privacy and safety due to its multifaceted nature. The broadest (but to a 

certain extent unsatisfactory) definition of Transparency in AI refers to a 

process with which the information about an AI system is shared with the 

stakeholders and this shared information enhances the understanding of 

these stakeholders. This means the AI powered ed-tech users’ existing 

background and understanding of AI can play an important role in determining 

the transparency of an AI tool. All the important terms within this definition can 

be interpreted in several ways: 

 

1. “Process”: may be interpreted as a continuous phenomenon that is not 

dependent on a particular horizon of time, particular set of tools or a 

particular stage of an AI development pipeline. It can be open-ended or 

have its limits determined by that process’ creator. 

2. “Information”: may be interpreted as all the details including decisions, 

decision-making processes, choices and assumptions made during the 

AI development process. It can be every detail of the AI development 

pipeline or just a particular aspect of it, irrespective of whether the 
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companies building AI products perceive that information to be useful 

or not useful.  

3. “Shared”: may be interpreted as enabling someone else to know how 

an AI system is being built. It can take many different forms, from open 

sourcing the code of an AI system to providing documentation of how 

everything works or conducting training sessions with product experts 

to explain the details of an AI system.  

4. “Enhances the understanding”: may be interpreted as increasing a 

person’s knowledge of a particular AI system or enabling them to fully 

understand every tiny detail of a particular system. It is a form of 

condition which ensures that to fulfill the requirements of transparency, 

whatever information is being shared must improve the understanding 

of the person with whom it is being shared. 

 

These four elements of the definition broadly cover what may be referred to 

as Transparency of AI systems. These elements can also be taken as 

variables in determining the Transparency of an AI system. The variability in 

these four constructs adds to the complexity of Transparency in AI and blurs 

the boundaries between Transparency and other dimensions of ethical AI. I 

will now dig deeper into each of these components of transparency to 

conceptualize its variability in the context of education.   

 

2.2 The variability of a ‘Process’  
 

The AI product development lifecycle starts from initial discussions on the 

purpose of an AI tool, its deployment strategy and the decision to start 

collecting data. It is a continuous process and does not end after the tool is 

deployed in the real-world. Transparency can be considered an integral part 

of this whole continuous process. It can be limited to the analysis or limitations 

of collected data (Yanisky-Ravid et al, 2019), algorithmic transparency 

(Garfinkel et al, 2017) of machine learning models being used or the 

deployment strategy and tools used for launching the product (Bhatt et al, 

2020).  
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Felzmann et al (2020) have proposed a framework for transparency through 

the design of AI systems. The purpose of their framework is to bridge the gap 

between high level AI ethics principles and AI practitioners who are 

developing AI tools. One of the principles in their framework focuses on 

transparency as an integrative process throughout the AI tool’s development 

pipeline. For Felzmann et al (2020), Transparency in AI has to take account of 

the entire AI development pipeline including the iterations for improvement 

after the tool is deployed in real-world. 

 

Considering the complexities of an AI development pipeline, researchers have 

produced a number of frameworks to document the different stages of the AI 

tool development process. For example, Gebru et al (2018) introduced 

‘datasheets for data sets’ to standardize the documentation of datasets 

(including their strengths and weaknesses) used to train machine learning 

algorithms. Mitchell et al (2019) have introduced model cards to document the 

strengths and weaknesses of machine learning models used to make 

predictions. Arnold et al (2019), from IBM have produced Factsheets to 

facilitate AI service providers in documenting their products’ functionalities, 

performance, safety and security. All these proposed frameworks cover 

different aspects of the Machine Learning development pipeline or different 

parts of the AI tool development process. For example, datasheets from 

Gebru et al (2018) focus on documenting or making transparent only certain 

aspects of the data processing stage in the AI development process. In this 

context, the process in the definition of transparency is limited to the data 

processing stage. 

 

This means a ‘process’ in the context of Transparency in AI can be interpreted 

as being instantaneous and limited to a particular stage of the AI development 

pipeline, or it can be continuous and encompass the entire AI product 

development and improvements lifecycle. Datasheets for datasets focus on 

the data processing stage of the AI tool development pipeline and model 

cards focus on the machine learning modelling stage of the AI tool 

development process. On the other hand, Fact Sheets cover a broader aspect 
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of the AI tool development process, focusing on tool’s performance in general 

regarding different ethical AI dimensions.  
 
2.3 The variety of ‘Information’ 
 
The term ‘information’ may be interpreted in many different forms in the 

context of Transparency in AI. It highlights ‘what’ is being made Transparent, 

or what ‘information’ is being shared with the stakeholders. It is also 

dependent on how the AI practitioners who develop AI products perceive the 

interpretation of ‘process’ above. If it is taken as limited to certain stages of 

the AI development pipeline, then only that information will be shared. If it is 

taken as a continuous process, then some details of the entire AI 

development pipeline may be shared with the stakeholders. 

 

The problem with the second approach or complete transparency is that it can 

potentially lead to information overload for stakeholders (Eppler and Mengis, 

2004) or the transparency paradox (Richards and King, 2013). Sharing 

everything with the stakeholders can potentially confuse them and make it 

more difficult for them to find the relevant information (Stohl et al, 2016). 

Some researchers like Heald (2006) have used the term ‘transparency 

illusion’ to illustrate this phenomenon.  

 

It can be argued that on many occasions, AI products’ stakeholders may not 

even know what information they need. What is useful for them or what kind 

of an impact a lack of transparency can have on them (Bogina et al, 2021). 

This is especially the case for stakeholders who are not tech experts and do 

not know exactly what kind of information from the entire AI tool’s 

development pipeline will be useful for them.  

 

The companies developing AI-powered products decide not only ‘what’ 

information is shared with the stakeholders, but also ‘how’ and ‘when’ it is 

being shared. 

 

2.4 The interpretations of ‘Shared’ 
 



 49 

‘Shared’ in the context of Transparency in AI focuses on ‘how’ and ‘when’ the 

information is being shared with the stakeholders. Some might argue that 

steps like making the code of AI implementations public through GitHub or 

other tools are not very helpful for general public or stakeholders with no tech 

background. But it can have other positive effects. For example, AI engineers 

and practitioners know their work (code) will be viewable by the public in 

future, which reinstates the need to work towards public good (Elster; 1998; 

Chambers, 2004; Chambers, 2005; Naurin, 2007). It also means that 

practitioners know they can be held accountable for their work and will be 

answerable for the decisions taken and assumptions made in the 

development process. 

 

Regarding the effectiveness of ‘what’ information is shared with shareholders, 

the dimensions of time, ‘when’, and form, ‘how’ it is being shared is also very 

important. For some AI systems, making the details of AI product 

development lifecycle public (like open sourcing the code or publishing freely 

accessible research papers) to be accessed any time might be sufficient. For 

example, for autopilots in cars, users do not need to know the details of how 

the car’s autopilot is making every decision on the screen while driving a car. 

Separate documentation on how the autopilot works or its image recognition 

system is trained can be shared with the stakeholders to go through if they 

are interested. 

 

For other AI systems, it might be more effective to share the relevant details 

exactly at the moment when decisions are being made. For example, for an 

AI-powered recruitment tool, if a candidate belongs to an under-represented 

group that is not presented in the training data, recruitment managers should 

be informed immediately that tool’s predictions regarding this candidate are 

less likely to be accurate. In this context the information needs to be 

presented at the time of decision-making.  

 

The dimensions of time and form can be very useful in determining the 

effectiveness of useful information being shared about AI systems. Irrelevant 
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information at the right time or useful information at the wrong time can lead to 

confusion and information overload as discussed above.  

 

Some researchers have also argued against complete transparency such as 

Zarski (2016), Lepri et al (2017), De Laat (2018) and Carabantes (2019). 

Complete transparency (in which all the information about AI development is 

fully shared) like making the code of an AI tool public can hinder innovation. 

For example, for complete transparency companies may be sharing the secret 

sauce that makes AI work in certain contexts and provides them competitive 

edge over others.  
 
2.5 The variety of meanings of ‘Enhancing the                

Understanding’ 
 
This is one of the difficult requirements of transparency that makes the 

transparency of AI systems harder to achieve. It is partly because this part of 

the definition makes transparency dependent on the stakeholders of an AI 

system. It gives stakeholders or users the authority to decide whether an AI 

system is ‘enhancing their understanding’ or is transparent.   

 

Transparency’s capability to ‘enhance the understanding’ of an AI system for 

its stakeholders can be taken as more of a condition for an AI system to be 

considered as transparent. It shows that transparency is inherently dependent 

on the people for whom it is targeted. It also means that a construct that might 

be considered transparent for one person might be a black box for another, if 

it is not enhancing the other person’s understanding of how an AI system 

works. 

 

According to Turilli and Florodi (2009) transparency is dependent on factors 

such as the availability of information, conditions of its accessibility and how 

this transparent information may pragmatically assist in decision-making. For 

an AI system to be transparent, there must be a right mix of the quality and 

quantity of information shared, accessibility of that information and if it 

facilitates decision-making. ‘Enhancing the understanding’ of a stakeholder is 

dependent on the background knowledge and the context in which an AI 
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system is impacting that stakeholder. This means that the kind of AI tool being 

built, and its stakeholders determine the effort required by AI companies and 

practitioners to make their tools transparent. Making an AI tool transparent for 

AI engineers might require considerably less effort in making it transparent 

compared to an AI tool for general public who are not tech savvy (Tamboli, 

2019).  

 

Based on the various interpretations of process, information and shared 

mentioned above, ‘enhancing the understanding’ can be related to a certain 

stage of the AI development process or for the entire development pipeline. 

Theoretically, this condition of making an AI tool transparent refutes the issue 

of cognitive load or information overload mentioned in section 2.3. It can 

ensure that the information being shared with the stakeholders is serving its 

purpose rather than causing confusion. 

 

In enhancing the understanding of stakeholders, it is important to make a 

distinction between transparency in machine learning powered AI systems 

and rule-based AI systems. There has been some study of the transparency 

of rule-based AI in education, focusing on specific ed-tech products like open 

learner models (Bull and Kay, 2007; Bodily et al, 2018; Bull, S., 2020) and 

intelligent tutoring systems (Polson and Richardson, 2013; Mousavinasab et 

al, 2021) to enhance the understanding of stakeholders. But this work does 

not take account of machine learning powered AI’s capabilities and their 

impact on education, like predicting grades with neural networks (Zhang et al, 

2021), clustering learners based on their performance (Sari et al, 2021) or 

algorithmic decision making for students’ admissions. In rule-based systems, 

the risks of AI going completely wrong are comparatively lower as AI’s 

decisions are limited by pre-defined rules and outcomes (Marcus, 2020). The 

focus of such systems is mostly on data visualizations and analytics based on 

the real-time data that is being collected (Mangaroska and Giannakos, 2018) 

rather than machine learning powered AI systems which are the focus of this 

thesis.   
 
2.6 Transparency and other ethical AI dimensions 
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In this section, I explore how these varying interpretations of transparency 

affect its positioning within the wider context of ethical AI. Figure 4 prepared 

during this research, highlights one of the ways in which various dimensions 

of ethical AI may relate to each other. Considering there is no universality in 

the definitions of these terms and each of them has been interpreted in 

various ways (such as transparency shown above), there is no definite 

answer to how these dimensions overlap (Hao and Stray, 2019; Prunk and 

Whistestone, 2020; Anjaria, 2021; Brendel et al, 2021). Some of the missing 

ethical AI dimensions from the figure like privacy can be covered under safety, 

benevolence can be covered under fairness and non-maleficence can be 

covered under accountability. 
 

 
Figure 4: Potential overlap between Transparency and other ethical AI 

dimensions 

 
 

Figure 4 shows one of the ways in which the different dimensions of ethical AI 

may overlap. There is no definite answer to how one dimension relates to 

another. This relationship between different dimensions depends on how each 

dimension is perceived and how the lack of a particular dimension may relate 

to some form of bias in an AI system (Baker and Hawn, 2021). For example, 

according to the figure above explainability and fairness together can lead to 

AI safety. Explainability assumes that users understand how an AI system is 
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making decisions and Fairness ensures that the system does not discriminate 

again any group. But, considering the overlap of the varying interpretations of 

these dimensions of ethical AI, it may be argued that transparency and 

interpretability are also necessary conditions to ensure the safety of an AI 

powered ed-tech (McDermid et al, 2021).  
 

2.6.1 Explainability and Interpretability 
 
There are a number of tools and frameworks available to make AI systems 

explainable for stakeholders (Roscher et al, 2020; Holzinger et al, 2018; Bhatt 

et al, 2020; Samek et al, 2017; Bracke et al, 2019; Spinner et al, 2019; Ahmad 

et al, 2018). But, if the stakeholders cannot understand those explanations, 

they are not of much use. There have been a number of studies on 

formulating explainable and interpretable AI systems that are effective 

(Samek et al, 2017; Doshi-velez et al, 2017; Lipton, 2018; Gilpin et al, 2018) 

but many times they do not clearly specify the goals of explainable AI. These 

goals are dependent on stakeholders who will be using the AI system and for 

whom the explanations are being derived.    

 

To make the explanations of an AI system understandable for stakeholders 

like educators, instructors, principals and ed-tech experts, different tiers of 

users can be inducted in an AI system dependent on the background 

knowledge and technical acumen of the stakeholders. If the explanations of 

an AI system are not enhancing the understanding of stakeholders regarding 

how an AI system works, it cannot be considered transparent. On the other 

hand, if the explanations are transparent and enhance the understanding of 

stakeholders, they can be considered interpretable as well. 

 

The terms interpretability and explainability when applied to AI systems are at 

times used interchangeably to illustrate how easy it is for humans to 

understand the cause of a particular decision by an AI system (Linardatos et 

al, 2021). Doshi-Velez and Kim (2017) define interpretable AI systems as the 

ones that ‘present (their decisions) in understandable terms to a human’. 

Mittelstadt et al (2019) have discussed the different types of explanations that 

can be produced by black-box AI systems. When a human interacting with an 
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explainable AI system can fully understand the explanations offered by the AI 

system, we call this AI system interpretable. An explainable system is not 

necessarily interpretable for everyone, but every interpretable system must be 

explainable. Hence, in the context of transparency, my focus is on 

interpretable systems where stakeholders (based on which transparency tier 

they are in) can understand the reasons behind AI’s decisions.  

 

In the context of explainability and interpretability in different educational 

settings, the requirements of transparency can be broadly divided into two 

parts: firstly, sharing the information with AI system’s users, and secondly, 

how is that information shared and if it enhances the understanding of 

stakeholders. The first part focuses on explainability and second part focuses 

on interpretability. The first half of this definition focusing on sharing of 

information makes transparency a necessary condition to make an AI system 

interpretable, and second half of the definition focusing on enhancing users’ 

understanding makes interpretability a necessary condition for transparency. 

With these interpretations of transparency and interpretability we cannot have 

one, without the other. An AI system must be interpretable to become 

transparent, and it needs to be transparent to become interpretable. 
 

2.6.2 Fairness 

The urgency towards AI development and deployment has repeatedly cost 

users in the form of fairness or some form of discrimination against particular 

groups (Whittlestone et al, 2019). Fairness in AI systems, like other 

dimensions of ethical AI is a challenge for AI practitioners and the companies 

building these tools as there is no universally agreed upon definition of 

fairness in AI.  Several researchers have presented the taxonomies and 

toolkits for defining and computing fairness in different contexts (Barocas et 

al., 2019; Caton & Haas, 2020; Kizilcec & Lee, 2020; Mehrabi et al., 2019; 

Mitchell et al., 2021; Verma & Rubin, 2018). Chouldechova (2017) has 

discussed how different stakeholders may have different notions of fairness. 

Interestingly, some researchers like Karen Hao and Jonathan Stray (2019) 

have concluded that to decide whether an algorithm is fair or not also 

depends on how we define fairness or bias. They have shown how there 
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needs to be different benchmarks of fairness for two different groups of 

people to decide if an individual from a particular group will go to jail or not. 

Their analysis was based on the fairness of AI systems used in the courts in 

US. Even if a particular AI tool like COMPAS (Dieterich et al, 2016) used in 

the context of judicial decision-making in US is taken as fair, it would become 

biased with time as it will be trained by its own produced data that has been 

sending more individuals from a certain group to jail. Hence, the situation may 

potentially worsen with time. It means deploying a fair AI system in real world 

does not guarantee that it will remain fair after interactions with the real-world 

data. 

There are no perfectly fair AI systems (Corebett-Davies and Goel, 2018). 

Irrespective of how the company building an AI-powered ed-tech tool 

interprets fairness, transparency can be considered a pre-requisite for fair AI 

systems. To make sure that the system is fair or performs as expected, AI 

practitioners need to firstly analyze the data and identify any biases (Mehrabi 

et al, 2021; Zhou et al, 2021). There will always be some form of bias in the 

data (Ntoutsi et al, 2020) but the details of this bias and its impact should be 

shared with the stakeholders. Similarly, the machine learning model chosen 

for predictions and tools used for deployment have their strengths and 

weaknesses. All these details should be shared with the stakeholders in an 

easily understandable manner to make sure that the system is fair. With this 

interpretation of fairness, the requirements for transparency seem to be the 

first step towards fair AI systems.  

 

Madaio et al (2020) have presented a detailed checklist to ensure fairness in 

AI tools after thoroughly reviewing different stages of AI tool development 

processes by consulting 48 AI practitioners. Many of the checks and balances 

that the AI practitioners propose in different stages of an AI product lifecycle 

including envision, define, prototype, build, launch and evolve are also an 

integral part of making the AI development pipeline transparent and can be 

applied in educational contexts. To make sure that an AI system is fair or is 

not used in a manner that discriminates against certain groups of learners or 

educators, AI practitioners need to be transparent about how that AI system is 
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built. What are the decisions, choices or assumptions made in the 

development process? In which context should this AI system not be used? 

And how do they interpret the fairness of their AI system? 

 

Every AI tool built has its strengths and weaknesses. It works as expected in 

certain contexts and does not perform as good in others. To make sure that 

the AI system in an ed-tech is fair and is used as intended, AI practitioners 

need to be transparent about these strengths and weaknesses and share how 

their decisions and assumptions can impact the performance of the tool in 

different contexts. 
 

2.6.3 Accountability 
 
Accountability in AI has been an ongoing challenge between companies 

developing AI tools, stakeholders impacted by these tools and regulators 

responsible for protecting the rights of citizens. It is based on a simple legal 

principle that if anything goes wrong, there has to be someone responsible for 

it. Mishaps and unintended consequences of AI systems are not uncommon 

(Osoba and Welser, 2017; Mujtaba and Mahapatra, 2019; Challen et al, 2019; 

Johnson et al, 2019). These unintended consequences of AI systems can 

have severe long-term effects on their users, for example a recruitment tool 

rejecting a particular candidate only because they are female (Ahmed et al, 

2018), an admissions tool wrongly predicting low grades for a student or a 

legal tool sending offenders to jail only because they belong to a particular 

minority group (Re and Solow-Niederman, 2019; Zavrsnik, 2021) can have 

serious mental and financial repercussions. Hence, accountability of the 

companies developing these AI tools is of utmost importance. 

 

Accountability is especially needed when an AI system in education is unfair. 

But to identify if a particular AI system is unfair for a certain group of learners 

or educators, or why it is not fair in certain contexts, transparency can be 

important. For autonomous AI systems, companies building the AI-powered 

ed-tech tools may be held responsible for any mishaps or malfunctioning (Raji 

et al, 2021). But, within an ed-tech there can be tens, hundreds and at times 

even thousands of engineers, AI practitioners, domain experts and software 
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developers working on the development of an AI tool. This can make 

communication within teams and decision-making complex and time 

consuming. It also makes the identification of mistakes and personnel 

responsible for it very difficult (Kim et al, 2020). 

 

Transparency may be interpreted as a necessary condition for accountability. 

If an AI system malfunctions and a judge in the court of law needs to convict 

the person responsible for tool’s unfairness, they need to first understand how 

the tool works, what it lacked, was it a careless mistake or an intentional 

choice and who was responsible for it. Some form of transparency seems to 

be necessary to enhance the understanding of judges and ensure 

accountability in this context. 

 

It is necessary to have Transparency implemented in every stage of the AI 

tool development process to document all the decisions, choices and 

assumptions made in the entire process. This makes the diagnosis of the tool, 

identification of the exact cause of malfunctioning and which team or 

individual is accountable for it, much easier.  

 

Many AI tools aim to empower humans to take the final decision (Jotterand 

and Mosco, 2020). In such scenarios, transparency is extremely important to 

make sure that ‘human in the loop’ understands how the AI tool is making a 

decision, when to trust its judgement and when to ignore its predictions or 

recommendations. In such scenarios, the decision-making authority is always 

in the hands of ‘human in the loop’, but they need to have a thorough 

understanding of the tool. This is possible if the entire AI tool development 

pipeline from data collection to final deployment is transparent for the ‘human 

in the loop’.  For example, if a company buys an AI-powered recruitment tool 

to enable its recruitment managers to make more informed decisions, it 

should be the company’s responsibility to offer training to those office 

managers on how to use the tool, what are its strengths and weaknesses and 

in which contexts the tool should not be used at all.  
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This shows that irrespective of an AI tool being completely autonomous or 

having a ‘human in the loop’, and for all the stakeholders involved in the AI 

tool development process, transparency is the first step towards 

accountability. If the stakeholders do not have enough knowledge about pros 

and cons of every decision taken, strengths and weaknesses of third-party 

services used and assumptions made throughout the development process, 

then they may not be held responsible for mishaps. Someone in the company 

developing the AI tool must make sure that the entire process is transparent, 

so mistakes can be easily diagnosed and accounted for. 
 

2.6.4 Safety  
 
AI safety is another very important dimension of ethical AI that aims to ensure 

that AI systems add value to decision making processes and are used as 

intended (Yampolskiy and Spellchecker; 2016; Irving et al, 2018; Irving and 

Askell, 2019). It is dependent on the decisions taken throughout the AI 

development and deployment process which can range from a few weeks to 

years. To keep account of the decisions taken, assumptions made and 

experiments conducted in the AI development process of an ed-tech product, 

it is very important to be transparent about them and document these details. 

From this interpretation, the methodologies of ensuring AI transparency and 

safety seem to be directly correlated. They are a part of the design 

methodology, starting when the AI systems are being planned and continue 

even after the systems are deployed in real-world.  

 

Ortega and Maini (2018) from DeepMind’s safety research team have 

presented a framework that divides the safety of an AI system into three parts, 

Specification, Robustness and Assurance, as shown in figure 5 below: 
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Figure 5: Building Safe Artificial Intelligence: Specification, Robustness and 
Assurance 

 
 

Specification refers to the goals of the system. Three types of specifications of 

an AI system in the context of an AI-powered ed-tech tool can be explained as 

follows: 

 

• Ideal Specification: this refers to the best possible results expected 

from an AI system with no bias as discussed in section 1.3. For 

example, in an ed-tech tool screening candidates for admissions, this 

system would admit the best performing candidates through accurate 

predictions without any kind of bias. 

• Design Specification: this defines how the AI system is built. In an ed-

tech tool this may involve the data collection process, feature 

engineering and machine learning algorithms used to allocate 
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applicants to a cluster. It also includes the graphical user interface with 

which AIED stakeholders may interact with an AI system.  

• Revealed Specification: this is the actual result of the AI system, 

irrespective of ideal specification and dependent on the design 

specification. In an ed-the tool, this may be in the form of an AI system 

admitting the best candidates to a university but being biased against 

gender10 or a certain group11 or a race. 

 

For safe and transparent AI development in education, documentation of all 

three specifications above is very important along with all the steps taken to 

ensure robustness and assurance of AI tools, as shown in figure 5 above. 

Transparency of an AI-powered ed-tech product should consider all the 

measures taken for ethical AI development. It should particularly focus on the 

specification of an AI system, and answer questions like in which contexts the 

system works at its best or when is it better to avoid using an AI system. 

 

The identification of an ideal context and specification during which an AI 

system performs at its optimum also helps in identifying the diversity and 

inclusion limitations of an AI system. This has been a long-lasting challenge 

for AI community (Fosch-Villaronga and Poulsen, 2022; Chan et al, 2021; 

Knox et al, 2019). Transparency as conceptualised in this research, can play 

a very important role in enabling more diverse and inclusive AI-powered ed-

tech products by highlighting these limitations of AI systems and creating 

awareness about them. 

 

Figure 6 highlights the importance of transparency in pointing out the exact 

differences between Revealed and Ideal specifications (like diversity and 

inclusion limitations) of AI systems: what the AI system can actually do in real 

 
10 https://www.businessinsider.com/amazon-ai-biased-against-women-no-surprise-sandra-wachter-2018-
10?r=US&IR=T 
11 https://medium.com/thoughts-and-reflections/racial-bias-and-gender-bias-examples-in-ai-systems-
7211e4c166a1 

https://www.businessinsider.com/amazon-ai-biased-against-women-no-surprise-sandra-wachter-2018-10?r=US&IR=T
https://www.businessinsider.com/amazon-ai-biased-against-women-no-surprise-sandra-wachter-2018-10?r=US&IR=T
https://medium.com/thoughts-and-reflections/racial-bias-and-gender-bias-examples-in-ai-systems-7211e4c166a1
https://medium.com/thoughts-and-reflections/racial-bias-and-gender-bias-examples-in-ai-systems-7211e4c166a1
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world scenario and what the end-users might think the AI system is ideally 

capable of doing in any scenario.  
 

 
Figure 6: The importance of transparency in bridging the gap between Ideal 

and Revealed specifications of an AI system 

 
The role of transparency is to reveal the gap between an ideal and a revealed 

specification by making the machine learning models and results of accuracy 

metrics in different contexts explicit and understandable for the stakeholders. 

For example, the importance of gender, age or location of candidates when 

applying for jobs. This would show the stakeholders when to trust an AI 

system and when to avoid it.  

 

After ensuring the robustness and safety of AI tools in certain conditions and 

scenarios like in classroom, lab or a virtual learning environment, it is still very 

important to have measurement tools and protocols in place to assess the 

quality of decisions being made by an AI system (Doshi-Velez and Kim, 

2016). This is where Assurance from figure 5 comes in. It ensures checks and 

balances on the performance of an AI tool in real world that can have 

unlimited scenarios and contexts. Amodei et al. (2016) illustrate this point with 

an example of an AI-powered cleaning robot that is responsible for cleaning 

offices. If this robot has never seen a pet before (or never trained on a dataset 

that has pets in pictures) and is deployed in a pet-friendly office, it can lead to 

unexpected consequences. It is very important for AI companies to provide 

guidelines to users on how to use their products and when not to use their 

products. Many times, companies may avoid sharing such information with 



 62 

the users of AI products because it may contradict with their brand messaging 

as the contexts in which a typical AI product would not work can usually be a 

lot more than the contexts in which it would perform as expected.  

 

AI systems are usually built with a particular dataset that is considered a 

(partial) representation of the real world’s educational setting, a machine 

learning model that has its own strengths and weaknesses and a deployment 

strategy using certain tools that can impact the performance and outlook of an 

AI tool. With the complexities of dynamics created by learners and teachers, 

many things in any of these three different stages can go wrong. To ensure 

the robustness of these systems, AI practitioners usually take a number of 

measures to determine the safe limits of an AI system by evaluating the tool’s 

performance in unexpected scenarios. In this case, it is very important for the 

companies developing these AI systems to document the robustness 

measures they take throughout the AI development pipeline. This process 

begins from the initial discussions on the problem that an AI system will solve, 

followed by the data collection and tool development and deployment 

strategies as discussed below. 
 
2.7 The Artificial Intelligence Development Pipeline 
 
An AI development pipeline is an integral part of the AI tool formation and is a 

continuous process that starts from the decision to build an AI tool and 

continues even after the AI tool is deployed in the world. It can take weeks, 

months or at times even longer to build impactful AI products. This makes the 

AI tool development process complicated, resource intensive, complex and 

time-consuming. The discussion on transparency of AI tools would be 

incomplete without an in-depth exploration of the AI tool development 

process. 

 

A great deal of work has been done to identify the different stages in the 

process of AI tool development and their importance (Amershi et al, 2019). 

For AI projects, practical work usually begins from the decision to collect data 

and continues until the ML model is deployed in production (Studer et al, 

2021). This is followed by iterations to improve the machine learning model’s 
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performance. It is a step-by-step process involving data cleaning, then feature 

engineering, model selection, model training, model deployment and 

eventually model improvements through further iterations. All these steps in 

the AI development process can be impacted by the ed-tech company’s 

decision to make them transparent (Larsson and Heintz, 2020) and 

transparency considerations need to be ingrained in the entire AI 

development process. 

 

Microsoft Azure conceptualises the AI development process through three 

stages on which the ML pipeline needs to focus12: 

 

• Stage 1: Data preparation including importing, validating and cleaning, 

munging and transformation, normalization, feature extraction and 

staging. 

• Stage 2: Training configurations including model selection, training and 

validating. This may include making choices regarding hardware 

compute resources, distributed processing and progress monitoring. 

• Stage 3: Deployment, including versioning, scaling, provisioning and 

validating model efficiently to ensure that the model works as intended 

for its users. 

2.8 An AI Development Pipeline in Education 
 

An AI development pipeline in education can broadly be divided into three 

categories: data collection and processing through real-world classroom 

settings or virtual learning environments, machine learning modelling and 

evaluation with algorithms like decision tree (Agarwal et al, 2012), neural nets 

(Hu, 2017) or support vector machines (Zhou et al, 2010) and the deployment 

of an AI system in the real-world through cloud technologies or local servers 

(Halde, 2016; Kucak et al, 2018). Matrinez et al (2019) have presented a 

canonical architecture for machine learning development applied to human 

language technologies. Following the same principles, we can divide the AI 

 
12 https://docs.microsoft.com/en-us/azure/machine-learning/service/concept-ml-pipelines 

https://docs.microsoft.com/en-us/azure/machine-learning/service/concept-ml-pipelines
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tool development process in education in terms of transparency into three 

stages, as shown in figure 7: 
 
 

 
Figure 7: The canonical architecture for AI tool development in terms of 

transparency 

 
 
Irrespective of which approach is being used to develop AI systems, various 

measures can be taken by the ed-tech companies to develop these systems 

ethically. Every component within each canon requires individual attention, 

resource allocation, time commitment and a different set of development 

tools. Each of these components within the canons needs to be addressed 

independently to make them transparent for stakeholders. These unique 

requirements of each sub-component within each cannon in fig 7 highlight the 

complexity and range of skills required for developing an AI system. 
 

2.8.1 Planning 
 
The AI tool development process starts from planning, and so does the need 

for transparency in the planning process. There are two main questions that 

need to be considered when planning the development of an AI product. 

These questions help in determining how the tool will be used, what types of 

users will be using the tool, how the tool can impact the lives of the 

stakeholders involved and what measures need to be taken to make the AI 
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development process transparent for stakeholders. For ed-tech companies for 

whom ethical considerations, such as transparency should be a priority, there 

is also a third point that needs to be considered as discussed below:  

                 

1. Impact on Stakeholders:  

The first point to be considered when planning the development of an 

AI tool is the kind of impact it can have on stakeholders (AM Cox, 

2021; Leahy et al, 2019), especially the users who will be impacted by 

the tool’s decisions like learners or educators. Some AI tools like a 

product recommender system on an e-commerce website or a system 

that shows ads to users while surfing the web, may not usually have a 

major impact on users’ lives unless they are within a certain domain, 

such as gambling. These AI tools are low-risk compared to AI tools that 

can have a direct life-changing impact on their users. For example, an 

ed-tech tool that determines whether a candidate should be admitted to 

a university or not, can have a huge impact on the candidate’s life. 

Similarly, AI tools have been used to process loan applications for 

candidates (Demajo et al, 2020) and taking several healthcare 

decisions (Yu et al, 2018). AI tools that make such decisions can 

potentially have major long-term implications for their users.  

 

2. Human in the Loop: 

The second point to be considered when strategizing the development 

of an AI tool is whether we want the tool to be completely autonomous 

with a ‘human out of the loop’ approach, or whether we want a human 

to supervise the working of the AI tool as a ‘human on the loop’ or if we 

want the final decision-making authority to stay with humans as ‘human 

in the loop’ (Zetzsche et al, 2020; Jotterand et al, 2020). This choice is 

dependent on how we perceive the potential risk of using a particular 

AI system or kind of impact it can have on the stakeholder as shown in 

the figure 8 below. This choice can be subjective and is usually 

determined by the kind of impact an AI tool’s decisions can have on its 

users. If the impact of the tool is high, it can be considered a high-risk 

tool, and vice versa. AI systems like a recruitment tool, loan 



 66 

applications processing tool, or a law enforcement tool can be 

considered high-risk because their decisions can have a huge impact 

on the lives of their users.  
 

 
Figure 8: An overview of the role of human in using an AI product based on 

the product’s impact 

 
 
For low-risk AI applications, such as recommender systems, complete 

autonomy with ‘no human in the loop’ can work, because wrong decisions by 

the AI in such contexts will probably not have a big effect on someone’s life. 

For high-risk AI applications, for example a recruitment tool or a grades 

prediction tool, completely relying on AI systems with no human involvement 

can be very risky. Wrong decisions by AI in such contexts can completely 

transform someone’s life. For example, a drop out prediction tool wrongly 

predicting that a particular student will drop out in six months can potentially 

have an adverse psychological impact on the learner and effect how their 

teachers and parents treat them.  In such applications, a ‘human in the loop’ 

approach is preferred to keep the final decision-making authority in the hands 

of humans. In this context, the final decision is always taken by a human and 

their own judgment is preferred. This ensures the accountability of AI systems 

and adds another layer of security when an AI system’s decisions are 

completely off-track. The role of AI systems prepared with the ‘human in the 

loop’ approach is to empower the humans to make more informed decisions.  
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Ethical considerations produce a third factor that also needs to be considered 

when planning the development of an AI tool.  

3. Background of stakeholders: 

The background of people who will be using the tool or who will be 

impacted by the tool. This can take the form of the personification of 

these users in terms of their technical background and capacity to 

understand how different components of an AI system work, into 

personas. Knowing this in advance helps in planning the 

developmental strategy of the tool and in determining resource 

allocation. For example, if the users of an AI product are educators 

who do not have a technical background and are not very tech savvy, 

then additional developmental resources may be required to present 

the explanations of an AI system in an easily understandable manner 

for such users. On the other hand, if an AI system is targeted at AI 

practitioners or researchers with a strong technical background, then it 

might be a bit less resource intensive to make an AI tool’s explanations 

understandable for them.  

 

The three cannons of the AI tool development process with respect to 

transparency: Data, Machine Learning and AI system as shown in figure 7 are 

now discussed in detail with regards to their relationship to transparency in 

educational contexts.  
 
2.8.2 Data Collection and Engineering  

 
Once the problem that the AI tool being developed is going to address has 

been identified and the development strategy is finalized, data collection 

begins. Data collection is one of the most important stages in the AI 

development process and assumptions made during this time can have long-

term effects on the performance of the tool. There are several ways in which 

the relevant data for the problem at hand can be collected (Sapsford and 

Jupp, 1996; Gallagher, 2009). The company or the team building the AI tool 

can collect the data from real world themselves, called primary data collection 

(Roos et al, 1987; Ibert et al, 2001) or they can use the data already collected 
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by others, called secondary data collection (Daas and Arends-Toth, 2012; 

Hox and Boeije). 

 

Different data collection methods have their pros and cons that can be made 

transparent for stakeholders (Jars-Quant, 2018). Primary data collection 

empowers the AI team to collect any kind of data they want. The AI 

practitioners can define the proxies for the metrics they want to measure and 

start collecting data accordingly. Primary data collection methods can be 

quantitative through surveys and questionnaires (Parajuli, 2004) and/or 

qualitative through interviews and observations (Hayman et al, 2012, Jain, 

2021).  They can be collected from focus groups or sampled from public (Cyr, 

2016). These collection methods are expensive, time consuming and require 

manual labor. Minnaar and Heystek (2013) evaluated the importance of online 

surveys as a primary data collection method in educational research and 

highlighted the challenges of this technique in collecting sufficient data. 

Primary data collection methods enable companies to control the distribution 

of different sensitive variables in the data. For example, the company 

collecting the data can ensure that have equal distribution of males and 

females, from a certain age group and geographic region and from different 

ethnic groups. It empowers the companies to collect relevant data for their AI 

tool and mitigate any deficiencies in this initial stage. 

 

On the other hand, secondary data techniques are more cost effective and 

less time consuming to acquire because they have already been compiled by 

some third party and are readily available (Johnston, 2017). But this also 

means that they may not perfectly match the requirements of the AI team who 

is building the tool. Secondary data would have been mostly collected for 

another purpose and may not have any documentation available on why and 

how it was collected, what were its strengths and weaknesses or how it could 

be improved (Smith et al, 2001). These considerations should be taken into 

account to make the data selection and collection process transparent. 

Thomas et al (2001) have shown how the data collected from sampling of 

students in higher education can be difficult to utilize in different contexts. 

Burchinal et al (2016) have used secondary data from eight large studies of 
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pre-school children to show that children benefit the most from early care and 

education when certain quality thresholds are met and/or it is of longer 

duration.   

 

These primary and secondary data collection techniques can be used to 

build/train the AI systems. But, for evaluating the impact and usefulness of a 

particular AI system, only primary data regarding the usability of a particular 

AI system can be used. 

 

Once data collection is complete, then the data is cleaned, processed, 

engineered and analyzed to get it in the right form for the machine learning 

modelling stage. A number of tools and frameworks can be utilized for 

completing these tasks (Katal et al, 2013; Rao et al, 2019; Redi et al, 2021; 

He and Garcia, 2009; Wu et al, 2013; Romero and Ventura, 2013). All the 

measures taken to handle the data and the tools used to store, engineer, and 

analyze it can be documented for transparency considerations. 

 

The two main approaches for analysing the data and identifying any 

correlations or causations are frequentist and bayesian. There are some 

fundamental differences between bayesian and frequentist statistical 

approaches. While frequentists analyse probabilities through the frequency of 

repeated events, bayesians focus on the probable uncertainty in the data. 

Frequentists keep the model parameters fixed but bayesians change the 

model parameters as they are conditioned on the present data (Cox, 2006; 

Senn, 2003; Wagenmakers et al, 2008).   

 

Bayesian statistics has gained a lot of popularity among researchers and 

practitioners of artificial intelligence. This is for two main reasons: firstly, a 

number of machine learning applications failed in the real world and secondly, 

there was too much focus on adopting frequentist (Mayo and Cox, 2006) 

statistical approaches in feature engineering of raw data and machine 

learning models. Bayesian theorem’s ability to take account of uncertainty in 

the data makes it a lot more suitable for real world applications, compared to 

frequentist statistical approaches. 
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As shown in figure 1, there will always be a difference between the data that 

is sampled from the real world and how human experiences perceive it. The 

digital data reflects only on a certain proportion of the real-world. This 

discrepancy between the data and real-world needs to be identified in the 

data processing stage of the AI development process (Ntoutsi et al, 2020). 

Carvalho et al (2019) have provided a s systematic literature review of how 

researchers in the past have used different proxies for data collection to solve 

the problems at hand. In education proxies have been commonly used to 

track learner progress, evaluate learning outcomes and explore the efficacy of 

learning content. Cukurova et al (2018) have shown through the NISPI 

(Nonverbal Indexes of Students' Physical Interactivity) framework how school 

and university students’ hand positions and head direction data can be utilised 

to judge students collaborative problem-solving competence. Alwahaby et al 

(2021) have provided a thorough literature review of ethical considerations in 

multimodal data for learning analytics. 

 

Data that is collected from the real-world to train machine learning algorithms 

can never be perfect. It will always have deficiencies that need to be 

identified, mitigated and shared with the stakeholders to ensure ethical AI 

development (Jo and Gebru, 2020) in education. 

 

The limitations of the data can be identified from the exploratory and statistical 

analysis using frequentist and bayesian techniques mentioned above. To 

mitigate these data limitations, several approaches have been identified by AI 

researchers and practitioners (Veale and Binns, 2017; Balayn et al, 2021; 

Marda, 2018). Abusitta et al (2019) have proposed Generative Adversarial 

Networks also known as GANs (Goodfellow, 2016; Creswell et al, 2018; 

Karras et al, 2019) for producing synthetic data to mitigate biases in AI 

systems. A number of researchers have proposed class balancing techniques 

in unbalanced datasets to enable comparatively fairer outcomes (Dal Pazzolo 

et al, 2010; Yan et al, 2020; Waheed et al, 2021). Thammasiri et al, (2014) 

have shown how these class balancing techniques can help in mitigating 

class imbalance in the context of predicting student retention where a lot of 
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students register for a particular class but only a minority drops out. Methods 

like synthetic data and class balancing techniques can help in mitigating the 

effects of data limitations, but these measures cannot guarantee complete 

removal of the deficiency of real-world data (Lum, 2017).  

 

The decisions and assumptions made during the data processing stage of an 

AI development process that affect the performance of the tool need to be 

shared with the stakeholders in an easily understandable manner. This 

information may not necessarily be a part of the ed-tech product itself but can 

be a part of the training material when educators are on boarded. The role of 

transparency and how it is perceived by the ed-tech companies can play an 

important role in decisions about what information is shared with the 

stakeholders and how it is shared. For example, some ed-tech companies use 

research-based methodology and publish research papers in journals or 

academic conferences to illustrate the effectiveness of their AI-powered ed-

tech. Others may opensource the software code of their product for replication 

or share the details of their AI development process during the training of 

prospective users. 

 

2.8.3 Machine Learning Modelling 
 
The Machine Learning (ML) modelling stage is the epicentre of AI systems. It 

plays a very important role on what type of predictions or decisions are made 

by AI systems, how they are generated and if they can be explainable for 

stakeholders. There are three main types of ML techniques (Jordan and 

Mitchell, 2015) that are commonly used in real world settings.  

 

1. Supervised Machine Learning: This class is one of the most used class 

of algorithms that are trained on labelled datasets (Singh et al, 2016; 

Cunningham et al, 2008; Hastie et al, 2009).  Such techniques need an 

output variable that the algorithm is supposed to predict in the training 

data from which they learn (Kotsiantis et al, 2007). These algorithms 

are especially effective for classification tasks where the input needs to 

be grouped into different classes based on its similarities and 



 72 

differences with the datapoints of each class (Osisanwo et al, 2017; 

Mohamed, 2017; Bhavsar, 2012). 

2. Unsupervised Machine Learning:  This class of technique is mostly 

used to learn from raw unstructured data where the output variable is 

not used as labels (Usama et al, 2019; Khanum et al, 2015). These 

models learn the distribution of datasets from their structure and make 

decisions on new data based on these learnt distributions. Cam et al 

(2021) have shown how these techniques can be used to predict 

students’ success rate in a course. Fwa and Marshall (2018) have 

shown how unsupervised learning can be utilised to model student 

engagement through head pose, keystrokes and action logs data from 

intelligent tutoring systems.  

3. Reinforcement Machine Learning: This technique has become very 

popular among researchers in the last few years (Hao, 2019). It is the 

‘problem faced by an agent that learns behaviour through trial-and-

error interactions in a dynamic environment’ (Kaelbling et al, 1996). 

Reinforcement Learning has led to a number of research 

breakthroughs in AI especially in games like playing Atari at expert 

human-level (Mnih et al, 2013) and mastering chess, shogi and go 

(Silver et al, 2018). It has also contributed to solving the protein folding 

problem in healthcare (Callaway, 2020). Within education, 

reinforcement machine learning techniques have been used to model 

students’ learning styles (Dorca et al, 2013), choosing pedagogical 

policies in intelligent tutoring systems (Iglesias et al, 2009) and building 

adaptable educational tools (Bennane, 2013; Iglesias, 2009; Shawky 

and Badawi, 2018). 

 

There are several algorithms that can be utilised to achieve a particular task 

when it comes to the ML techniques mentioned above. In education, methods 

like neural networks have been utilised for predicting student course selection 

(Kardan et al, 2013), assessing quality in technical education (Mahapatra and 

Khan, 2007) and evaluating teaching quality (Hu, 2017). Decision trees have 

been used for educational data mining (Agarwal et a, 2012), modelling group 

decision-making in education (Chang and Wang, 2016), predicting student 
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drop-out (Quadri and Kalyankar, 2010) and predicting student satisfaction at a 

business study program at a private higher education institution (Skrbinjek 

and Dermol, 2019). Similarly, support vector machine (svm) algorithms have 

been used by Gil et al (2021) to predict first year students’ academic success 

in higher education and Zhou et al (2010) have used svm algorithms to 

identify ‘children’s health and socio-economic determinants of education 

attainment’.  

 

The choice of a ML technique or algorithm to be used in education is 

determined by three main factors or priorities that are setup by business 

leaders (Luan and Tsai, 2021) or AI researchers and practitioners working on 

the ed-tech. These factors are discussed in detail below: 

1. The accuracy of the results, which should be as high as possible. 

This is quite intuitive for real-world scenarios and makes a strong 

business case as accuracy of AI tools can be a major selling point 

to clients. Yin et al (2019) have shown how accuracy effects trust of 

people on AI systems. They show a positive correlation between 

accuracy and trust. At times, business leaders may prefer a certain 

type of accuracy, for example they want fewer false negatives at the 

cost of more false positives in results. In such contexts the machine 

learning models need to be adjusted accordingly. In educational 

contexts the feedback loop for ed-tech companies to evaluate the 

accuracy of their AI systems can be difficult, but teachers can play a 

pivotal role in determining the accuracy of AI-powered ed-tech 

products (Zhao and Liu, 2018). For example, if an AI system 

recommends a piece of content to learners based on their past 

performance and learner profile, teachers can evaluate if that 

recommended content would help that particular learner or not. For 

this, teachers need to be thoroughly trained on how to integrate 

these AI systems in a classroom setting (Karam et al, 2017; Pane et 

al, 2014)  
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2. The second important dimension to be considered when selecting a 

ML model for an AI tool is the explainable and interpretable 

capabilities of that model. Some ML models are considered more 

explainable than others (Holzinger, 2018; Bukart and Huber, 2021; 

Bhatt et al, 2020). In education, interpretable AI is especially 

challenging because educators are not usually considered very tech 

savvy. This means the companies developing an AI product to 

facilitate educators need to go an extra mile to ensure that these 

explanations are understandable for teachers. Alonso and Casalino 

(2019) have used the ExpliClas explainable AI tool with the Open 

University Learning Analytics Dataset (OULAD) to predict students’ 

outcomes and produce graphical and textual explanations of these 

predictions for different stakeholders involved in the educational 

process. Putnam and Conati (2019) conducted a survey with 

university students to evaluate the need for explanations in 

intelligent tutoring systems and concluded that most university 

students want to see explanations in such systems. Some ML 

models like big neural networks have been considered black boxes 

due to the complexity of calculations that happen inside them but 

recently a lot of work has been done to make these black box 

models more transparent (Rudin, 2019; Davidson, 2019; 

Buhrmester et al, 2019; Matetic, 2019; Liang et al, 2021). 

 

3. The third factor that can impact upon the choice of a machine 

learning model in an AI system is the quantity and quality of data 

that is available.  A lot of data is usually preferred to train ML 

algorithms, but data collection can be a time consuming and 

expensive process and shortage of data has been a long-standing 

problem in education (Dorodchi et al, 2019). From the data 

processing stage, this issue is usually tackled with synthetic data or 

class balancing techniques as discussed in the previous section. 

From the machine learning modelling stage, techniques like few 

shot learning have emerged to build AI systems from small amount 

of data (Sung et al, 2018; Ravi and Larochelle, 2016; Wang and 
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Yao, 2019). Wu et al (2021) have shown how few shot learning can 

be used to provide student feedback at scale to around sixteen 

thousand students. Wu et al (2019) have used zero shot learning 

for rubric sampling for coding. This research shows the application 

of cutting-edge ML techniques in education, but the extent to which 

they help educators needs to be proven. Often these techniques 

are black boxes that are difficult to interpret by educators which 

limits the usefulness of these algorithms. As shown above, these 

techniques have many a times predicted student drop out with a 

great deal of accuracy. But they do not explain why a particular 

learner may drop out from a particular course. This information 

would help the educators to plan the right interventions for such 

students. 

 

Figure 9 from Baker and Hawn (2021) shows the different stages of an AI 

development pipeline. They show the different types of biases that can occur 

in the machine learning development lifecycle according to various 

researchers (Olteanu et al, 2019; Surresh and Guttag, 2020; Cramer et al, 

2019; Paullada et al, 2020; Mitchell et al, 2020; Mehrabi et al, 2019).  

 

In figure 9, the sixth row called ‘Model Learning’ is where the machine 

learning model selection, training, testing and evaluation happens. The ML 

modelling stage also plays a very important role in tackling bias and 

identifying the limitations of data. The aggregation and evaluation bias shown 

in the ML modelling stage in figure 9 are enrooted in the data processing 

stage but are very often identified in the ML modelling stage after analysing AI 

tool’s predictions and decisions. Most of the biases throughout the AI 

development lifecycle like aggregation and evaluation bias, or deployment 

and feedback loop bias can be traced back to the basics when the AI tool’s 

development was being strategized and data collection decisions were being 

taken. The mistakes or loopholes during this step are aggregated as we move 

ahead with the ML development pipeline. The ML modelling stage can act as 

a litmus test for the suitability of quality and quantity of data being used to 

address the problem at hand. 
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Figure 9: AI Development Pipeline and Sources of Bias (Baker and Hawn, 

2021) 

 
 

The results from ML models on the test dataset can reveal several 

weaknesses of the AI system. These deficiencies can be limited to the dataset 

being used or can encompass the model selection or data division sections 

when the data is divided into training, validation and test sets.  
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If the ML model performs as expected in the test and validation sets, there are 

still no guarantees that it will perform as expected in the real world after 

deployment as discussed in the next section. Deployment bias, feedback loop 

bias, bias in data reuse and adversarial user feedback illustrate some of the 

risks when there is a mismatch between the training data of the AI tool and 

real-world data that tool faces after deployment. 

 

2.8.4 Deployment and Improvements  
 

Luckin et al (2006) have illustrated the importance of human centered design 

in developing educational systems that are fit for use. They highlight the 

importance of iterative improvements in building such educational systems. 

This also holds true for AI systems in education. Work does not stop after an 

AI system has been deployed in the real-world. It needs constant monitoring 

and evaluation to ensure that the AI system is performing as expected. As 

long as there are improvements being made to an AI system in the real-world, 

transparency considerations should be taken into account. An AI tool might be 

deployed in the real-world with certain assumptions that may not hold true 

anymore or may change with time. In such instances, the changes that are 

made to an AI system should be made transparent for the relevant 

stakeholders. For example, an AI system used to predict house prices may 

not take account of new government regulation increasing taxes on house 

sales resulting in reduced demand and lower prices for houses.  

 

Ideally, the identification of limitations of an AI system should happen earlier 

than the deployment phase in an AI development lifecycle. But many a times 

the problems in an AI system are diagnosed only when they are deployed in 

the real world. This is because there may be differences between the data 

that an AI system is trained on and the kind of data it faces in the real-world 

(Xu et al, 2021; Jameel et al, 2020). In some cases, mistakes are incurred in 

defining the problem and choosing a weak proxy to measure that problem in 

terms of data. In such contexts, the foundations of an AI system are set on 

wrong assumptions.  
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Within AI for education, these limitations were evident in the AI tool used for 

grading A-level students in United Kingdom during the pandemic (Kippin and 

Cairney, 2021; Jackson and Panteli, 2021; Smith, 2020; Muers, 2020). It is a 

typical example of AI gone wrong. From the limitation of the AI-powered 

grading tool it seemed that it was not tested in real world with a sample of 

students before being applied nationwide. This AI-powered grading tool was 

criticized for low accuracy, unfair outcomes and discrimination against 

students from certain backgrounds and certain schools (Kolkman, 2020).  

 

This tool did not necessarily face different data from the one it was trained on, 

but it was built on a questionable assumption that mostly did not hold true in 

the real world. There were some fundamental flaws in the design of the AI tool 

for making predictions about students’ grades. For example, the tool made the 

A-level results of a student dependent on their school’s results in the past 

three years (Kolkman, 2020). This meant that the creators of the tool 

assumed that if students from a particular school have not performed very 

well in the past three years, they are unlikely to perform better this year too. 

There might be nothing wrong with predicting the future based on the past in 

some instances. But this assumption in this particular instance enforced an 

unfair ceiling on students from certain groups by terminating any opportunity 

for them to perform better than their seniors.   

 

There have been many incidents of AI tools malfunctioning in the real-world. 

This is because the data they face after deployment is different from the data 

they were trained on. This phenomenon is known as concept drift (Tsymbal, 

2004; Webb et al, 2016; Lu et al, 2018; Xu et al, 2021; Jameel et al, 2020). 

Even if the bot performs as expected in real-world initially, it may learn 

adversarial examples or be misused which can produce unexpected results. 

For example, Microsoft released a chatbot named Tay with the persona of an 

18-24 year old American woman in 2016. It could have conversations on 

Twitter and learn new things based on that. This autonomous ability to learn 

with no human intervention enabled Tay to learn offensive language, as a 
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result of which it had to be taken down (Neff and Nagy, 2016; Cetinkaya et al, 

2020). 

 

This example shows that the importance of having the right checks and 

balances in the deployment and improvements stage of an AI development 

pipeline should never be underestimated. A review of the rise and fall of facial 

recognition powered AI systems in the real world offers an interesting case 

study to support this claim.  It shows how an optimization of the entire AI 

development process enabled researchers to achieve state of the art 

performances in image recognition (Alom et al, 2019) technology in the labs. 

But, when applied to facial recognition systems in the world beyond the AI 

labs, it underperformed and seems to have unsolvable bias.  
 

2.8.4.1 Facial Recognition   

Computer vision presents one of the most widely adopted use-cases for AI. It 

is being used for diagnosing diseases (Mun et al, 2021; Kobayashi, 2019), 

powering autonomous vehicles (Shreyas et al, 2020; Vinothkhanna, 2020), 

identifying human emotions (Patel et al, 2020; Meeki et al, 2020), tracing 

objects in videos (Zhang et al, 2020; Fan et al, 2020) and generating AI-

powered content (Kollias et al, 2020; Shoshan et al, 2021). The breakthrough 

in computer vision got public attention in 2012 from AlexNet (Krizhevsky et al, 

2012) when it performed significantly better than other AI systems in the 

ImageNet Large-Scale Visual Recognition Challenge. Since then, there have 

been several research breakthroughs and real-world applications of computer 

vision technology (Iandoal et al, 2016; Alom et al, 2018; Hosny et al, 2020). 

One of its most important applications has been in facial recognition systems 

around the globe. 

Big tech companies like Google and Facebook with dedicated AI labs and 

almost no budgetary constraints adopted and deployed these systems at 

scale on their most popular products that are used by hundreds of millions of 

people around the globe (Buckley and Hunter, 2011). It was also adopted at 

government level and deployed in schools around the globe (Parsheera, 

2019; Zhao, 2021; Liu et al, 2021). But, slowly some of the fundamental flaws 
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in such AI systems started to emerge across different applications. Google’s 

facial recognition was caught identifying black people as gorillas (Burrell, 

2016; Kyriakou et al, 2019; Lohr, 2018). Google apologized and confirmed 

that it would fix the problem as soon as possible. Three years down the line, it 

was noted that the company had simply blocked its AI system from identifying 

gorillas rather than fixing the problem (Vincent, 2018). Facebook had to 

apologize as its facial recognition system was labelling black men as primates 

(Demartini et al, 2021). After a few weeks, Facebook announced that it would 

stop using facial recognition on its platform (Meta, 2021). It is important to 

note that Facebook’s chief scientist is a pioneer of image recognition 

technology and for decades has played a very important role in taking this 

field forward. In education, deployment of facial recognition systems inside 

schools have also faced a lot of criticism (Aljazeera, 2021) over privacy 

concerns in countries like India. France and Sweden have already banned the 

adoption of facial recognition in schools (Sunshark, 2021).  

Facial recognition presents a typical example of AI systems going wrong after 

deployment. Hence, it is very important to have checks and balances in place 

to minimize the adverse effects of AI systems if they go wrong in the real-

world. In education, facial recognition has shown promise in authenticating 

learners in online virtual systems (Valera et al, 2015), e-assessment security 

for online assessments (Apampa et al, 2010), identifying boredom, confusion 

or frustration among learners (Dewan et al, 2019) and identifying learners’ 

micro-expressions that may correlate with conceptual learning (Liah et al, 

2014).  

 

With the Covid’19 pandemic and shift to online education, all these 

applications of facial recognition systems in education seem very promising in 

experimentation phase, but their deployment in real-world settings with 

students from different ethnicities, color, race, social backgrounds and 

different mother tongues may pose challenges that have not yet been 

perceived in the labs.  
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2.9 Gaps in the Literature 
  

In the literature review above, a number of gaps pertaining to transparency in 

AI development pipelines for ed-tech products were identified.  

 

Firstly, transparency as an important construct of ethical machine learning 

powered AI has not been widely explored and conceptualized in educational 

contexts. For example, what does it mean for ed-tech companies developing 

AI products to make their development process transparent? What kind of 

transparency is suitable and useful for different stakeholders of AI in 

education such as educators, ed-tech experts and AI practitioners? 

 

Secondly, there are no theoretical and empirical frameworks for enabling 

transparency in AI powered products for educational contexts. There are a 

number of domain agnostic documentation tools covering certain aspects of 

an AI development process, but there are few frameworks covering the entire 

AI development pipeline, especially for educational contexts. 

 

Thirdly, there is very limited work on the role of transparency in understanding 

the gap between digital data collected for machine learning powered AI and 

human experiences. In addition, there is limited research investigating the 

concept of transparency with significant input from stakeholders of AI in 

education to address this gap by highlighting the limitations of collected data 

in an easily understandable manner. 

 

Fourthly, in educational contexts there have been few evaluations of a 

transparency framework for machine learning powered AI by different 

stakeholders like educators, ed-tech experts and AI practitioners. There is 

almost no transparency framework co-designed with the stakeholders of AI in 

education. 

 

This thesis aims to address these gaps by presenting a Transparency Index 

Framework for AI in education that was developed based on a thorough 
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literature review, a case study of developing and deploying an AI-powered ed-

tech tool and interviews with several stakeholders of AI in education. 

 

2.10 AI-powered Ed-tech tool 
 

Ed-tech has been defined in different ways in the literature. Some researchers 

have limited its definition to tools developed for schools and teachers 

(Tondeur et al, 2016; Mangal and Mangal, 2019) while others have 

encompassed tools for various aspects of lifelong learning and professional 

training as well (Wilson, 1997; King, 2002; Cakiroglu and Atabay, 2022). 

Januszewski and Molenda (2013) have defined it as ‘the study and ethical 

practice of facilitating learning and improving performance by creating, using 

and managing appropriate technological processes and resources’.  

 

The AI-powered ed-tech tool developed in phase two of this research study is 

conceptualised as an ed-tech tool, because its purpose was to improve the 

performance of office managers by educating them about the applicants they 

evaluated for the trading roles. The tool was conceptualised as an ed-tech 

tool rather than an autonomous AI tool that would make automated 

predictions or recommendations about hiring or not hiring candidates. Rather, 

the role of the ed-tech tool was to provide office managers with an extra 

dimension of (AI-powered) information during the recruitment process about 

the potential of applicants to perform as traders in future. The office managers 

were expected to use this information from the ed-tech tool along with their 

own judgement to reach a final decision. In essence, the tool was designed to 

“educate” office managers about what good performance looks like in this 

particular context, rather than making a normative judgment of good 

performance and executing this instead of office managers. 

 

As an important design decision, the tool was built with an interface that 

showed the predicted performance measures of candidates so that the office 

managers could see those and learn from them. It also showed confidence 

intervals to office managers so they could take a more informed approach to 
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trust the ed-tech tool’s information to be considered, or to ignore it in their own 

decisions. 

 

The learners of this ed-tech tool were office managers who wanted to learn 

about the applicants for trading jobs, based on the performance and trading 

patterns of the company’s current traders. The traders previously hired used 

to make losses for the financial services company during the first few months 

when they were being trained, and mostly left after the training ended. Based 

on the initial analysis of the data from the project lead, my research team 

showed that the financial services company was not always recruiting the 

most suitable candidates. Hence, office managers wanted to improve the 

quality of recruitment by learning more about what makes an applicant 

perform better in light of the company’s current traders’ performances and 

their personality traits and behaviours.  

 

The ed-tech tool was powered by AI to predict how an applicant may perform 

as a trader in the future. It was modelled using the behavioural patterns and 

trading performance of the company’s current traders and predicted the new 

applicants’ potential as traders based on this historic data. After the 

development of the tool, it was tested with different office managers in 

enhancing office managers’ understanding of successful trader performance 

as well as looking at the extent to which their recruitment performance 

improves with the help of the AI-powered ed-tech tool. 

 

2.11 Conclusion 
 

When taking transparency considerations into account while developing and 

deploying AI systems in the world beyond the lab, it is very important for 

companies and AI practitioners developing AI systems to highlight the 

measures they take to evaluate their AI systems after they have been 

deployed. These measures can be technical, such as how they plan to detect 

and tackle concept drift in the domain of applications or develop an alarm 

system to evaluate the AI system after a certain accuracy threshold is 

reached. If the ed-tech company has done any study or conducted an 
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experiment in a classroom setting to evaluate or validate their AI-powered 

tool, it would be useful to also share the context in which this study was 

conducted so prospective clients of this AI-powered ed-tech product can 

relate to it.  

 

Such transparency measures would be very effective in diagnosing the 

limitations of AI tools before they are deployed in production, leading to more 

robust AI systems. For example, the limitations of facial recognition systems 

by companies like Google and Facebook would have been identified much 

earlier if they had analyzed the distribution of different ethnicities and skin 

colors in the training data of their facial recognition systems. They would have 

noted significantly lesser data points from non-white skin tones (Lohr et al, 

2018). In the next chapter, I cover the importance of such measures and the 

frameworks that can be used in diagnosing the limitations of AI tools in the 

data processing stage. 
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Chapter 3: Phase 2 - Framework Creation: Data 
Processing Stage 

 
3.1 Introduction 

 
After a literature review, the Transparency Index Framework creation was 

inspired by my experience of working with a team of researchers to help a 

financial services ed-tech company utilize AI to learn more about their traders 

and trading behaviors. This work is presented as a case study to highlight the 

importance of transparency and application of various ethical AI frameworks 

on different stages of the AI development process for this AI tool. 

 

The company faced talent-drain as many of their best performing traders left 

after training. Company executives wanted to learn why traders were leaving 

after training and how AI could be utilized to predict and understand which 

traders would leave in the future to enable them to take appropriate steps 

beforehand. To explore this problem further, it was decided to review in detail 

the kind of applicants that were recruited by the company, the recruitment 

process through which they were hired and the kind of training they received 

after hiring.  

 

In the first step, a Minimum Viable Product (MVP) of an AI-powered ed-tech 

tool was developed by my team for this company that had the vision to 

become a leader of AI enabled education technology in the financial sector. 

The company has 12 offices in 6 different locations and were already 

becoming increasingly data driven with optimized processes across all offices 

to collect the most relevant data for the development of AI tools. This work 

involved a team of researchers working on the new initiative that aimed to 

harness AI in recruiting and retaining the best traders, training new hires and 

mentoring the existing traders. All the reports presented in chapters 3, 4 and 5 

were prepared by me during the development of this AI-powered ed-tech tool. 

The financial services ed-tech company’s data was used in the development 

of this MVP ed-tech tool. The tool was to be used by office managers to assist 

their decision making as they act as ‘humans in the loop’ when hiring a 

particular applicant. The role of the ed-tech tool was to enable more informed 
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decisions by office managers by providing them an extra piece of information 

based on AI models, without directly recommending or rejecting candidates. 

The tool was conceptualised as an ed-tech tool to educate office managers 

with an extra piece of information rather than autonomously taking hiring 

decisions.  

 

To enhance the understanding of office managers, confidence intervals for 

predictions (indicating how confident an AI tool is in making a particular 

prediction) were shown to them as ‘humans in the loop’ with a more traditional 

frequentist approach, but such confidence intervals are usually not considered 

enough for ‘humans in the loop’ with limited tech expertise to understand and 

trust the AI systems (Zhang et al, 2020). 

 

As mentioned in section 2.8, there are three overarching questions that need 

to be considered when planning the development of an AI product. These 

questions help in determining how the tool will be used, the types of users 

who will be using the tool and the way that the tool can impact the lives of 

stakeholders. 

 

One of the factors to be considered when strategizing ethical AI development 

for an ed-tech tool is the tech savviness and value systems of the tool’s users 

(Renz and Vladova, 2021) and those who will be impacted by the tool. Ethical 

AI development was the top priority when planning the design and 

development process of the AI tool so the background of people who will be 

using the tool or impacted by the tool was also taken into account. This 

helped in determining the resources and time required to make the AI tool’s 

predictions explainable and interpretable for the stakeholders. For the AI-

powered tool prepared for the education company in financial services, it was 

noted that the office managers who will be using the AI tool’s predictions are 

not tech savvy and considerable work needs to be done in presenting the 

tool’s predictions and explanations using lime (Radecic, 2020) to office 

managers with an easily understandable user interface. Lime is a popular 

python package used to add explainability to machine learning powered AI 

products. This experience of identifying the office managers and users of the 
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AI-powered ed-tech tool as non-technical compared to individuals with a 

strong technical background like AI practitioners and software engineers, or a 

bit of technical background like tech enthusiasts, enabled me to categorize 

different types of users of AI products in terms of their tech savviness. This 

work was done a priori by another member of my team, but it informed my 

work on the categorization of stakeholders in the Transparency Index 

Framework. It showed that these different types of users of AI products have 

different requirements for transparency. A tool’s predictions might be 

considered fully transparent for an AI practitioner but can be a complete 

black-box for an end-user with no technical background.  

 

The first step to follow the completion of the data collection process was 

dimension reduction to identify four different behaviours that encompassed 

83.5% of the variance in nineteen different features with respect to trading 

behaviour. Traders were divided into four clusters based on these four 

behavioural dimensions:  

 

• Activity of the trader on the trading system,  

• Volume and held positions,  

• Volatility vs liquid market preferences,  

• Diverse vs complex trading.  

The performance of traders was then associated with different clusters and 

each cluster was ranked according to traders’ performance (Kent et al, 2021). 

The clusters acted as ‘learning affordances for humans’ (Kent et al, 2021) and 

enhanced the understanding of domain experts like office managers on 

different traders’ behaviours and their association with performance. Based on 

this work, I further explored which traders from which cluster are more likely to 

leave the company.  

 

In the next phase, more trading data was received on the actual trades that 

had been placed by each trader. This included information such as each 

trade’s volume, product name, the type of order, month of the order and 

whether it was a child order or not etc. Based on this new data, five 
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behavioural dimensions were identified (including some from previous phase) 

and traders were divided into clusters according to their trading behaviours. 

 

Movement of traders between clusters was also analysed and significant 

behaviours that contributed to this movement were identified. T-tests were 

used to identify the features that played an important role in cluster 

movement. One of the goals of this wider project was also to develop a tool 

later for training the traders to help them in becoming better traders and to 

improve their performance. Change in cluster would be a very important 

indicator to evaluate the effectiveness of the AI-powered training tool as 

movement towards a higher performance cluster would mean that the training 

tool is effective in improving trader’s performance.  

 

Based on the initial inferential analysis, I found that the initial cluster (when 

traders joined the company) of traders is a significant indicator of a trader’s 

performance and may indicate when they will potentially leave the company 

(leaving is considered a loss for the company because company spends 

significant amount of resources in training traders, initially traders usually 

make losses when they join the company and if they leave after a few months 

when their performance improves, it’s considered a loss for the company). 

 

During the recruitment of traders, the financial services company collected 

data from five different recruitment stages including application forms, 

questionnaires, math tests, videos submitted by candidates and assessment 

days that included a face-to-face interview. Additionally, for the AI tool 

applicants were requested to fill in personality and cognitive questionnaires 

during their application. Based on this data, each candidate was assigned to 

one of the four clusters according to the four behavioural dimensions 

described in this section above.  

 

As a researcher, it was very important for me to get a thorough understanding 

of the context in which the tool would be deployed. There was an initial study 

of how traders traded, what constitutes a good trader, their training and the 

impact of that training. Twenty-eight different features of current traders were 
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evaluated through personality and cognitive tests. These were then mapped 

with current traders’ trading behaviours and performance. These personality 

and cognitive tests would also be completed by new applicants, and they 

would be allocated to one of the clusters accordingly. This work was 

completed by the project lead before I joined the research team, but I was 

responsible for documenting the entire process with reflections on what has 

been learned and what can be improved in future iterations. These reflections 

and improvements suggested in the documentation became a part of the 

datasheets shown later in this chapter. 

 

It is also important to note that the company had data being generated from 

six different locations (UK, Russia, Poland, China, India and Spain) that have 

different cultures, traditions, beliefs and attitudes towards risk. These 

differences may be reflected on their trading behaviours. The ed-etch tool was 

to be deployed across all six locations to empower the office managers across 

all offices. Some locations like Poland and United Kingdom have a lot more 

traders than China or India. This means that the ML models were mostly 

trained on Polish and English traders’ data. The location data was not 

explicitly added as a feature in the model, as this could increase the bias in 

favour of the traders who exhibit behaviours that are similar to traders in these 

two locations.  

 
3.2 Documenting the Dataset  
 

The performance of AI-powered products is usually attributed with the quality 

of data that goes into them (Abedjan, 2022). ‘Garbage in, garbage out’ is a 

commonly used term to reflect on the importance of data in determining the 

performance of AI tools (Kilkenny and Robinson, 2018). Data plays a 

fundamental role in determining the performance of AI products (Martens, 

2018; Sambasivan et al, 2021). Many times, the limitations and biases of an 

AI system that appear in the machine learning modelling and deployment 

stages are attributed to the decisions taken and assumptions made in the 

data processing stage. Hence, transparency of all the decisions taken, 
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assumptions made and tools used in this stage of the AI development process 

is very important. 

 

Considering the importance of data in developing impactful AI products, 

several frameworks and toolkits have been proposed by academics and 

companies developing AI products to specifically address the ethical concerns 

of AI in the data collection and processing stage. 

 

The canonical architecture of the AI tool development process in figure 7 

shows the sub-components of the AI tool development process: data 

collection, processing and analytics. They can be the most time consuming 

and resource intensive processes in the entire AI tool development pipeline 

(Tae et al, 2019). According to some researchers, this can also be the most 

challenging part of AI development (Chen et al, 2011; Gitelman et al, 2013).  

 

In education this becomes even more difficult because before starting the 

data collection process, AI practitioners within educational contexts need to 

choose proxies for measuring the problem at hand like evaluating students 

learning outcomes (Skrbinjek and Dermol, 2019; Roberts, 2010) or validating 

the effects of different pedagogical approaches (Toetenel and Rienties, 2016; 

Segalas et al, 2010). 

 

Gebru et al (2019) have introduced datasheets for datasets to document the 

strengths and weaknesses of data used for building AI products. It aims to 

bridge the gap between data creators and data consumers by documenting 

the ‘motivation, composition, collection process and recommended uses’ of 

the datasets (Gebru et al, 2019). It offers one of the most comprehensive 

frameworks for documenting different aspects of the data cannon from figure 

7 in the AI tool development process. The authors of this research also 

confirm that the different components of datasheets are not set in stone but 

they ‘expect that datasheets will vary depending on factors such as the 

domain or existing organizational infrastructure and workflows’. For example, 

Bender and Friedman (2018), have presented a similar framework to 

datasheets for Natural Language Processing (NLP) problems. 
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A datasheet was also prepared for the data used in prototyping and 

developing the AI-powered ed-tech tool for the financial services company. It 

covered the documentation of data collection, data processing and data 

analytics that was followed in developing this tool. It also showed the details 

of how the dataset was collected, composed, processed and maintained, and 

the ethical considerations that were taken into account in preparing the 

dataset. 

 

3.2.1 Datasheet for the AI-powered Tool 
 

The purpose of this document was to serve as a data manual for the training 

data that was used to train the AI-powered ed-tech tool’s models. It provides 

the details of the data that was already collected, along with its strengths and 

weaknesses. 

 

It is important to note that I only had 140 traders’ data to train the recruitment 

tool’s models. These traders had been with the company for at least nine 

months. Hence, the data collected is specific to their context and work culture. 

Data from a large number of traders plus multi-modal data would have helped 

to improve the ed-tech tool’s models and would be acquired in the future, at 

which point, in those more advanced stages, this specification would be 

updated. 

 
3.2.1.1 Motivation for Dataset Creation: 

  

• Why was the dataset created? (e.g., were there specific tasks in mind, 

or a specific gap that needed to be filled?)  

o This dataset was specifically created for this Machine Learning 

tool, keeping in mind how this data would be used. Extensive 

literature review was conducted before choosing each category 

of features for data collection.  Table 30 in appendix 1 provides 

the references to different academic research papers and 
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articles that provided inspiration to use these features for data 

collection. 

 

• What (other) tasks could the dataset be used for? Are there obvious 

tasks for which it should not be used?  

o It should not be used for any domain other than Human 

Resources or in any sector other than trading. It should 

specifically be used in this company’s context of futures trading. 

The decision to collect this data was based on a thorough 

literature review of the relationship between traders’ 

performance and their personality and cognitive traits.  This 

literature review was based on this company’s context. As the 

work culture of companies, even within the same sector like 

finance can vary significantly, other companies interested in 

using any models trained on this data, would be advised about 

contextualizing it to their needs. 

 

• Has the dataset been used for any tasks already? If so, where are the 

results so others can compare?  

o Yes, it has been used during the project for predicting traders’ 

profit and loss, contribution per lot, performance bonus, hard 

stop counts and clusters (behavioural indicator). Except for 

clusters, different performance variables are used for routine 

evaluations of traders. Table 2 illustrates the prediction 

categories and classes within each category used for prediction.   

 

• Who funded the creation of the dataset?  

o Dataset was funded and collected by the financial services 

company who envisioned to become a leader in ed-tech within 

their domain. They also funded the translations for different 

offices across the globe. 

 

3.2.1.2 Dataset Composition  
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• What are the instances? Are there multiple types of instances?  

o It is a survey form that was filled by individual traders and 

candidates who applied for traders’ job opening at the 

company. 

o It also includes traders’ trading data like profit or loss, 

contribution to the company, hard stop counts, performance 

bonus and cluster they are in. 

 

• What data does each instance consist of? “Raw” data (e.g., 

unprocessed text or images)? Features/attributes? Is there a 

label/target associated with instances? If the instances are related to 

people, are subpopulations identified (e.g., by age, gender, etc.) and 

what is their distribution?  

o Data consists of 28 features and 5 labels that are predicted. In 

total, there are 140 data instances, each representing a 

separate trader. 

o Those 28 features were selected from a longer list of features 

using statistical feature selection methods, applied on English 

speaking traders’ responses. The shorter list was then 

translated to Polish, Russian and Chinese languages and 

forwarded to traders with these native languages. Informed 

consent was taken from traders and the data was 

pseudonymised so no individual could be identified from the 

data. The informed consent form used by the financial 

services company for collecting this data is given in Appendix 

4. I accessed this data in a secondary data form. 

o For the training set, I did have access to sensitive variables 

such as age, gender and office location, for the purpose of 

validation and identification of biases. The details of these 

sensitive features is given in the figures 13a-e below, but they 

were not used for the ML modelling. All the data was 

pseudonymised before being shared with me so no individual 

could be identified. 
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o Most of data is collected in the form of a Likert scale.   

o The distribution of age, gender, location, trading experience 

and degree category are given in the figures 13a - e below. 

 

• Is everything included or does the data rely on external resources? 

o Data does not rely on external sources, in terms of collection. 

o The content of questionnaires was prepared and validated by 

academics in the context of different research studies. Table 

30 in appendix 1 provides the list of references used. It 

provides the description of different features that were used 

for dividing traders into clusters based on their personality. 

After filling in the consent form, a personality survey was filled 

by traders to identify certain personality traits that may have 

correlation with their performance as traders in future.  

o The details of different features used in personality surveys 

are given in appendix 1. 
 
 

• Are there recommended data splits or evaluation measures? (e.g., 

training, development, testing; accuracy/AUC)  

o We used ten-fold cross validation for optimal results.  

 

• Any other comments? 

o This data consists of data from traders who have been live trading 

in the company for at least nine months.  Based on domain 

experts’ views it was assumed that traders’ performance 

stabilises after nine months, which makes it more likely to be 

predicted. This makes this data best suited for predictions in this 

company’s context. 

o Different types of survey questions were used to collect the data 

about the behavioral traits of traders. These questionnaires were 

designed after a thorough literature review shown in appendix 1. 

The details of these surveys are given in appendix 2 and some 

sample questions are given in table 1 and figures 10 and 11 below: 
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Table 1: Sample survey question 

 1 = not at 
all true 

2  = 
barely 
true 

3 = 
somewhat 

true 

4 = completely 
true 

When solving my own problems 
other people's advice can be helpful.     

I try to talk and explain my stress in 
order to get feedback from my 

friends. 
    

Information I get from others has 
often helped me deal with my 

problems. 
    

I can usually identify people who can 
help me develop my own solutions 

to problems. 
    

I ask others what they would do in 
my situation.     

Talking to others can be really useful 
because it provides another 
perspective on the problem. 

    

Before getting messed up with a 
problem I'll call a friend to talk about 

it. 
    

When I am in trouble I can usually 
work out something with the help of 

others. 
    

 
 

 
Figure 10 (above): Sample survey question 2: What is the probability that you will 

keep your permanent address in the same state during the next 5 years? 

 
 

Problem 
You have been asked to give a toast at your friend’s wedding. You have worked for hours 
on this one story about you and your friend taking drivers’ education, but you still have 
some work to do on it. Then you realize that you could finish writing the speech faster if 
you start over and tell the funnier story about the dance lessons you took together.  
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Would you be more likely to finish the toast about driving or rewrite it to be about 
dancing? 

1 2 3 4 5 6 
Most likely 
to write 
about 
driving 

… Most likely 
to write 
about 
dancing 

Figure 11 (above): Sample survey question 3 
 

o Distribution of scores for each feature across the training data 

were also noted in the datasheet. This distribution gave an 

overview of the different values for each feature in the raw data 

that was collected. Figure 12 shows distribution of some sample 

features that were used in the training data. Appendix 3 shows 

the distribution all 28 features that were used. 
 
 
 

 
 

 
Figure 12: Distribution of scores for each feature used in training data 

 
 

3.2.1.3 Data Collection Process  
 

Sc
or

e 
Sc

or
e 
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• How was the data collected?  

o Data was collected by circulating a survey form among the 

participants (traders) who were also the employees of the company 

that was collecting the data. Data was pseudonymised and 

mnemonics were used to identify different instances. Traders 

provided the data voluntarily, with no external reward and signed 

the consent form shown in appendix 4. 

 

• Who was involved in the data collection process?  

o In the data collection process, the company’s new project team, HR 

team, and office managers across different offices were involved. 

 

• Over what timeframe was the data collected? Does the collection 

timeframe match the creation timeframe?  

o It was collected over a span of three months. Labels data was 

collected over a span of three years: 2017, 2018 and 2019. 

 

• How was the data associated with each instance acquired? Was the data 

directly observable (e.g., raw text, movie ratings), reported by subjects 

(e.g., survey responses), or indirectly inferred/derived from other data 

(e.g., part of speech tags; model-based guesses for age or language)? If 

the latter two, were they validated/verified and if so how?  

o Data was reported by subjects (self-reported) and was not 

validated/verified. I did account for some outliers and some missing 

values but there were no consistency checks to double-check if the 

traders would again fill the questionnaires with similar answers. The 

surveys themselves were already validated by the time they were 

used by the company. 

 

• Is there information missing from the dataset and why? (this does not 

include intentionally dropped instances; it might include, e.g., redacted 

text, withheld documents). Is this data missing because it was 

unavailable?  
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o There is no information missing from the dataset as such. From 

around 500 traders, only 140 traders’ data was used because we 

did not have more traders’ data that have been with the company 

for more than 9 months.  

 

• Are there any known errors, sources of noise, or redundancies in the 

data?  

o There are some known deficiencies in the dataset in terms of under 

representation of certain groups of people. The figures below 

highlight the distribution of different sensitive variables across the 

training dataset. The purpose of these figures is to show the 

potential biases that may exist in models’ predictions due to these 

class distributions. The distribution of dataset with respect to Age, 

Gender, Location, Degree Category and Trading Experience is 

given in figures 13a to 13e below 

 

 

 
Figure 13a: Gender distribution in the training data of prediction models 

 

 

 

98%
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Fig 13b: The company has offices in different cities around the globe. Figure 

above illustrates each location’s distribution in the training data of prediction 

models 

 

 
 

Fig 13c: Distribution of the experience of traders (in months) in the training data 
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Fig 13d: Distribution of the categories of degrees obtained by traders in the 

training data  

 

 

 

 

 
 

Fig 13e (above): Age distribution of traders in the training data of prediction 

models 

 

3.2.1.4 Data Pre-processing:  
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• What pre-processing/cleaning was done? (e.g., discretization or bucketing, 

tokenization, part-of-speech tagging, SIFT feature extraction, removal of 

instances, processing of missing values, etc.)  

o The 28 constructs were collected based on literature review as 

described in the survey in Appendix 1, then the resulting scores 

were normalised to a scale of 0 to 1. Some of the models used the 

normalised data, while for other models non-normalised data was 

used as it performed better as shown in the model evaluation report 

in the next chapter. Records in which the responder did not fully 

filled the survey, or where their mnemonics could not have been 

linked to performance indicators were omitted from the analysis. 

o To perform classification, labels were divided into different classes 

based on the domain experts’ preferences and number of instances 

in each class. Table 2 illustrates the classes within each label. 

 

Table 2: Recruitment tool’s prediction categories and classes for candidates 

Index 
Prediction 
Category 

Prediction Classes 

1 

Performance 

Profit and Loss 

(P and L) 

Class 1 <= 

5000 
Class 2 > 5000 

2 
Contribution 

Per Lot 

Class 1 

<= £0.1 

Class 2 

<=£0.25 

Class 3 

>£0.25 

3 
Performance 

Bonus 

Class 1 

<=£500 
Class 2 >£500 

4 
Hard Stop 

Counts 
Class 1 = 0 Class 2: >0 

5 Behaviour Clusters 

Class 1 

= 

Cluster 

1 

Class 2 = 

Cluster 2 

Class 3 = 

Cluster 3 

or Cluster 

4 
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• Was the “raw” data saved in addition to the pre-processed/cleaned data? 

(e.g., to support unanticipated future uses)  

o Yes, the raw data is saved securely under the company’s 

guidelines. 

 

• Does this dataset collection/processing procedure achieve the motivation 

for creating the dataset stated in the first section of this datasheet?  

o Yes. 

 

3.2.1.5 Dataset Maintenance 
 

• Who is supporting/hosting/maintaining the dataset?  

o The financial services company who owns the data.  

 

• Will the dataset be updated? How often and by whom?  

o The dataset may be updated, as new traders reach the threshold of 

nine months of live trading.  

 

• If others want to extend/augment/build on this dataset, is there a 

mechanism for them to do so? If so, is there a process for 

tracking/assessing the quality of those contributions. What is the process 

for communicating/distributing these contributions to users?  

o The data is planned to be updated annually. There is no such 

process in place yet, as the data is being updated for the first time 

this year.  The company plans to develop such a process. 

o This document (datasheet) would track how often the data is 

updated and what changes are made periodically to the data. 

 
3.2.1.6 Legal & Ethical Considerations:  

 

• If the dataset relates to people (e.g., their attributes) or was generated by 

people, were they informed about the data collection?  

o Yes. 
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• If it relates to people, were they told what the dataset would be used for 

and did they consent? If consent was obtained, how? Were the people 

provided with any mechanism to revoke their consent in the future or for 

certain uses?  

o Yes, they were told what this data will be used for and they signed 

the consent form. They could contact the company’s HR to get all 

their data removed. 

 

• If it relates to people, could this dataset expose people to harm or legal 

action?  

o I do not believe so, these are self-reported statements about 

personality tendencies and their tendency to be subjected to 

cognitive biases. The data collected by the traders is being used 

solely for training the prediction models to aid in the hiring process.  

 

• If it relates to people, does it unfairly advantage or disadvantage a 

particular social group? In what ways? How was this mitigated?  

o Yes, this data has under representation of certain groups based on 

gender, age group and geographic location, as shown in figures 

13a to 13e above. Some of the features are not evenly distributed 

between different groups, which is reported in this report. These 

biases are reported thoroughly, and are advised to be taken into 

consideration when making decisions based on these prediction 

models. 

 

• If it relates to people, were they provided with privacy guarantees? If so, 

what guarantees and how are these ensured?  

o They are provided guarantees according to General Data Protection 

Regulation (GDPR). 

 

• Does the dataset comply with the EU General Data Protection Regulation 

(GDPR)? Does it comply with any other standards, such as the US Equal 

Employment Opportunity Act?  
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o Yes, this data complies with GDPR. 

 

• Does the dataset contain information that might be considered sensitive or 

confidential? (e.g., personally identifying information)  

o Yes, and the dataset has been pseudonymized with mnemonics 

before being shared with my research team. 

o The trading data was stored on the company’s servers and was 

accessed by the research team by logging into the remote pc of the 

company.   

• Does the dataset contain information that might be considered 

inappropriate or offensive?  

o No. 

 

Zliobaite and Custers (2016) have highlighted the importance of collecting 

sensitive personal data to avoid discrimination in decision making models. 

This data on sensitive variables helps in determining the context in which the 

tool should be used and when it should be avoided. Lack of representation 

from users belonging to certain groups according to gender, race, religion or 

demographics is one of the major reasons for bias in AI systems (Avellan et 

al, 2020). If AI practitioners do not take account of these sensitive variables 

during the data collection and data processing steps, it will be difficult to know 

what the data lacks, which types of users should avoid using this AI tool or 

how these limitations of the data can be shown to users through the user 

interface.  

 

Figures 13a to 13e show the distribution of different sensitive variables like 

gender, age, location, degree category and the trading experience of the 

traders in the training data that was used to build the AI-powered recruitment 

tool for the financial services company. The pie chart in Fig 13a shows the 

underrepresentation of females in the training data where 98% of data is 

derived from male traders. This means that the AI tool may not perform very 

well when presented with female candidates and is potentially biased against 

them. Hence, it is very important to show this deficiency in the data, and the 
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AI tool, to the recruitment manager who is using it. Similarly, candidates 

represented in the training data are mostly between twenty and thirty years 

old (79%) which means anyone beyond this age group is less likely to receive 

correct predictions from the AI tool. 

 

The datasheet also took account of the detailed description of each behavioral 

feature that was used for clustering the traders into different groups. Table 30 

in appendix 1 illustrates the research-based approach that was used in 

identifying the behavioral traits relevant to trading. All 28 features were 

chosen after a thorough literature review and with consultation from domain 

experts. This aspect of the datasheet is crucial for making the data processing 

stage in the AI tool development process transparent and interpretable for 

third parties, like end-users. It provides the crux of training data, highlighting 

which features are chosen, and why.  

 

Additionally, the datasheet also gives an overview of the predictions made by 

the AI tool’s machine learning models. It shows the five different types of 

predictions made by the tool regarding traders’ performance and behavior. It 

shows the classification of different classes for each prediction category and 

the thresholds for each class within a particular category. Table 2 highlights 

the prediction categories and classes within each category that were 

predicted by the recruitment tool. 

 

The datasheet that was prepared for the AI-powered tool provides a thorough 

overview of the data cannon in figure 7. It shows how the training dataset for 

the AI tool was prepared, why this particular dataset was used, which 

performance and behavioral categories were being predicted from this 

dataset, the distribution of sensitive variables in the dataset, the distribution of 

different features in the collected data and the potential bias in some features 

with respect to gender and location. All these factors are crucial for the 

transparency of AI development pipelines. Datasheet is therefore added as a 

requirement in the Transparency Index Framework. 
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The datasheet was added as a requirement for the data processing stage in 

the Transparency Index Framework because it provides very useful 

information about how and why a particular dataset was curated. But to make 

this information useful for end-users like educators, ed-tech experts and AI 

practitioners working on ed-tech products, some additional measures need to 

be taken. To take account of the specific needs of end-users in educational 

contexts, datasheet in the Transparency Index Framework was wrapped 

around requirements like explicitly indicating the biases that exist in the 

dataset and the impact they can have on the tool’s predictions.  

 

One major addition to the structure of the datasheet in the Transparency 

Index Framework was the assumptions made while collecting and curating the 

datasets. These assumptions are particularly important in educational 

contexts where mostly proxies are used to measure learning outcomes and 

progress, pedagogical efficacy and drop out predictions. Documenting these 

assumptions plays a very important role in their identification and validation. 

Next section discusses the process that was followed in testing one of the 

most important assumptions based on which the relevant data was collected, 

and AI tool was built. 
 

3.3 Testing the Assumptions 
 
The design of any AI tool is bound to be influenced by some assumptions. 

The assumptions on which AI practitioners envision the tool’s performance 

and the assumptions of business leaders as they envision the AI tool’s impact 

and its business value, for example. In education, proxies have been 

commonly used to measure different learning outcomes and evaluate various 

pedagogies as discussed in chapter 2. Even simple use cases in education 

like predicting grades in assessments for learners are based on assumptions 

that a particular assessment accurately reflects on a student’s learning based 

on his/her context (Dunn et al, 2009; Luckin et al, 2017).   

 

When developing AI-powered products in education, as many assumptions as 

possible should be tested through experimentation, validated by domain 

experts like educators and noted and referred to during the deployment and 

file:///C:/Users/ali/Documents/PhD/Thesis/assumptions
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iterative improvements stage. Testing the assumption can play a very 

important role in identifying the ‘unknown algorithmic biases’ (Baker and 

Hawn, 2021) in AI systems or what researchers call ‘unknown unknowns’ in AI 

systems (Dietterich, 2017; Zhao et al, 2021; Luusua and Yippoli, 2020). 

Domain experts like educators, ed-tech experts, learners and sometimes 

parents can be a great resource to validate the assumptions made in the AI 

development process (Molenaar, I., 2022).  

 

In prototyping the AI-powered ed-tech tool for the financial services company, 

domain experts (senior traders and office managers with more than ten years 

of experience) believed that the new traders’ performance has a lot of 

variability in the first few months but stabilized after nine months. Hence, after 

nine months it is usually clear to office managers how good a particular recruit 

was. This was a very important assumption because it could have a huge 

impact on the data available for training the AI models. It was decided to test 

this assumption to make sure that the data that was being used to train the 

models was fit for this purpose. Nine Month Analysis Report below shows how 

I conducted the exploratory and statistical analysis to test if traders’ 

performance actually stabilizes after nine months, as assumed by office 

managers. 

 

3.3.1 Nine Month Analysis Report 
 
3.3.1.1 Monthly Traders’ Performance  

The AI-powered ed-tech tool we developed educated office managers 

regarding four different indicators of applicants’ future trading performance:  

• Profit and Loss after Rebates  

• Contribution Per Lot  

• Hard Stop Counts  

• Performance Bonus  

For the predictions of the above indicators, we are using data of traders who 

have been with the company for at least ten months, based on the 

assumption that traders’ behaviour and performance is generally being 
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stabilized after nine months. The purpose of this analysis is to explore the 

hypothesis that the company’s traders performance stabilizes at some point in 

their learning curve. Currently, based on the data we are using for predictions, 

we would expect the traders’ performance to stabilize after nine months. But, 

this is an assumption that is tested in this report.  

This is a very important assumption to validate for the transparency of the AI 

development process because it directly affects the quantity and quality of 

data we can use to train the machine learning models for the AI-powered ed-

tech tool. This can in turn impact the performance of the AI tool after 

deployment. 

3.3.1.2 Exploratory Analysis  
 

For analysing traders' performance before and after 9 months of them joining 

the company, I had data of 531 traders in total. This data was from 2017 and 

2018 so I shortlisted the traders for whom we had at least three months of 

data within the first nine months of them joining the company. After this 

filtering, we had data of 89 traders.  

 

Figures 14a, 14b, 14c and 14d below show the plots for exploratory analysis 

of different performance indicators. Different coloured lines in the charts below 

show different traders’ data.  
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Figure 14a (above): Traders’ P & L after rebates 

 

 

Months Live  

Fig 14b (above): Traders’ Contribution per Lot 
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Months Live  

Fig 14c (above): Traders’ Hard Stop Counts 

 

Fig 14d (above): Traders’ Performance Bonus 
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Table 3: Exploratory Analysis of traders’ performance 

Performance 
Indicator Exploratory Analysis 

Profit and 
Loss 

We cannot conclude that traders’ profit and loss after rebates 

becomes relatively stable after nine months of them joining the 

company (figure 14a above). It actually looks from the chart that the 

fluctuations are increasing with time.  

Contributed 
Per Lot 

We cannot conclude that traders’ contribution to the company per lot 

becomes relatively stable after nine months of them joining the 

company (figure 14b above).  

Hard Stops 
Count 

Variations in traders’ Hard Stop counts seems to reduce after 14 

months of their joining the company (figure 14c above). In this figure, 

the number of traders is the same as in other performance indicators, 

but the values for most months for most traders are zero.  

Performance 
Bonus 

We cannot conclude that traders’ performance bonus becomes 

relatively stable after nine months of them joining the company 

(figure 14d above). In this figure, the number of traders is the same 

as in other performance indicators, but the values for most months 

for most traders are zero.  

From the above visualizations, based on exploratory analysis we cannot 

conclude that traders’ performance becomes stable after nine months or 

one year of them joining the company. It seems that variation in traders’ 

performance continues within at least the first two years of their trading 

careers. This might be because their performance is also dependent on 

external factors that influence the markets they are trading. Variation in 

Hard Stop counts seems to reduce after fourteen months, but with limited 

examples we cannot make this conclusion with certainty.  

3.3.1.3 Statistical Analysis  

From the above exploratory analysis I could not draw any conclusions 

regarding the variations in traders’ performance with certainty. Hence, I 

resorted to statistical analysis to test the stationarity of time-series data. Our 



 112 

time series will be considered stationary if its statistical properties do not 

change with time. In other words, it has constant mean and variance, and 

covariance is independent of time. If our time series are stationary, they 

probably will not converge.  

Augmented Dickey-Fuller Tests were used to test the stationarity of time-

series data for all indicators of traders’ performance. The p values and ADF 

statistic for each indicator are shown in table 4:  

Table 4: Augmented Dickey-Fuller Test results for performance indicators 

Performance 
Indicator Augmented Dickey-Fuller Test Results Analysis 

Profit and Loss P < 0.01, (5.18 e^-13), ADF Statistics: -8.258 
Contributed  Per 
Lot P < 0.01, (0.00), ADF Statistics: -27.154 

Hard Stops Count P < 0.01, (1.20 e^-24), ADF Statistics: -13.181 
Bonus  P < 0.01, (1.43 e^-8), ADF Statistics: -6.46 

From the p values and ADF statistic shown in table 4, we can reject the null 

hypothesis and conclude that the time series data is stationary and non-

stochastic. This means the performance indicators’ data can be modelled and 

is eligible for predictions, but on the other hand, it would be less useful for 

convergence. The data does not vary randomly with time and there seems to 

be no time-dependent structure in our data which can enable us to make 

useful predictions about traders’ performance in future.  

3.3.1.4 Auto Correlation Plots  

The auto correlation plots were used to confirm that the data was not random 

and could be utilized for predictions. Auto correlation is the similarity between 

different observations as a function of time lag between them. It is a 

representation of the degree of similarity between a given time series and a 

lagged/later version of itself. We plotted autocorrelation coefficients with 

different lag values for each performance indicator and analysed them.  

Ideally, we want a high autocorrelation between adjacent and near adjacent 

observations. For our time series data to be suitable for predictions, we 
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expect higher autocorrelation coefficient values for smaller lags (in months) 

and lower autocorrelation coefficient values for larger lags. It is important to 

note that the autocorrelation plots tell us if the data can be used for time 

series predictions of traders’ performance, although for our AI tool, I am not 

making time series predictions. It needs to be documented and taken into 

account to ensure transparency for the team working on this tool.  

The charts in figure 15a, 15b and 15c below show the correlograms for 

different performance indicators. These charts illustrate four sample traders’ 

data for each performance indicator, but to draw conclusions in table 5, I 

evaluated all traders’ figures for each performance indicator. In these figures 

below, x-axis shows different lag lengths in trading months and y-axis plots 

the auto correlation coefficients.  

 
Figure 15a (above): Auto Correlation plots Contribution Per Lot 
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Fig 15b (above): Auto Correlation plots for Hard Stop Counts 

          
Fig 15c (above): Auto Correlation plots for Profit and Loss after rebates 

 
 

Table 5 (below): Auto Correlation Plot Analysis 

Performance 
Indicator  Auto correlation Plots Analysis 

Profit and 
Loss  

For P & L I observed higher autocorrelation coefficients for smaller 

lags and vice versa. It shows that auto correlation is high between 
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adjacent and near-adjacent values. This means P & L time series 

data in fig 15c above will be effective for predicting candidates’ P & L.  

 
Contributed 
Per Lot  

For Contribution per lot in fig 15a, I could not observe similar patterns 

as P & L among autocorrelation coefficients and lags. In some 

months, I saw a high auto correlation value but that can be attributed 

to randomness. This means Contribution per lot data may not be very 

useful for making predictions out of time series analysis.  

Hard Stops 
Count  

For hard stop counts, I observed higher autocorrelation coefficients 

for smaller lags and vice versa in fig 15b above. This means hard 

stop counts time series data will be effective for predicting candidates 

hard stop counts. Though it is not as effective as P and L data 

because auto correlation between adjacent observations is less high.  

Performance 
Bonus  

For Performance Bonus, a vast majority of traders had values equal 

to 0 for almost every month, which makes the variance in data 

negligible. With no variance in data, autocorrelation coefficients 

cannot be calculated. Hence, I did not have autocorrelation plots for 

performance bonus. 

 

3.3.1.5 Consecutive Month Differences  

I also plotted the differences between consecutive months for each trader’s 

performance to analyse if the differences between traders’ performance are 

increasing or decreasing with time. For traders’ performance to be stable after 

a certain month, I would expect the plot values to rotate near zero after some 

point. These figures 16a, 16b, 16c and 16d below illustrate four sample 

traders’ data for each performance indicator, but to draw conclusions in table 

6, I evaluated all traders’ figures below for each performance indicator. In 

these figures below, x-axis shows the month values and y-axis plots the 

difference between consecutive months in dollars.  
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Figure 16a (above): Profit and Loss monthly difference ($ on y-axis) 

 
 
 

 

Fig 16b (above): Hard Stop Count monthly differences (counts on y-axis) 
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Fig 16c (above): Contribution per lot monthly differences ($ on y-axis) 

 

Fig 16d (above): Performance Bonus Monthly Differences ($ on y-axis) 

 
Table 6: Consecutive Month Differences Analysis for Performance Indicators 

Performance 
Indicator Monthly Differences Analysis 

$ 

$ 

$ 

$ 
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Profit and Loss 

From the monthly differences analysis for traders’ P & L, I cannot 

identify a month after which traders’ P & L performance stabilizes. 

However, at least for some of the traders, it looks like they become 

less stabilized with time. 

Contribution Per 
Lot 

From the monthly differences analysis for traders’ Contribution Per 

Lot, I cannot identify a month after which traders’ Contribution Per 

Lot performance stabilizes. However, at least for some of the traders, 

it looks like they become less stabilized with time. 

Hard Stops Count 

From the monthly differences analysis for traders’ hard stop counts, I 

cannot identify a month after which traders’ hard stop counts 

performance stabilizes. In general, quite a few traders did not have 

any breaches so no difference at all. 

Performance 
Bonus  

From the monthly differences analysis for traders Performance 

Bonus, I cannot identify a month after which traders’ Performance 

Bonus stabilizes. In general, quite a few traders did not have any 

bonus so no difference at all. 

 

From the monthly differences analysis, I cannot identify any month for any of 

the four performance indicators after which we can expect the traders’ 

performance to stabilize. 

 

3.3.1.6 Summary Statistics  
 

From the above analysis, we have established that the time series data is 

stationary. But I have not identified a month after which traders’ performance 

stabilizes. For each performance indicator, ideally I need to find a month after 

which we expect the variation in traders’ performance to reduce. To identify 

this particular month, among the (mostly) 24 months data that was available, I 

compared the variation in traders’ performance before and after any particular 

month. Levene Tests were used to compare the variance in traders’ 

performance before and after each month. 
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Table 7: Levene Test results for performance indicators 

Performance 
Indicator Levene Test Results Analysis 

Profit and Loss 

From the exploratory analysis of the results of Levene tests for 

each month and each trader, variance was significantly different 

before and after 11th month for most traders, using the 

significance level of 0.05. The variance in profit and loss increases 

after 11 months of their joining the company. 

Contributed Per Lot 

From the exploratory analysis of the results of Levene tests for 

each month and each trader, variance was significantly different 

before and after 9th and 10th month for most traders, using the 

significance level of 0.05. The variance in contribution per lot 

increases after 9 months of their joining the company. 

Hard Stops Count 

For Hard Stops Counts, from exploratory analysis of the results of 

Levene tests for each month and each trader, I could not reject 

the null hypothesis with a significance level of 0.05 or lower. 

Hence, no month could be identified after which we expect the 

hard stop count for traders to stabilize. 

Performance Bonus  

For Performance Bonus, from exploratory analysis of the results of 

Levene tests for each month and each trader, I could not reject 

the null hypothesis with a significance level of 0.05% or lower. 

Hence, no month could be identified after which we expect the 

hard stop count for traders to stabilize. 

 
Based on Levene Tests, for two performance indicators (profit and loss after 

rebates, contribution per lot) I have identified the months after which I can 

compare the AI tool’s predictions with the applicant’s actual performance. This 

is a very important insight to take into account when evaluating the 

performance of the AI tool and hence needs to be documented in a 

transparent manner for re-consideration after the AI tool has been deployed. 

 
3.4 Conclusion  

In this report, firstly exploratory analysis was conducted by plotting and 

analysing traders’ performance. The Augmented Dickey-Fuller test and auto 
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correlation plots (correlograms) were used to confirm if the data is stationary 

and suitable for time series and other predictions. Then monthly differences 

plots and Levene tests were used to identity a particular month after which we 

can expect traders’ performance to stabilize. This would enable me to 

compare the AI tool’s predictions with applicant’s performance after they’ve 

spent a certain number of months at the company.  

From the above exploratory and statistical analysis of 89 traders’ data, it was 

concluded that the time series data for the four performance indicators (profit 

and loss after rebates, contribution per lot, hard stop counts, performance 

bonus) is not random or stochastic. This data is suitable for predicting new 

applicants’ trading performance. From the autocorrelation plots, it was 

concluded that time series predictions can be made for performance 

indicators like profit and loss and hard stop counts. However, the sweet spot 

in which performance of traders is being stabilized could not be found. Even 

more so, it seemed that in two of the performance indicators – there is a point 

in which data becomes even more variant than it was before. This is contrary 

to some of domain experts’ opinions. These results highlight the importance of 

testing assumptions when developing AI-powered ed-tech products. Hence, 

documenting the assumptions and any measures taken to test them form an 

integral part of making AI development process transparent. 

The nine-month analysis report showed that the performance of traders does 

seem to be very dynamic. From this it can be hypothesized that in general, 

traders are not very adaptive to market changes, which causes their 

performance to be very variant. It refutes the assumption made by some 

domain experts that traders performance stabilizes after nine months. The 

fact that a stabilization point could not be found does not mean though that all 

trading months (from the moment traders are going live) should be used for 

prediction. Although it has been established that trading performance is not 

being stabilized, we can still maintain the hypothesis that trading in the first 

months is less representative of their long-lasting trading performance.  

This nine-month analysis report was prepared to test only one assumption 

regarding the stabilisation of traders’ data after nine months. From the results 
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of this report, this assumption did not seem to hold true. The process of 

exploratory and statistical analysis that was followed to test this assumption 

was added as a part of the TIF to test various assumptions when developing 

AI-powered ed-tech products. 

The data sheet and nine-month analysis report prepared for the ed-tech 

company in financial services highlights the importance of testing the 

assumptions when developing AI-powered ed-tech products. It is possible for 

the data to differ from the viewpoints of domain experts. This is where AI can 

play a very important role in teaching domain experts about their area of 

expertise. To illustrate the importance of AI and its development process as 

‘learning affordances for humans’ (Kent et al, 2021), this research was 

presented in International Conference on Artificial Intelligence in Education. 

This research specifically highlighted the importance of transparency in 

enhancing the understanding of stakeholders regarding their domain. 

Datasheet that I prepared during this case study highlighted how transparency 

for the data processing stage of the AI development process could be 

achieved. Various sections within the datasheet like dataset creation and 

collection process or ethical and legal considerations taken into account can 

have a major impact on the performance of AI-powered ed-tech products. 

Subsequently, nine-month analysis report showed how and why assumptions 

made during the data collection process should be documented, and if 

possible, tested. 

After the data has been collected, cleaned and processed, it goes into 

machine learning models to achieve a particular objective like making a 

decision, predicting an outcome or classifying into groups. The next chapter 

discusses how transparency considerations can be taken into account during 

this stage of the AI development process.    
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Chapter 4: Phase 2 - Framework Creation: Machine 
Learning Modelling Stage 

 
4.1 Introduction 
 

After the data is cleaned, processed and analysed, it goes into a machine 

learning model which then makes predictions based on the input data. Thomas 

et al (2019) have proposed a machine learning framework for designing and 

developing machine learning models where the burden of addressing any bias 

in the machine learning pipeline is on the AI practitioners. The purpose of such 

tools is to open the black box of AI and make algorithms more transparent for 

researchers and developers. Koshiyama et al (2021) presented four different 

verticals of algorithmic auditing that come under the umbrella of Trustworthy AI 

(Brundage et al, 2020). They include performance and robustness, bias and 

discrimination, interpretability and explainability and algorithmic privacy. 

 

There are many different machine learning techniques and algorithms that can 

be used for building AI systems as shown in figure 17. For example, we need 

to choose between regression techniques (Cui and Gong, 2018) for predicting 

exact values, or classification techniques (Kotsiantis et al, 2007) to predict 

classes. The data is then prepared according to the technique and ML model 

that is chosen. 

 

Choosing the appropriate machine learning algorithm for a particular problem 

can have a huge impact on the performance of the tool. Every machine learning 

algorithm has different strengths and weaknesses, and three considerations 

need to be taken into account when choosing a particular algorithm: 

 

1) The accuracy metrics of the model with collected data. For example, 

recall, precision or the F1 score for classification problems and the mean 

squared error, the mean absolute error or the R-squared error for 

regression problems (Gunawardana and Shani, 2009).  

2) Whether we want the machine learning model to be explainable or not. 

Some models are considered black box, for example, neural networks 
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(Castelvecchi, 2016). Others are considered more suitable for 

explainability (Petkovic et al, 2018, Singla and Biswas, 2021) such as 

Random Forest (Petkovic et al, 2018).  

3) The kind of data being used. For example, the size and quality of the 

dataset. Some models perform at their best with datasets that have more 

features (Domingos, 2012, Aggarwal, 2018) while others perform better 

with large amounts of data.     

 

In the development of AI-powered tool built for the ed-tech company in financial 

services, the random forest algorithm was chosen for predictions, after a 

thorough review process. I prepared the ‘Models Evaluation Report’ to evaluate 

different machine learning algorithms on the dataset that was curated for the 

tool. Three machine learning models, neural networks, support vector 

machines and random forest were evaluated based on the three considerations 

mentioned above. All three models were trained and tested on the training data 

for the five prediction categories: 

 

• performance bonus,  

• profit and loss,  

• contribution per lot,  

• hard stops and  

• behavioral clusters.  

 

The model evaluation report that was prepared for the AI-powered tool enables 

systematic selection of the appropriate machine learning models to solve a 

particular real-world problem. This selection process can play a very important 

role regarding the performance of the tool, its transparency, and hence its 

impact on the real-world. Therefore, the model evaluation report can be 

considered an important component of the design framework for the 

transparency of AI-powered ed-tech tools. A sample model evaluation report 

that was prepared for the AI-powered ed-tech tool for the financial services 

company is presented below.  
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4.2 Models Evaluation Report 
 
4.2.1 Introduction 

 

The goal of this report is to evaluate and compare the accuracy of machine 

learning models used for predictions in the AI-powered tool. These accuracy 

measures might be affected by the kind of data we use, the type of machine 

learning model we use and types of predictions we make.  

 

Five different models were used to predict the following different categories of 

traders’ performance and behavior: 

• P&L after Costs and Rebates (monthly average): class 1 <= £5000; 

class 2: >£5000 - (two classes)  

• Contribution per lot (monthly average): class 1 <= £0.1; class 2 

<=£0.25: class3 >£0.25 – (three classes)  

• Performance bonus (monthly average): class 1 <=£500; class 2 

>£500 – (two classes) 

• Hard Stop breaches (monthly average): class 1 = 0; class 2: >0 – (two 

classes)  

• Clusters: class 1 = cluster 1; class 2 = cluster 2; class 3 = cluster 3 or 

cluster 4 - (Three classes, but class 3 predicts the behaviour could be 

in cluster 3 or 4)  
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Figure 17: Different paths of a Machine Learning Development Pipeline 

 
Figure 17 above shows three parts of the predictions’ engine: data processing 

stage, machine learning modelling stage and predictions stage. In the data 

processing stage, I had two options to choose from:  

• Normalized data: values are restricted between 0 and 1 to reduce the 

effect of extremely large or extremely low values on predictions as some 

models are sensitive to extreme values. 

• Non-Normalized data:  true values are used for predictions as they are 

recorded, without any restrictions. 

 

4.2.2 Machine Learning Models  
 

In the machine learning modeling stage, I tested three different machine 

learning algorithms for predictions: random forest, neural networks and 

support vector machines as shown in figures 18a, 18b and 18c. These 

algorithms were used as they are specifically relevant to the amount and type 

of data collected. 

 

Random Forest Machine Learning Algorithm 
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Figure 18a (above)13 :  Each individual tree in the random forest spits out a class 
prediction and the class with the most votes becomes our model’s prediction 

 
Neural Networks Machine Learning Algorithm 

 

 
Fig 18b (above)14: Also known as Deep Learning, neural networks take 

features as input, multiply them with weights in hidden layers to identify 

patterns in the data, and then make predictions based on these patterns. 

 

 
 
 
 
 
 
 
 
 
 

 
13 https://medium.com/@williamkoehrsen/random-forest-simple-explanation-377895a60d2d 
 
14 https://www.researchgate.net/figure/Artificial-neural-network-architecture-ANN-i-h-1-h-2-h-n-
o_fig1_321259051 

https://medium.com/@williamkoehrsen/random-forest-simple-explanation-377895a60d2d
https://www.researchgate.net/figure/Artificial-neural-network-architecture-ANN-i-h-1-h-2-h-n-o_fig1_321259051
https://www.researchgate.net/figure/Artificial-neural-network-architecture-ANN-i-h-1-h-2-h-n-o_fig1_321259051
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Support Vector Machines Machine Learning Algorithm 
 

 
 

Fig 18c (above)15:  Support Vector Machines (SVMs) find a hyperplane in an 

n-dimensional space (n - the number of features) that distinctly classifies the 

data points. This figure shows classification (green lines) based on two 

features x   (red squares) and x  (blue circles), in our training data. I had 28 

features from the questionnaires data 

 

In the predictions stage, there are two options:  

• Regression: predict the exact value of a particular category 

• Classification: predict the class or a range of values of a particular data 

point in that category 

 

All the machine learning algorithms mentioned above need to be optimized by 

choosing the right set of hyper parameters. These hyperparameters are set 

before the computations in the machine learning models begin and depend on 

the kind of problem that is being solved. For example, in random forest one of 

the hyper parameters is the number of trees, in neural networks one of the 

hyper parameters is the activation function for each neuron or the number of 

 
15 https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-
934a444fca47 
 

https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-934a444fca47
https://towardsdatascience.com/support-vector-machine-introduction-to-machine-learning-algorithms-934a444fca47
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neurons in hidden layers and in support vector machines one of the hyper 

parameters is the type of penalty used (L1 or L2).  

 

In the context of the ed-tech tool for recruiting traders, five different models 

were used to make predictions about five different categories, the hyper 

parameters I choose for one model might not be ideal for the other model. For 

example, neural nets with relu activation function might produce the best 

results for classifying profit and loss, but logistic activation function might 

produce better results for classifying contribution per lot. Hence, as a machine 

learning practitioner a choice needs to be made regarding which activation 

function produces better results across all five models. 

 

4.2.3 Accuracy Measures 
 

Different accuracy measures were chosen for classification and regression 

techniques. For classification algorithms, it is important to note that for two 

categories: contribution per lot and clusters, multiclass classification was done 

out of three classes. For profit and loss, performance bonus and hard stops, 

binary classification was applied with two classes. The following accuracy 

metrics were taken for classification tasks: 

 

• Accuracy: (true positives + true negatives) / total 

• Recall: true positives / (true positives + false negatives) 

• Precision: true positives / (true positives + false positives) 

• F1 Score: 2  x ((precision x recall)/ (precision + recall)) 

• FBeta Score: ((1 + beta^2) * Precision * Recall) / (beta^2 * Precision + 

Recall) 

• Hamming Loss: average loss or false labels per class in multi class 

classification  
 

For Classification machine leaning algorithms, samples in each bucket play 

an important role for predictions. For example, if the number of samples in a 

particular class are much lesser than the number of samples in other classes, 

then that particular class is much less likely to be predicted. This will produce 
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bias results against that class when the number of samples in that class in the 

testing or real-world’s data are equally represented but are under-represented 

in the training set. 

 

In Classification algorithms there is a trade-off involved between different 

accuracy measures (mentioned above) that we want to prioritize. Table 8 

shows the differences and similarities between a model’s predicted and actual 

results.  

 

Table 8: Differences and similarities between predicted and actual results 

 
From the table 8, if Recall is prioritized (increase its value) and false negatives 

are reduced to make sure that we do not miss on any potential applicants that 

might end up being good traders, I face the risk of reducing Precision with it, 

as reducing false negatives can potentially lead to an increase in false 

positives as well. Hence, I have to balance the priorities accordingly. 

 

For regression the following accuracy measures were chosen: 

• Mean Absolute Error:  average magnitude of the error, irrespective of 

direction. 

• Mean Squared Error: average squared difference between the 

estimated values and the actual value. 

• R Squared: evaluates the scatter of data points, higher the value, 

better it is. 

• Explained Variance Score: explained variance regression score, best 

possible score is 1.0. 
 

4.2.4 Ethical Considerations for Model Selection 
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An important consideration in choosing the right machine learning model for 

an AI tool’s predictions is also dependent on the transparency and 

explainability of the models. Similarly, transparency considerations can play 

an important role in evaluating the models if the organization developing an AI 

tool prioritizes ethics and transparency over other metrics like accuracy, 

resource requirements or time constraints of the development process. For 

the AI powered ed-tech tool developed for the financial services company, the 

final goal had been to empower the office managers and HR managers as 

‘humans in the loop’ to take more informed decisions. Hence, it is essential for 

them to have some understanding regarding why the AI tool might be making 

certain predictions.  

 

Algorithms like neural networks with hidden layers and tens of neurons in 

each layer are considered black box models with limitations on transparency. 

Similarly, support vector machines with 28 dimensions or features (in our 

case) are impossible for humans to perceive. Fig 18c shows svm 

Classification based on two features only. On the other hand, random forest 

algorithms are particularly useful for transparency and explainability in 

classification tasks. Using bootstrapped dataset with a sample of features to 

build trees, we can find the link between different features and model’s 

predictions. 

 

In real-world machine learning applications, classification is usually preferred 

over regression, as predicting a range of values gives machine learning 

algorithms a buffer for error, compared to predicting the exact value of a 

particular data point. 

 

4.2.5 Main Results 
 

The machine learning algorithms tested had differing performances across the 

five categories of data predicted. Tables 9a-d, 10a-d and 11a-d below show 

the results for all accuracy measures applied on classification and regression 

techniques for random forest, neural networks and support vector machines. 
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For contribution per lot classification, random forest with normalized data 

performed the best as shown by the Accuracy, Recall, Precision, F1 Score 

and Fbeta Score in table 9c.  For contribution per lot regression svm seemed 

to perform better. For profit and loss classification, svm outperformed random 

forest and neural networks, irrespective of using normalized or non-

normalized data. Though normalized data improved the accuracy of profit and 

loss classification predictions. For profit and loss regression svm seemed to 

perform better as well. 

 

For Performance Bonus, random forest classification seemed to produce the 

best results, irrespective of using normalized or non-normalized data. For 

regression, svm produced better results, irrespective of using normalized 

data. For hard stop classification, neural nets with normalized data seemed to 

produce better results. For regression, svm produced better results, 

irrespective of using normalized or non-normalized data. For cluster 

classification, neural nets seemed to produce the best results. From the 

analysis, it seemed that in this particular company’s context, normalized and 

non-normalized data do not have a huge impact on the accuracy of 

predictions.  

 

The accuracy metrics values in classification and regression for each model 

and for every prediction category are given below.  

 

For Classification in Contribution per lot, three classes were used with the 

following thresholds: 

• Class 1 <= £0.1  

• Class 2 <= £0.25 

• Class3 > £0.25  

 

Tables 9a-d below show how different ML models (shown in section 4.2.2) 

performed with the Contribution per lot data in the normalized and non-

normalized form. 



 132 

 

Table 9a: Contribution Per Lot Classification with Non-Normalized Data 

Algorithm Accuracy Recall Precision F1 
Score 

Fbeta Score Hamming  
Loss 

Random Forest 
Classification 

0.404 0.397 0.379 0.382 0.379 0.600 

SVM 
Classification 

0.357 0.362 0.258 0.291 0.269 0.642 

Neural Network 
Classification 

0.404 0.397 0.414 0.399 0.406 0.595 

 
Table 9b: Contribution Per Lot Regression with Non-Normalized Data 

 
Algorithm Mean Absolute 

Error (MAE) 
Mean Squared 

Error (MSE) 
R-Squared 

(R2) 
Explained Variance 

Score 
Random 
Forest 

Regression 

0.47 2.87 -0.16 -0.12 

SVM 
Regression 

0.40 2.53 -0.02 0.001 

Neural 
Network 

Regression 

0.48 2.55 -0.032 0.022 

 
Table 9c: Contribution Per Lot Classification with Normalized Data 

 
Algorithm Accuracy Recall Precision F1 Score Fbeta Score Hamming  Loss 

Random 
Forest 

Classification 

0.45 0.45 0.44 0.45 0.44 0.55 

SVM 
Classification 

0.36 0.35 0.36 0.35 0.35 0.64 

Neural 
Network 

Classification 

0.36 0.35 0.35 0.34 0.35 0.64 

 
Table 9d: Contribution Per Lot Regression with Normalized Data 

 

Algorithm Mean Absolute 
Error (MAE) 

Mean Squared 
Error (MSE) 

R-Squared 
(R2) 

Explained 
Variance Score 

Random 
Forest 

Regression 
0.47 2.9 - 0.17 - 0.13 

SVM 
Regression 0.40 2.5 -0.03 -0.009 

Neural 
Network 

Regression 
0.41 2.5 -0.03 0.000 
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For contribution per lot classification, random forest with normalized data 

performed the best as shown in figure 9c.  For regression SVM seems to 

perform better. 

 

For Classification in Profit and Loss, we used two classes with the following 

thresholds: 

• Class 1 <= £5000 

• Class 2: > £5000  
 
Tables 10a-d below show how different ML models (shown in section 4.2.2) 

performed with the Profit and Loss data in the normalized and non-normalized 

form. 

 

Table 10a: Profit and Loss Classification with Non-Normalized Data 

Algorithm Accuracy Recall Precision F1 Score FBeta 
Score Hamming  Loss 

Random Forest 
Classification 0.45 0.45 0.45 0.45 0.45 0.55 

SVM 
Classification 0.55 0.55 0.64 0.46 0.49 0.45 

Neural Network 
Classification 0.5 0.5 0.25 0.33 0.28 0.5 

 
Table10b: Profit and Loss Regression with Non-Normalized Data 

 

Algorithm Mean Absolute 
Error (MAE) 

Mean Squared 
Error (MSE) 

R-Squared 
(R2) 

Explained Variance 
Score 

Random 
Forest 

Regression 
7730.43 1.40 -0.26 -0.17 

SVM 
Regression 6094.83 1.20 -0.082 -1.60e-06 

Neural 
Network 

Regression 
8883618.62 7.90e+13 -708918.92 -9.77e-15 

 
 

Table 10c: Profit and Loss Classification with Normalized Data 
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Algorithm Accuracy Recall Precision F1 
Score 

FBeta 
Score Hamming  Loss 

Random Forest 
Classification 0.5 0.5 0.5 0.50 0.50 0.5 

SVM 
Classification 0.60 0.60 0.60 0.60 0.60 0.40 

Neural Network 
Classification 0.45 0.45 0.45 0.45 0.45 0.55 

 
 

Table 10d: Profit and Loss Regression with Normalized Data 
 

Algorithm Mean Absolute 
Error (MAE) 

Mean Squared 
Error (MSE) 

R-Squared 
(R2) 

Explained Variance 
Score 

Random 
Forest 

Regression 
7743.41 1,40 -0.26 -0.17 

SVM 
Regression 6094.78 1.20 -0.082 0.00 

Neural 
Network 

Regression 
9.25e+09 8.55e+19 -7.70e+11 1.22e-12 

 
For profit and loss classification, svm seems to outperform random forest and 

neural networks, irrespective of using normalized or non-normalized data, 

though normalized data improves accuracy a bit.  For regression, SVM seems 

to perform better as well. 

 

For Classification in Performance Bonus, we used two classes with the 

following thresholds: 

• Class 1 <= £500  

• Class 2 > £500  
  
Tables 11a-d below show how different ML models (shown in section 4.2.2) 

performed with the Performance Bonus data in the normalized and non-

normalized form. 
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Table 11a: Performance Bonus Classification with Non Normalized Data 

Algorithm Accuracy Recall Precision F1 Score FBeta 
Score Hamming  Loss 

Random Forest 
Classification 0.57 0.58 0.58 0.57 0.57 0.43 

SVM 
Classification 0.52 0.53 0.54 0.51 0.52 0.48 

Neural Network 
Classification 0.48 0.5 0.24 0.32 0.27 0.52 

 
 

Table 11b: Performance Bonus Regression with Non Normalized Data 
 

Algorithm Mean Absolute 
Error (MAE) 

Mean Squared 
Error (MSE) 

R-Squared 
(R2) 

Explained Variance 
Score 

Random 
Forest 

Regression 
5333.71 74383038.41 -1.31 -1.02 

SVM 
Regression 2899.07 37238798.81 -0.16 4.66e-06 

Neural 
Network 

Regression 

8.69e+23 
 

7.55e+47 
 

-2.35e+40 
 

1.0 
 

 
 

Table 11c: Performance Bonus Classification with Normalized Data 
 

Algorithm Accuracy Recall Precision F1 Score FBeta 
Score Hamming  Loss 

Random Forest 
Classification 0.57 0.58 0.58 0.57 0.57 0.43 

SVM 
Classification 0.45 0.44 0.43 0.43 0.43 0.55 

Neural Network 
Classification 0.38 0.37 0.36 0.36 0.36 0.62 

 
 

Table 11d: Performance Bonus Regression with Normalized Data 
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Algorithm Mean Absolute 
Error (MAE) 

Mean Squared 
Error (MSE) 

R-Squared 
(R2) 

Explained Variance 
Score 

Random 
Forest 

Regression 

5331.62 74630707.17 -1.32 -1.02 

SVM 
Regression 

2899.04 37238548.19 -0.16 1.26e-05 

Neural 
Network 

Regression 

5694661.35 
 

3.24e+13 -1009611.26 -9.77e-15 

 
For Performance Bonus, random forest classification seems to produce the 

best results, irrespective of using normalized or non-normalized data. For 

regression, SVM seemed to produce better results, irrespective of using 

normalized data. 

 

For Classification in Hard Stop counts two classes were used with the 

following thresholds: 

• Class 1: = 0  

• Class 2: > 0  

 

Tables 12a-d below show how different ML models performed with the Hard 

Stop counts data in the normalized and non-normalized form. 

 

Table 12a: Hard Stops Classification with Non Normalized Data 

Algorithm Accuracy Recall Precision F1 Score FBeta Score Hamming  Loss 

Random 
Forest 

Classification 

0.52 0.52 0.52 0.52 0.52 0.48 

SVM 
Classification 

0.48 0.48 0.41 0.36 0.34 0.52 

Neural 
Network  

0.5 0.5 0.25 0.33 0.28 0.5 

 
 

Table 12b: Hard Stops Regression with Non Normalized Data 
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Algorithm Mean Absolute 
Error (MAE) 

Mean Squared 
Error (MSE) 

R-Squared (R2) Explained 
Variance Score 

Random 
Forest 

Regression 

5.26 174.18 -0.45 -0.44 

SVM 
Regression 

2.55 124.3 -0.03 0.00 

Neural 
Network 

Regression 

5.27 120.60 -0.00 0.01 

 
 

Table 12c: Hard Stops Classification with Normalized Data 
 

Algorithm Accuracy Recall Precision F1 Score FBeta Score Hamming  Loss 

Random 
Forest 

Classification 

0.52 0.52 0.52 0.52 0.52 0.48 

SVM 
Classification 

0.60 0.60 0.60 0.58 0.59 0.40 

Neural 
Network 

Classification 

0.64 0.64 0.66 0.63 0.64 0.36 

 
 

Table 12d: Hard Stops Regression with Normalized Data 
Algorithm Mean Absolute 

Error (MAE) 
Mean Squared 

Error (MSE) 
R-Squared 

(R2) 
Explained Variance 

Score 

Random 
Forest 

Regression 

5.28 176.28 -0.46 -0.46 

SVM 
Regression 

2.46 125.43 -0.04 0.00 

Neural 
Network 

Regression 

6.28 133.03 -0.10 -0.07 

 
For hard stop classification, neural nets with normalized data seemed to 

produce better results. For regression, SVM produced better results, 

irrespective of using normalized or non-normalized data. 
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For Classification in Clusters three classes were used with the following 

thresholds: 

• Class 1 = Cluster 1 

• Class 2 = Cluster 2  

• Class 3 = Cluster 3 or Cluster 4  
 

 

Tables 13a-d below show how different ML models performed with the 

Clusters data in the normalized and non-normalized form. 

 

Table 13: Cluster Classification with Non Normalized Data 

Algorithm Accuracy Recall Precision F1 Score FBeta Score Hamming  Loss 

Random 
Forest 

Classification 

0.36 0.34 0.55 0.36 0.42 0.64 

SVM 
Classification 

0.45 0.45 0.47 0.46 0.46 0.55 

Neural 
Network 

Classification 

0.5 0.49 0.51 0.49 0.50 0.5 

 
For cluster classification, neural nets seemed to produce the best results. 

 

From the above findings it seems that in this company’s context, normalized 

and non-normalized data do not have a huge impact on the accuracy of 

predictions.  

 

4.2.6 Conclusion 
 

In the above context, I have five different models making predictions about 

traders’ contribution per lot, profit and loss, performance bonus, hard stops 

and clusters. As expected, there is no single model that can produce the best 

results for all these five categories. In fact, changing a parameter in the model 

has different effects on different categories of predictions.  
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The choice of our model that is used in production is determined by not just 

the accuracy measures shown in the tables above, but also by the practical 

considerations. For example, random forest algorithms are usually preferred 

over neural networks for explainability and transparency. In the context of the 

AI-powered ed-tech tool for recruitment where we want to empower the 

‘human in the loop’, explainability is crucial for enabling more informed 

decision making. 

 

Furthermore, regardless of the specific technique used, increasing the 

number of observations the model is trained with is crucial to improve the 

accuracy of all models. Adding another set of data from a different modality, in 

addition to the survey constructs, to improve the prediction accuracy is being 

suggested in this report. 

 

The tables above show that there were no significant differences between the 

accuracy metrics of these models for the five prediction categories. For some 

prediction categories, the random forest performed better, while for others 

neural networks or support vector machines out-performed random forest 

results. 

 

For the second consideration: the explainability of the models, the random 

forest algorithms are known for their explainability and interpretability use 

cases (Petkovic et al, 2021; Fernandez et al, 2020; Neto and Paulovich, 2020; 

Vigil, 2016). Other algorithms like neural networks are considered black-box 

models (Zhang et al, 2018; Tzeng and Ma, 2005; Setiono, 2000; Rai, 2020). 

For the AI-powered ed-tech tool prepared for the financial services company, 

the explainability of the predictions was a necessary condition so the office 

managers who were using the tool could have a better understanding of why 

the tool was making certain predictions.  

 

For the third consideration: the dataset prepared to train the machine learning 

models was not large enough with less than 150 datapoints, but the number 

of features was considerably better, with 28 features for each prediction 

category. In such instances, random forest models are reported to perform 
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better compared with neural networks or support vector machines (Wang et 

al, 2009; Muchlinksi et al, 2016; Shaikhina, 2019). Hence, random forest 

algorithm was used for the AI-powered recruitment tool to make predictions.  

 

The process described above, which led to the selection of the random forest 

algorithm for the AI-powered recruitment tool, has been documented in the 

Transparency Index Framework in the Machine Learning Modelling stage. 

This process also takes account of the decisions taken and assumptions 

made during the model selection stage of the AI tool development process. 

For example, this particular company wanted to reduce the false negatives as 

much as possible in the performance of the tool. They did not want the tool to 

underestimate the performance of a trader, even if there was a slight chance 

that he/she might excel at trading. This decision was incorporated in the 

machine learning modelling stage and documented in the model evaluation 

report and model card. 

 

Considering the effectiveness of the model evaluation report in evaluating the 

choice of machine learning models, it was added as a requirement in the TIF 

for AI-powered ed-tech products. This report provides a framework to 

evaluate different ML models that AI practitioners may perceive to be suitable 

for a particular task. After preparing the model evaluation report and choosing 

a particular model, it is very important to go in-depth and evaluate the results 

and suitability of a particular model for the task in hand. The next section 

shows how a Model Card was used for this purpose in documenting the 

models used for the ed-tech tool. 

 

4.3 Model Card 
 

Mitchell et al (2019) introduced a framework for reporting a model’s details for 

AI-powered products in any domain. Their framework helps in documenting 

the details of the models used in AI products deployed in real world contexts. 

This model card was also prepared for the random forest algorithm used in 

the ed-tech tool. Next section shows the Model Card for the AI tool with the 

details of accuracy metrics for all prediction categories along with the ethical 
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considerations that were taken into account and some recommendations for 

improving the models’ performance in future. There is some overlap between 

the data sheet shown above and the model card, but in essence, the data 

sheet focuses on documenting the quality of training data and model card 

focuses on documenting the performance of the machine learning model used 

in the AI development process. The different aspects of the data processing 

stage and machine learning modelling stage covered by these documents can 

play an important role in ensuring transparency for different stakeholders of 

an AI-powered ed-tech tool. Considering the popularity of these frameworks 

among the AI community to document their development processes (Garbin 

and Marques, 2022), both these documents were added as a requirement in 

the TIF along with some additional pointers to suit educational contexts.  
 
 

The structure of the model card is as follows: 

4.3.1 Model Details Basic information about the model  

– This model was developed by the project lead. 

– Model date: February 2020 

– Model version: 1.0  

– Model type and Info: Random Forest Classifier 

– Information about training algorithms: Model was pretrained to predict 

traders’ performance indicators and behavioural cluster shown in the table 

below: 
 

Table 14: Recruitment tool’s prediction categories and classes for candidates 

Index Prediction 
Category 

Prediction Classes 

1 Performance Profit and 
Loss 

Class 1 <= 5000 Class 2 > 5000 

2 Contribution 
Per Lot 

Class 1 <= 
£0.1 

Class 2 
<=£0.25 

Class 3 
>£0.25 

3 Performance 
Bonus 

Class 1 <=£500 Class 2 >£500 

4 Hard Stop 
Counts 

Class 1 = 0 Class 2: > 0 

5 Behaviour Clusters Class 1 = 
Cluster 1 

Class 2 = 
Cluster 2 

Class 3 = 
Cluster 3 
or Cluster 

4 
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– Random forest classifier was chosen due to criteria such as the ability to 

scale to multi process implementation in future, its robustness to outliers, 

highly dimensional data and non-linear features, its ability to handle 

imbalanced classes, and also the bias-variance balance (i.e., each single 

decision tree is high on variance and low on bias, The averaging of all trees, 

keeps the bias low while moderating the variance). A detailed models’ 

evaluation was conducted to analyse the results of different models like 

support vector machines and neural networks on the training data. 

– Citation details: For modelling specifically we used python’s open source 

library scikit learn from ‘API design for machine learning software: 

experiences from the scikit-learn project’ 

– License: This is an open-source software available at: 

https://github.com/scikit-learn/scikit-learn  

– Where to send questions or comments about the model: Questions about 

this model can be directed to Educate Ventures Research.  

 

4.3.2 Intended Use: Use cases that were envisioned during 

development.  

– Primary intended uses: This model should only be used for predicting this 

particular company’s traders performance and behavioural indicators 

mentioned in Table 14. 

– Primary intended users: It should be used by office managers at this 

company for more informed decision-making when recruiting traders.  

– Out-of-scope use cases: It should not be used for any domain other than 

trading and any company other than this. 

 
4.3.3 Factors:  

Factors could include demographic or phenotypic groups for which model 

performance may vary: 

–  The distribution of different factors that can potentially impact model’s 

performance for certain groups of people have been shown in pie-charts in 

figure 13a-e above. These factors include gender, age, location and trading 

experience of traders whose data was used for training. 

 

https://arxiv.org/abs/1309.0238
https://arxiv.org/abs/1309.0238
https://github.com/scikit-learn/scikit-learn
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4.3.4 Metrics: 
– Model performance measures: Model’s performance measures include true 

positives, true negatives, false positives and false negatives.  Models will be 

validated with traders’ performance after around one year of joining the 

company. This is because training data consisted of traders who have been 

with this company for at least nine months. 

 

–  A set of co-design sessions were done by the project lead, discussing the 

various aspects behind each accuracy metric. As a result, from an ethical 

point of view, as well as the imbalance of class sizes, it was decided to tune 

the model such that the recall was prioritised, to try and minimise false 

negatives, specifically of the most ‘weak’ class, without hurting the recall of 

stronger classes, or alternative metrics.  

  

– Decision thresholds: With ‘human in the loop’ approach used in this 

machine learning modelling implementation; decision thresholds are 

determined by office managers for each prediction category. Each prediction 

was accompanied by the probability of this prediction being correct when 

shown to office managers. The baseline decision thresholds are seen as 

being higher than the random model. That is 33% in case of three classes 

models, and 50% in cases of two classes models. This work was led by the 

project lead, and I was responsible for documenting its details in the Model 

Card.  

 

– Variation approaches: With ‘human in the loop’ approach, tool was used in 

two different locations (for three different cohorts), tried on two different 

stages of the recruitment process, and shown to office managers in the form 

of a graphical user interface and an excel sheet. A models validation report 

was prepared by me based on how office managers perceived ‘agreement’ 

with the tool and ‘high performance’ of traders. 

 

4.3.5 Training Data 
 

Training data consisted of 140 instances with 28 features for profit and loss, 

performance bonus, contribution per lot and hard stop counts prediction 
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categories, and 72 instances with 28 features for clusters. All the information 

about training data is available in the Datasheet above in section 3.2.1.  

 

4.3.6 Quantitative Analysis  
 

•  To overcome the problem of imbalanced classes, I considered 

methods such as oversampling and under sampling but recommended 

to use a two phased approach: first I and a project team member 

iterated with the domain experts on all kinds of options for binning the 

classes, such that the binning will make sense in terms of domain 

knowledge but will also be as balanced as possible. Then, I proposed 

handling the rest of the imbalances with class weighting. i.e., assigning 

higher weights in the models for minority classes, where needed. we 

thus compared balanced vs few schemes for weights for each model 

and chose what worked best. 

• Project lead hyper tuned each of our five models, to adjust parameters 

such as depth, number of estimators, sample split and sample leaf. An 

exhaustive grid search was conducted, on all combinations of the 

parameters to achieve the best possible models.  

• Normalizing the features was also experimented with all prediction 

categories. After experimenting with normalised and non-normalised 

features, I chose normalised features for clusters, contribution per lot 

and hard stop counts, and non-normalised features for profit and loss 

and performance bonus. 

• For training the models, training data was divided into train and test 

datasets with around 7:3 ratio, we also tested using cross validation, 

although for random forest it was potentially less effective. Details of 

the accuracy measures of different classes for each prediction category 

is given in the tables in section 4.2.5. 

 

4.3.7 Ethical Considerations (as specified in the Model Card) 
 

A detailed auditing plan was used for developing the AI tool. Several 

measures were taken to make the tool explainable and more understandable 
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for the office managers who would be using it. Python’s package Lime was 

used to add explainability to the models so ‘humans in the loop’ or office 

managers can see why the model is making a particular prediction. Training 

sessions were also conducted with office managers to help them in evaluating 

models’ predictions before they used it with candidates.  

  
4.3.8 Caveats and Recommendations 

 

 The project team’s recommendations for improving the models are as 

follows: 

o Retraining the models with more data from 2019 and 2020 traders; 

o Adding multi-modality to enrich the training data; 

o Training office managers after taking account of the findings from the 

model validation report (prepared by me) and recruitment tool’s alpha 

version evaluation interviews that were conducted by the project lead. 

 
Tables 15a-e below illustrate the evaluation measures of different classes in 

each prediction category. For profit and loss, the accuracy of the model (used 

in production) was 0.55 which means the model accurately predicts 55% of 

the time. This metric is calculated by adding the true positives to true 

negatives and dividing the total number of predictions made (true positives 

plus true negatives plus false positives plus false negatives).    

 
 

Table 15a: Accuracy Measures of two classes in Profit and Loss predictions 

No of Classes  Precision Recall F1-Score No of Predictions  
Class 1 <= 5000  0.5 0.68 0.58 19 
Class 2 > 5000 0.62 0.43 0.51 23 

 
For performance bonus the accuracy of the model (used in production) was 

0.40 and the performance of the model across various evaluation metrics for 

different classes is shown in the table 15b below. 

 
Table 15b: Accuracy Measures of two classes in Performance Bonus 

predictions  
 

No of Classes  Precision Recall F1-Score No of Predictions  
Class 1 <= 500 0.39 0.67 0.49 18 
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Class 2 > 500 0.45 0.21 0.29 24 
 
For hard stop the accuracy of the model (used in production) was 0.53 and 

the performance of the model across various evaluation metrics for different 

classes is shown in table 15c below. 
 

Table 15c: Accuracy Measures of two classes in Hard Stop predictions 
 

No of Classes  Precision Recall F1-Score No of Predictions  
Class 1 = 0  0.55 0.72 0.62 25 
Class 2 > 0 0.50 0.32 0.39 22 

 
  

For contribution per lot the accuracy of the model (used in production) was 

0.38 and the performance of the model across various evaluation metrics for 

different classes is shown in the table 15d below. 

 
Table 15d: Accuracy Measures of three classes in Contribution Per Lot 

predictions 
 

No of Classes  Precision Recall F1-Score No of Predictions  
Class 1 <= 0.1  0.36 0.72 0.48 18 
Class 2 <= 0.25 0.57 0.29 0.38 14 
Class 3 > 0.25 0.25 0.07 0.11 15 

 
 

For clusters the accuracy of the model (used in production) was 0.54 and the 

performance of the model across various evaluation metrics for different 

classes is shown in the table 15e below. 

 
Table 15e: Accuracy Measures of three classes in Clusters predictions 

 
No of Classes  Precision Recall F1-Score No of Predictions  
Class 1 <= 0.1  0.60 0.86 0.71 7 
Class 2 <= 0.25 0.20 0.33 0.25 3 
Class 3 > 0.25 0.67 0.43 0.52 14 

 
 

4.4 Conclusion 
 

Model Cards provide an effective framework to document the different 

components of a machine learning model. Hence, they are suggested as a 

requirement in the Transparency Index Framework for ‘increasing 

transparency into how well (machine learning modelling part of) artificial 

intelligence technology works’ (Mitchell et al, 2018). To increase the suitability 



 147 

of Model Cards for educational contexts, some additional requirements for the 

reasoning behind the model choice were also added to facilitate the needs of 

different stakeholders of AI in education. For example, to what extent 

transparency and explainability considerations are taken into account when 

choosing a particular model, or which tools are used to make the ML models 

more understandable for different stakeholders? 

 

ML modelling is often considered the backbone of an AI system. It is 

responsible for producing the decisions or predictions made by the AI system. 

Models Evaluation Report and Model Cards can be considered an integral 

part of transparency considerations to make this ML modelling stage of the AI 

development process transparent. Models Evaluation Report (as shown in 

section 4.2) document and systematise the machine learning model selection 

process for an AI system and Model Cards (as shown in section 4.3) 

document the details of the machine learning model’s performance including 

the model evaluation and testing procedures used, hyperparameter 

optimisation techniques utilised and other decisions or assumptions made in 

the process. Hence, they are suggested as requirements for transparency in 

the TIF. 

 

After ML modelling predictions, AI systems are deployed in the real world. The 

work on AI systems does not stop after deployment. The next chapter shows 

the different transparency considerations that were taken into account during 

the deployment and iterative improvements stage of the AI-powered ed-tech 

tool developed for the financial services company. 
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Chapter 5: Phase 2 - Framework Creation: 
Deployment and Iterative Improvements Stage 
 
5.1 Introduction  

 
When an AI product or tool has passed through the data processing and 

machine learning modelling stages in its development, it should be ready to 

be deployed in the real-world for users. At this stage, it is very important to 

monitor and evaluate the performance of the tool to ensure that it works as 

expected. Deployment is not straightforward, there can be significant 

differences between the training data on which an AI system has been 

trained, and the real-world data which the AI system must process after 

deployment as discussed in section 2.8.4. Researchers at IBM have 

developed technical tools such as AI Fairness 360 (Bellamy et al, 2019) that 

evaluate models as well as datasets according to a certain fairness metric. 

This includes unwanted bias in the training data that ‘places privileged groups 

at a systematic advantage and unprivileged groups at a systematic 

disadvantage’ over others (Bellamy et al, 2019). Hao and Stray (2019) have 

shown how the COMPAS algorithm used in the US judicial system was biased 

against one particular group compared to another. 

 

The potential negative impacts of AI-powered ed-tech products mean that the 

deployment and iterative improvement stages play a crucial role in the 

success of AI systems in educational environments. A single wrong 

prediction, for example, that a student may drop out from the course of study 

in the near future, can change the teacher’s and parents’ attitude towards that 

student and could lead to devastating psychological impact. Similarly, a 

correct prediction from an AI system that a student is at the risk of dropout in 

near future could enable educators and parents to intervene and help the 

learner.  

 

The predictions of AI-powered ed-tech tools in HR contexts can directly 

impact the manager’s decision to recruit or not to recruit a candidate. A wrong 

prediction can mislead the OMs and lead to major financial losses or gains for 
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the company through the quality of candidates they recruit. For AI-powered 

ed-tech products, it is very important to first test them in different contexts 

before deploying them in the real-world at scale. In the data processing and 

machine learning modelling stages of the AI development process, the 

strengths and weaknesses of the data and ML models used should have been 

identified. These pros and cons can be either further increased or mitigated, 

depending on how the tool is deployed in the real-world. For example, a 

learning analytics dashboard that visualizes the learning progress of different 

students in a classroom may have been designed and tested in classrooms 

with one teacher and less than twenty students in an independent fee-paying 

school in a particular country and a specific area, where the vast majority of 

students are white. Such a dashboard may not therefore work as effectively 

when deployed in a classroom in a state funded school with two teachers (an 

additional teaching assistant) and more than thirty students, who are a mix of 

different ethnic backgrounds. Hence, transparency is important to ensure the 

expected performance and fairness of AI systems in educational contexts. 

The ed-tech tool developed for the financial services company faced similar 

issues as the data collected from some locations was a lot more compared to 

other locations. 

 

To mitigate these imbalances, when an AI tool is deployed in the real-world, it 

should be validated to ensure that it is performing as expected. These 

considerations were taken into account when the AI-powered ed-tech tool was 

built for the financial services company as discussed in section 5.2 below. A 

model validation report was prepared after conducting interviews and taking 

thorough feedback (in an Excel sheet) from the office managers who used the 

alpha version of the AI tool. Four office managers were interviewed, two from 

Poland and Ukraine and two from India. For all the Office Managers (OMs), 

English was their second language, but they were comfortable communicating 

in English. These interviews were conducted by the project lead but some of 

the findings from the interviews were added to the model validation report that 

I prepared. 
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OMs were also asked to share a spreadsheet highlighting the decisions they 

took for different candidates and if they thought their decisions were in 

agreement with the AI tool or not. I prepared the model validation report by 

comparing this data provided by the office managers with the actual 

predictions provided by the ed-tech tool on profit and loss, contribution per lot, 

performance bonus and hard stop counts. The model validation report 

illustrated in table 17 shows the details of how the tool performed with three 

different cohorts that were recruited in three different locations: Ukraine, 

Poland and India. It also showed how office managers from different locations 

who were acting as the ‘human in the loop’ and a learner from the AI tool, 

perceived the predictions produced by the AI. The model validation report in 

the next section also confirmed that the perceived learning of office managers 

from the AI-powered ed-tech tool was different in different contexts. For 

example, for the Polish and Ukrainian office managers the design of the ed-

tech tool was more effective in presenting the AI-powered predictions, and in 

evaluating the candidates, compared to Indian office managers. The 

agreement of these office managers with tool’s predictions was much higher 

compared to office managers in the Indian office. 
 
5.2 Model Validation Report 

 
 5.2.1 Introduction 

The purpose of the validation report was to evaluate the AI tool’s models, 

strictly in terms of their predictions and their alignment with Office Managers 

(OMs) judgement and expectations. At the time when this report was 

prepared, I was not able to directly compare the predictions of the models 

used in the AI tool with real world data, because the training data consisted of 

traders that had been working for the company for at least nine months. 

Therefore, the next phase of validation required a few months (around nine 

months) to gather enough live trading data from new traders for whom the AI 

tool’s predictions were used.  

The AI tool’s models are not evaluated based on their performance in general, 

but in the context of the decisions of the ‘human in the loop’ i.e., OMs 

judgements. Currently, these models are evaluated based on their alignment 
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with the decisions of the OMs. This data was shared by the OMs with me in 

the form of an excel sheet.  

After at least nine months of live trading by the traders who were evaluated 

using the AI tool, the validation report would be updated by comparing the 

tool’s predictions and the office manager’s judgement with actual trading data 

from those traders who were hired. This will still give a partial image of 

validating the models, since I do not have data on the potential performance 

of those who were not recruited. The aim, however, is to constantly evaluate 

and validate the models based on the evidence we can apply.  

 5.2.2 Configurations of the tool 

The AI tool was used in three different configurations in the period from March 

to April 2020, just before the COVID pandemic broke, which halted the 

anticipated further use of the tool. The three configurations are different in 

terms of three main conditions:  

Configuration 1. The format in which the predictions were presented to the 

OMs was not in the designed point of decision making (after stage 4 of the 

recruitment process before the assessment day). The designed context 

included data about the scoring across all of the recruitment stages which 

included application forms, questionnaires, math tests, videos submitted by 

candidates and assessment day. The out-of-context setting was an Excel 

report including just the probability of each prediction, with limited 

explanations.  

Configuration 2. The predictions were presented to the OMs at their designed 

point of decision making. The designed point of decision making was after 

stage four, to aid with the decision of sending candidates to the assessment 

centre, taking into account that the assessment centre is a very expensive 

and human-intensive stage. 

Configuration 3. The number of candidates to be hired in a particular office’s 

recruitment drive. There were three different offices responsible for recruiting 

three different cohorts of traders. The number of candidates hired were 



 152 

compared with the number of applicants that were selected in stage four or 

stage five, depending on for which recruitment stage the tool was used. The 

percentage of candidates hired or invited to the assessment centre could also 

influence the evaluation of the tool.  

Table 16 highlights the different configurations in which these predictions 

were used by OMs in different offices. For the trading roles, OMs reviewed 

132 applicants from the Indian cohort, 63 applicants from the Polish cohort 

and 25 applicants from the Ukrainian cohort. The percentages in tables 16 

and 18, and figure 19 were calculated from the available data (that is 115 

Indian applicants, 59 Polish applicants and 22 Ukrainian applicants) that was 

shared by the office managers in the form of an Excel sheet. 

In addition to the difference in the independent setting conditions, the 

predictions were all experimental, the different OMs used the predictions in 

slightly different ways (according to different configurations above). It was 

anticipated that these differences would have had a huge influence on the 

OMs eventual use and added value by the AI tool. These differences are also 

documented in Table 16. It is important to note that the Polish OMs used the 

tool as a confirmatory tool throughout (the recruiting of Polish and Ukrainian 

candidates), whether it was used before or after the assessment centre stage.  

Table 16: Summary of how the AI tool was used in different offices for 
decision making 

 
Cohort 

of traders 

Predictions 
presented  

in designed 
context 

(with the 
five stages’ 

data) 

Predictions were 
presented in 

their designed 
point of decision 

making 

 
Tool’s 

Contribution 

Prediction 
categories 
taken into 
account 

Percentage 
of 

candidates 
recruited 

Polish 
(April 
2020) 

 
 

Yes 

 
 

Yes 

Tool was used to 
validate the initial 
decision of inviting 
the candidate for 

assessment centre 
or not 

Profit and 
Loss, 

Performance 
Bonus and 
Clusters 

 
 

77% 

Ukrainian 
(April 
2020) 

 
 
 

Yes 

No, the tool was 
used after 

candidates had 
gone through the 

assessment 
centre (stage 5) of 

Tool was used to 
validate the 

conclusions from 
the whole 

recruitment 

Profit and 
Loss, 

Performance 
Bonus and 
Clusters 

 
 
 

46% 
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the recruitment 
process 

process (stage 1 
to 5) 

Indian 
(March 
2020) 

 
 
 

No 

No, the predictions 
alone were used 
after candidates 

had gone through 
the assessment 

centre (stage 5) of 
the recruitment 

process 

Tool was used to 
decide between 
competing top 

candidates, as a 
tie breaker after 

stage 5 

Profit and 
Loss, 

Performance 
Bonus, 

Contribution 
Per Lot, Hard 
Stop Counts 
and Clusters 

 
 
 

9% 
 
 

The AI tool predicted the class of four performance features (profit and loss, 

contribution per lot, hard stop counts and performance bonus) and one 

behavioural feature (clusters) that an applicant would belong to, as shown in 

Table 17.  

The focus of interest is not on the predictions of behavioural clusters of 

candidates as they are not directly related to their performance as traders. 

The focus is on the classification of performance metrics of traders and their 

interpretation by OMs, although it was known that the predictions of clusters 

were taken into account in some of the offices, at least to some extent.  

 5.2.3 Analysis 

During the study, it became clear to me that the semantics attached to what is 

described as a ‘high performance trader’ is not identical between the three 

different offices. In addition, what the OMs referred to as the criteria which 

defined ‘agreement with the tool’ were not the same. This use of the ed-tech 

tool highlights the need to discuss standardization across hiring practices 

among the various offices of the company.  

Table 17 summarises the models considered in the hiring decisions for each 

office, their subjective definition of what is ‘high performance, and which 

criteria they seem to have adopted to serve as sufficient for an ‘agreement 

with the tool’. Tables 19 (a-d), 21 (a-d) and 22 (a-d) below provide details of 

the distribution of different classes within each prediction category for the 

candidates that were accepted or rejected by OMs in different offices. 
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Table 17: Tool’s Predictions and Office Managers evaluation of candidates 

Cohort 
Prediction categories 
taken into account as 
claimed by Oms  

What is ‘high performance’  What is agreement with the 
tool  

Polish 
(April 
2020) 

• Profit and Loss,  
• Performance 

Bonus • Clusters  

Profit and Loss = Class 2, 
Performance Bonus = Class 
2, Contribution Per Lot = 
Class 1, Hard Stop Counts = 
Class 2  

Profit and Loss and 
Performance Bonus 
predictions are in a higher 
class i.e., class 2. At times one 
of them in a higher class would 
also work  

Ukrainian 
(April 
2020) 

• Profit and Loss,  
• Performance 

Bonus • Clusters  

Profit and Loss = Class 2, 
Performance Bonus = Class 
2, Contribution Per Lot = 
Class 1, Hard Stop Counts = 
Class 1  

Profit and Loss and 
Performance Bonus 
predictions are in a higher 
class i.e class 2. At times one 
of them in a higher class would 
also work  

Indian 
(March 
2020) 

• Profit and Loss,  
• Performance 

Bonus  
• Contribution Per 

Lot  
• Hard Stop Counts 
• Clusters  

Profit and Loss = Class 2, 
Performance Bonus = Class 
2, Contribution Per Lot = 
Class 1, Hard Stop Counts = 
Class 2 

Profit and Loss and 
Performance Bonus 
predictions are in a higher 
class. At times one of them in a 
higher class would also work 

Table 17 shows that the analysis of predictions is subjective to each OM’s 

interpretations of the prediction categories and their contexts. Some OMs may 

use all prediction categories unlike others as shown in column 1. 

Unfortunately, there was not enough data from the platform logs about what 

prediction categories they used. The table shows that different OMs focused 

on different sets of prediction categories. The second column of Table 17 

shows different classes for each prediction category for candidates that were 

categorised as ‘high performance’ by OMs or were accepted. In the third 

column of Table 17, the analyses of data about candidates is presented who 

were accepted and explore how OMs were defining ‘high performance’ and 

‘agreement with the tool’.  

According to the excel sheet that OMs shared, at times they accepted the 

candidates as ‘high performance’ even if one of profit and loss or performance 

bonus, had a lower predicted class. Table 18 illustrates different types of 

agreements for the candidates that were hired/invited by OMs. In this table 

OMs’ agreement with the tool is highlighted in three categories that were 

derived from the data analysis of the Excel sheet that OMs shared:  
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• Agreement with the tool, as perceived by OMs. These numbers about 

the agreement with the tool were provided by OMs. For example, 

Polish OMs stated that for all the candidates they considered for the 

Polish cohort, 86% of the time they believed their judgement was in 

agreement with the AI tool because its predictions were high for those 

candidates (as seen in table 18).  

• Actual agreement (or alignment) with the tool defined as a higher class 

for two prediction models, Profit and Loss and Performance Bonus 

(i.e., the percentage of candidates predicted high in PnL, high in bonus 

and were also selected by OMs, plus candidates not predicted high in 

PnL and high in bonus who were not selected by OMs);  

• Actual agreement (or alignment) with the tool defined as a higher class 

for the Profit and Loss prediction category only.  

Table 18: Office managers’ different types of ‘agreements’ with the tool 

Cohort  
Agreement as 
stated by 
Office 
Managers  

Agreement taken as a 
higher class for both 
Profit AND Loss and 
Performance Bonus  

Agreement taken as a 
higher class for either 
Profit and Loss OR 
Performance Bonus  

Agreement taken 
as a higher class 
for Profit and 
Loss only  

Polish 
(April 
2020)  

86%  59%  79%  65%  

Ukrainian 
(April 
2020)  

54%  17%  67%  42%  

Indian 
(March 
2020)  

28%  16%  38%  22%  
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Figure 19: Perceived (Blue) vs Actual (Pinks) Agreement between the tool 
and OMs 

Table 18 and Figure 19 illustrate that OMs’ perceived agreement with the AI 

tool can vary across different offices and is significantly different to the actual 

agreement with the tool. However, OMs’ perceptions about their agreement 

with the tool are not completely random, rather a number of factors may 

influence how the OMs as ‘humans in the loop’ evaluate agreement with the 

algorithm’s predictions. For example, data for the Polish cohort included in 

Table 18, indicate that agreement with the tool for the candidates invited to 

the assessment centre varies according to different interpretations of 

‘agreement’. OMs’ personal evaluation or intuition about the candidates 

affects (or even biases) their interpretation of ‘agreement’ with the tool. For 

instance, two candidates with very similar predictions, such as higher class for 

profit and loss and lower class for all other categories, might be evaluated 

differently with respect to agreement with the tool because an OM’s intuition 

about one candidate was very positive compared to the other. This can be 

explored further in the future work. 

It is also important to highlight the complexity of evaluating the contexts of 

different applications of the recruitment tool. If the tool is used after stage 5 in 

the recruitment process, then the ground truth will be whether the OMs hired 
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the candidate or not. But, the tool does not predict whether the candidate 

should be hired. It only predicts certain performance and behavioural 

indicators as illustrated in Table 14. Next, the context for each office is 

discussed under their respective headings.  

5.2.3.1 Indian Office  
 

The data available for the Indian office was predictions data of 10 out of 12 

candidates who were recommended for hire. The data for candidates who 

were not hired was for around 105 traders (variable across different prediction 

categories) out of 120 traders. The distribution of different prediction 

categories is given in the Tables 19 a-d: 

Table 19a: Performance Bonus classification for Indian cohort 

 Class 1 Class 2 
Hired  30% 70% 
Not Hired 17% 83% 

 
Table 19b: Profit and Loss Classification for Indian cohort 

 Class 1 Class 2 
Hired  30% 70% 
Not Hired 17% 83% 

 
Table 19c: Hard Stops classification for Indian cohort 

 Class 1 Class 2 
Hired  30% 70% 
Not Hired 54% 46% 

 
Table 19d: Contribution Per Lot classification for Indian cohort 

 Class 1 Class 2 Class 3 
Hired  100% - 0% 
Not Hired 91% - 9% 

Indian OMs did not use the tool with a graphical user interface. They received 

predictions in excel sheets and compared the models’ predictions with their 

own judgement after candidates had gone through the assessment centre. 

They used these predictions after stage 5 of the recruitment process. The 

figures in Table 20 regarding the candidates hired or not hired and predictions 

matching with OMs’ judgment or not, were provided by OMs. For example, 11 

candidates who were predicted as ‘high performance’ by the tool were also 

hired by the office managers. 
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Table 20: Alignment of Recruitment Tool’s Models with Indian OMs as 
perceived by them 

Office managers 
hired/invited the 

candidates 
predicted as ‘high 

performance’ 
 

Office managers did 
not hire/invite the 

candidates not 
predicted as ‘high 

performance’ 
 

Office managers 
did not hire/invite 

the candidates 
predicted as ‘high 

performance’ 
 

Office managers 
hired/invited the 
candidates not 

predicted as ‘high 
performance’ 

Inconclusive 

11 22 30 1 68 

Indian OMs neither reported agreement nor disagreement with the tool in the 

case of the inconclusive candidates included in Table 20.   

5.2.3.2 Polish Office  
 

The data for the Polish office was predictions data for 44 out of 45 candidates 

who were invited to the assessment centre and 15 out of 18 candidates who 

were not invited.  

 

The distribution of classes between different prediction categories is given in 

the Tables 21a-d: For every prediction class, these tables show how many 

candidates were invited or not invited to the assessment day in Poland. For 

example, in table 21a, among all the candidates who were invited by OMs in 

Poland, 28% were predicted in class 1 by the tool. 
 

Table 21a: Performance Bonus classification for Polish cohort 

 Class 1 Class 2 
Invited 28% 72% 
Not Invited 43% 57% 

 
 

Table 21b: Profit and Loss Classification for Polish cohort 
 Class 1 Class 2 
Invited 16% 84% 
Not Invited 43% 57% 

 
Table 21c: Hard Stops classification for Polish cohort 

 Class 1 Class 2 
Invited 32% 68% 
Not Invited 29% 71% 

 
Table 21d: Contribution Per Lot classification for Polish cohort 

 Class 1 Class 2 Class 3 
Invited 84% - 16% 
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Not Invited 86% - 14% 
 
The predictions data of all candidates in the Ukrainian cohort, who were hired 

was available and that for 13 out of 16 candidates who were not hired.  

 

The distribution of classes between different prediction categories is given in 

the Tables 22a-d. For every prediction class, these tables show how many 

candidates were hired or not hired in Ukraine. For example, in table 22a, 

among all the candidates who were hired by OMs in Ukraine, 22% were 

predicted in class 1 of the Performance Bonus metric by the ed-tech tool. 
 

Table 22a: Performance Bonus classification for Ukrainian cohort 

 Class 1 Class 2 
Hired  22% 78% 
Not Hired 30% 70% 

 
Table 22b: Profit and Loss Classification for Ukrainian cohort 

 Class 1 Class 2 
Hired  22% 78% 
Not Hired 20% 80% 

 
Table 22c: Hard Stops classification for Ukrainian cohort 

 Class 1 Class 2 
Hired  83% 17% 
Not Hired 88% 12% 

 
Table 22d: Contribution Per Lot classification for Ukrainian cohort 

 Class 1 Class 2 Class 3 
Hired  78% - 22% 
Not Hired 40% - 60% 

Polish OMs used the tool’s graphical interface, with explanations for Ukrainian 

and Polish cohorts. For Polish candidates the tool was correctly used to 

decide if a particular candidate should be invited to the assessment centre or 

not, after stage 4 – video submission. For Ukrainian candidates, the AI tool 

was used after stage 5, mostly to decide between the competing top 

candidates.  

The figures in Table 23 and 24 regarding the candidates hired or not hired 

and predictions matching with OMs’ judgment or not, were provided by OMs. 

These figures reflect on the AI-powered ed-tech tool’s performance in 
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facilitating office managers to invite or not to invite the candidates to the 

assessment day. 

Table 23: Alignment of Recruitment Tool’s Models in Polish Office for Polish 
Candidates, as perceived by OMs 

Office managers 
hired/invited the 

candidates 
predicted as ‘high 

performance’ 

Office managers did 
not hire/invite the 

candidates not 
predicted as ‘high 

performance’ 

Office managers 
did not hire/invite 

the candidates 
predicted as ‘high 

performance’ 

Office managers 
hired/invited the 
candidates not 

predicted as ‘high 
performance’ 

Inconclusive 

43 11 1 2 6 
 

Table 24 (below): Alignment of Recruitment Tool’s Models in Polish Office for 
Ukrainian Candidates, as perceived by OMs 

Office managers 
hired/invited the 
candidates 
predicted as ‘high 
performance’ 

Office managers did 
not hire/invite the 
candidates not 
predicted as ‘high 
performance’ 

Office managers 
did not hire/invite 
the candidates 
predicted as ‘high 
performance’ 

Office managers 
hired/invited the 
candidates not 
predicted as ‘high 
performance’ 

Inconclusive  

9 4 5 0 7 

OMs reported that the confidence of the tool was less than 55% for two class 

predictions for inconclusive candidates, as illustrated in the last columns of 

Tables 23 and 24. 

Tables 23 and 24, and Figure 19 illustrate that the AI tool’s models seem to 

better align to decisions made for Polish candidates than Ukrainian 

candidates. This might be attributed to the context of the tool’s usage, or to 

the percentage of candidates hired or the demographics of training data which 

mostly consisted of traders based in Poland (43%). The alignment of the tool’s 

suggestions and recruitment decisions on Ukrainian candidates is 

nevertheless, better than for Indian candidates. These differences could relate 

to the cultural similarities between Ukraine and Poland, compared with the 

huge difference (context-less) in the way OMs used the tool for Ukrainian and 

Indian candidates, as showed in Table 16.  

The alignment of the AI tool’s suggestions and an OM’s final recruitment 

decision is much lower with Indian candidates, compared to Polish and 

Ukrainian candidates. This can potentially also be attributed to the high 

number of candidates not hired who were not strongly predicted by the tool 
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and the high number of candidates not hired, who were strongly predicted by 

the tool, or to the under representation of Indian candidates in the training 

data (2% only). The real reasons behind these differences in different offices 

can only be confirmed after the tool has been applied in a uniform context 

across offices, with minimal differences in the percentages of candidates 

hired.  

5.2.4 Discussion  

This chapter has presented a preliminary analysis of the validation of machine 

learning models used for educating OMs through the predictions of traders’ 

trading performance at a financial services company. Models were validated 

by indirectly comparing predictions about traders’ performance with the OMs’ 

perceived and actual agreements with the tool. The analysis presented shows 

that typically the definition of a high performing trader varies across offices. In 

addition, the OMs definition of what ‘agreement’ with the tool means, is 

different across different managers. OMs perceived agreement is closer to the 

‘profit and loss’ or ‘performance bonus’ condition. There were instances where 

traders’ profit and loss, as well as performance bonus was predicted to be 

high, but they were rejected by OMs and still considered as an agreement 

with the tool. A possible explanation might be confirmation bias on the part of 

OMs or that OMs thought a candidate could be a good trader but lacked the 

language skills or was aggressive/toxic. They may reject the candidate for 

reasons other than performance.  

The gaps between the perceived and the actual agreement with the tool point 

to another, unaccounted for component in the decision making of the OMs. 

This implicit component may be based on their subjective impression about 

the candidate, their own experience, their cognitive biases (e.g., anchoring 

bias, availability heuristic or confirmation bias), or a range of other factors that 

might make them interpret the prediction as confirmatory to their pre-made 

decision.  

The AI-powered ed-tech tool discussed in this chapter was developed and 

designed with the aim of preserving the agency of the human decision 
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makers, by empowering and educating them with useful information, rather 

than making the decision for them. It was not a recruitment tool responsible 

for screening or selecting potential candidates, but an ed-tech tool enabling 

OMs to take more informed decisions.  It is interesting to note that from 

conversations with the OMs (that were conducted by the project lead), a 

conflicting narrative was clearly shown. On the one hand, they do not want to 

let the tool make the decision for them, they question its validity, and are slow 

to trust it. On the other hand, they are keen to get more decisive support from 

it. The fact that the tool stops a few steps away from the actual and final 

decisions, and gives five different predictions, put the OMs in a position where 

they could not get ‘a clear answer’ from the tool, which sometimes 

precipitated a frustrated reaction. The tool does not tell them whether or not to 

hire a trader, it does not tell them whether the trader will become a ‘high 

performing trader’, and not even what a ‘high performing trader’ is.  

However, OMs were expected to integrate the predictions, and the other 

contextual data provided by the tool, with their own impressions and intuitions, 

before making their final decision. The tool did not make the hiring decisions 

for OMs, but only educated them with an extra piece of information regarding 

the applicants’ potential future performance as traders.  It is clear from the 

analysis presented here, that the degrees of freedom offered by the tool, have 

major implications for its interpretation and use as a decision support ed-tech 

tool.  

The OMs are faced with a range of information about candidates during the 

recruitment process. Some of this information is produced by the tool, and 

some is collected through each OMs’ own sensory, emotional and cognitive 

systems. When each OM reaches the final step of making a decision, they 

might take into account any myriad of such evidence, as researchers there is 

no access to all the information available to OMs. The gap between the 

perceived and actual agreement of OMs as illustrated in this chapter suggests 

that the OMs have an inability to clearly separate between the different types 

of information available to them: the evidence they were given by the tool, and 
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the evidence they derive from a range of other sources that becomes implicitly 

joined with the evidence given by the tool.  

Another important conclusion relates to the difference in agreement levels 

(both perceived and actual) between the offices. As shown in Table 18 and 

Figure 19, the Indian OMs, who used the tool without the contextual data and 

in a recruitment stage different from that for which the tool was designed, 

showed the lowest degree of agreement. The polish OMs, who used the tool 

twice, clearly showed higher levels of agreement (both perceived and actual) 

when using the tool at the designed recruitment stage.  

What is clear from the analysis reported here is that there is evidence that 

using the AI tool as designed, meaning both the designed contextual data and 

the designed recruitment phase, produced higher agreement levels between 

the tool and the OMs.  

5.2.5 Limitations and future investigations  

Chapter 5 presented a comparison between machine learning models 

predicting the classes for different performance and behavioural indicators of 

traders, and humans (OMs) viewpoint on those predictions. The tool did not 

directly predict if the candidate should be hired or not. This gap between the 

tool’s predictions and OMs decision to hire or not to hire is filled by the OMs 

own judgment. Their judgment is also influenced by the context for the tool’s 

application as discussed above. This makes it an ed-tech tool rather than a 

recruitment one. The tool was not recruiting candidates or providing 

recommendations, but the purpose of the AI tool was to provide an extra 

source of information to OMs when they are recruiting candidates. This 

information was based on the predictions of the metrics they used for 

evaluating traders’ performance.  

In terms of traders’ performance and behaviours, a direct validation of the 

models should be conducted when there is sufficient trading data from 

applicants who were hired. Unfortunately, there is no feasible way to evaluate 

performance and behaviour of traders who were not hired, because we 

cannot access their trading data, if indeed they did pursue a career in trading. 
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To collect more data for the models’ validation, it is recommended to add a 

filter that enables OMs to choose the prediction models they want to see. This 

would enable the collection of data about the prediction categories that have 

the biggest impact on the OMs interpretation of the tool’s predictions. Also, it 

would be useful to collect some clickstream data about whether and how OMs 

used the predictions’ explanations available through the tool’s interface.  

The model validations report should be updated in a few months by 

comparing the models’ predictions with real world data - applicants’ actual 

performance as traders after they were hired. However, it should be noted 

that there will still be a gap between the tool’s predictions and the OMs’ 

decision. This gap is filled by each OM’s interpretation of the predictions and 

is influenced by the context in which the tool is used.  

The findings from the model validation report of the tool showed that there 

were differences between how OMs from different locations who used the 

tool. They also show that OMs have different perceptions of high performing 

traders and there were gaps between what OMs perceived as agreement with 

the tool and what was actual agreement with the tool. On one hand, OMs did 

not want the tool to have complete decision-making authority and questioned 

its validity, but on the other hand they wanted more decisive support from the 

AI tool. These findings from the model validation report would play an 

instrumental role in improving the future iterations of the AI-powered ed-tech 

tool. 

 

5.3 Conclusion  
 

The model validation report discussed in this chapter was added as a 

requirement in the Transparency Index Framework, because it offers a very 

useful framework to test AI-powered ed-tech products in different contexts. 

After an AI tool is deployed in an educational setting, it is very important to 

observe and evaluate the tool’s impact. Is it performing as expected? How does 

it impact on the environment of the educational setting? How does the context 

of tool’s deployment impact on its performance and perception among users? 
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How does it affect the teachers, learners, the communication between teachers 

and learners and the communication among learners? Such transparency 

investigations on the impact of the ed-tech would enable ed-tech companies 

developing machine learning powered AI tools to keep evidence at the heart of 

their product development.   

 

5.3.1 First version of the Transparency Index Framework 
 

The first version of the framework that was prepared after the literature review 

and application of several ethical AI frameworks in developing an AI-powered 

ed-tech tool is given below: 

 

Transparency for different stages of an AI tool development process:  

• Data Processing Stage:  

o How was data gathered?  

▪ What were its sources?  

▪ Was informed consent given from all individuals?  

o How was data normalized?  

o What techniques were used to process the data? 

o What data on sensitive variables is collected?  

o How was the sensitive variables data processed and stored? 

o What types of biases were identified in the data: 

▪ Historical Bias,  

▪ Representation Bias,  

▪ Measurement Bias,  

▪ Aggregation Bias, 

▪ Evaluation Bias,  

▪ Deployment Bias.  

o Are these biases being shown to humans in the loop when they 

see the AI system’s predictions?  

o Did the ‘humans in the loop’ receive any training on how to 

interpret AI system’s predictions?  

• Machine Learning Modelling Stage:  

o Which ML model was used for predictions? 
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o Why was this particular model chosen? Was any 

experimentation done with different models? 

▪ In choosing the model were Transparency capabilities of 

the model taken into consideration? 

o Is the model doing regression or classification?  

o Is the model using any Explainable Artificial Intelligence (XAI) 

tools or providing explanations of the predictions: 

▪ If yes, which XAI tools are being used?   

▪ What are the strengths and weaknesses of these tools?  

• Was ‘human in the loop’ trained regarding the 

limitations of these explanations? 

• Were any measures taken to address these 

limitations in autonomous AI systems?  

o How was the machine learning model audited? For example, 

what were the results of using counterfactuals etc. 

• Deployment and Iterative Improvements Stage   

o What security and privacy measures were taken when deploying 

the AI system? 

o How many people will be directly impacted by this AI system? 

o How many people will be directly involved in deploying this 

system? 

o Does this AI system come with a Disclaimer section in the form 

of text highlighting the contexts in which this AI system cannot 

be used?  

o Is there some form of visual signaling to indicate that aspects of 

this AI system are work in progress, or are not perfect or have 

certain biases against these particular groups?  

▪ What is the carbon footprint of training the ML models being 

used in this AI system? For example, some cloud providers 

provide information on environmental impact of training a 

particular ML model. 
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There are a number of factors that influence the type of transparency that 

should be induced in an AI system. Some of these factors are as follows: 

• The system is autonomous or has a ‘human in the loop’. 

• The tech savviness of individuals using the tool. 

• The tech savviness of individuals impacted by the tool. 

• Legal obligations in the geographic location where the tool is deployed.  

• Type of Machine Learning technique or model being used. 

• Tech infrastructure on which ML is implemented, for example batch 

processing or stream processing in real-time.  

 

 

 
Figure 20 (above): Three Tiers of Transparency 

 

Figure 20 shows how the different users of an AI system in educational contexts can 

be classified into three groups based on their tech savviness. These three categories 

of stakeholders were identified during the knowledge elicitation process with the 

domain experts, office managers who were responsible for the recruitment (and were 

the direct users of the AI tool) and technical staff such as software engineers who 

helped in the tool’s deployment.  

 

It was noted that different measures are required for making the AI-powered ed-tech 

tool transparent for the stakeholders. These measures are dependent on the tech 

savviness of the stakeholders and the resources required to make the tool 

transparent for different stakeholders also vary. Table 25 in the framework below 

shows the measures needed to make an ed-tech tool transparent for the three tiers. 
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Table 25 (below): Three Tiers of Transparency 

Tiers Description 

Tier 1 An AI system is considered Transparent for AI researchers and 

practitioners if they know or have access to the: 

•  Machine Learning model used in the AI system.  

• Optimization techniques used, like cross validation or boot 

strapping.  

• Hyperparameter optimization techniques used. 

• Hyperparameter values used. 

• Open-source software, libraries or packages used (if any).  

• Detailed documentation of data processing and engineering.   

• The trained parameter values. 

Tier 2 An AI system is considered Transparent for software engineers and 

tech enthusiasts if it has all the above details plus: 

• Explanations implemented in the AI system show which features 

played the most important role for a particular prediction.   

• The AI system has human in the loop.  

• The technical understanding of human in the loop is known. 

• The accuracy metrics of the ML model used in the AI system are 

shared. 

• The information about the distribution of sensitive variables like 

gender, race, religion in the data is shared. 

• The details of different third-party tools used in the AI system are 

shared, like Google Translate for translations or IBM Watson for 

conversations. 

• The detailed documentation of the data used like datasheets and 

models used like model cards (the assumptions made in the AI 

development process and disclaimers on the contexts in which 

this AI system cannot be used) are shared.  

Tier 3 An AI system is considered Transparent for general public if it has all 

the above details plus: 
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• Explanations are implemented in the AI system in the form of 

sentences that are easily understandable by general public with 

minimal technical jargon.  

• A ‘human in the loop’ is fully responsible for final decision-

making.  

• A ‘human in the loop’ understands the weaknesses of the data 

used for training ML models.  

• The ‘human in the loop’ receives a training session on:  

o   How to use the AI system?  

o   The weaknesses of the AI system?  

o   When to avoid the AI system?   

• User Interface of the AI system takes account of the distribution 

of sensitive variables in the data and predictions for 

disadvantaged groups illustrate more information about the 

limitations of the training data. 

• Weaknesses of different third-party tools used for the AI 

development are shared, for example Oromo spoken in Ethiopia 

can’t be translated correctly through google translate.  

• Carbon footprint of the energy used in training the models for the 

AI system is shared. 
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Chapter 6: Phase 3 - Framework Creation Part 4: 

Evaluating and Improving the Transparency 
Index Framework 

 

6.1 Introduction 
 
The previous three chapters have illustrated how different components of the 

AI development pipeline were conceptualized for the Transparency Index 

Framework for application to the education context. This chapter focuses on 

the evaluation of the Transparency Index Framework that led to the iterative 

design improvements that are discussed in chapter 7. 

 

In this chapter, I summarize the methodology discussed above for creating 

the first draft of the framework and then present the methodology for 

evaluating the framework, including its findings to prepare the final version of 

the Transparency Index Framework. 

 

The Transparency Index Framework presented here has been developed in 

three iterative phases of a participatory co-design process. Firstly, an initial 

Transparency Index Framework was created based on a review of relevant 

literature and existing frameworks, check lists and tools. Secondly, the 

Transparency Index Framework was further developed and refined through 

the participatory design and evaluation of an AI-powered tool that was applied 

in an educational and training setting. The third phase of the process 

focussed on a participatory co-revision of the Transparency Index Framework 

that emerged from phase 2. This third phase engaged a range of different AI 

in education stakeholders, including educators, ed-tech experts and AI 

practitioners. 

  

Table 26 shows the mapping of different components of the initial version of 

TIF to their sources (first two phases of the development): phase 1 as 

literature review of AI development pipelines and phase 2 as my experience 

of developing an AI-powered ed-tech for a financial services company. In 
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phase 3 presented in this chapter, the framework was codesigned and 

iteratively improved based on AI in education stakeholders’ feedback. 

 

Table 26: Mapping of different aspects of the Transparency Index Framework 
from the literature review and ed-tech tool development process 

Components of the Transparency 
Index Framework 

Source 

Approach adopted in deploying an AI 

system 
Literature (Chapter 2) 

Impact of an AI system Literature (Chapter 2) 

Three Tiers of Users 

AI-powered ed-tech tool 

development process (Chapters 3, 4 

and 5) 

Data Collection 
AI-powered ed-tech tool 

development process (Chapter 3) 

Data Processing Literature (Chapter 2) 

Data Analysis 

Literature and AI-powered ed-tech 

tool development process (Chapters 

2 and 3) 

Model Selection Literature (Chapter 2) 

Model Training 
AI-powered ed-tech tool 

development process (Chapter 4) 

Model Verification Literature (Chapter 2) 

AI Deployment 
AI-powered ed-tech tool 

development process (Chapter 5) 

AI Monitoring Literature (Chapter 2) 

AI Improvements 
AI-powered ed-tech tool 

development process (Chapter 5) 

Practical Requirements for the Three 

Tiers of Transparency 

AI-powered ed-tech tool 

development process (Chapters 3, 4 

and 5) 
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6.2. Framework Evaluation  
 

The Transparency Index Framework created as discussed in the preceding 

chapters, was iteratively evaluated in two stages with three groups of 

stakeholders. The three groups of stakeholders (as shown in figure 21) were 

identified based on the experience of testing, deploying and making the AI-

powered ed-tech tool for the financial services company interpretable, as 

discussed above. The tech savviness of OM’s who were the users and 

‘humans in the loop’ for the tool helped in identifying the measures needed to 

make the AI’s predictions understandable and interpretable for them. These 

measures were then incorporated in the Transparency Index Framework as 

shown in table 29. 

 

40 candidates were contacted in two stages to participate in this co-design 

phase through emails and LinkedIn messaging. These candidates were 

divided into three groups and short-listed based on their backgrounds, as 

shown in table 27. 18 candidates responded to this request and participated in 

interviews. Ten candidates were interviewed in stage 1 and eight candidates 

were interviewed in stage 2. The questionnaires used for stage 1 and stage 2 

interviews are given in appendix 6.  

 

First stage of interviews was used to improve the framework and second 

stage was used to confirm the effectiveness of the revised framework. Nine 

candidates requested a copy of the framework and were interested in 

applying it in their respective contexts straightaway. After stage 1 interviews, 

some additional details were added to the framework based on the feedback 

received from educators, ed-tech experts and AI practitioners.  
 
 

Table 27: Three groups of people interviewed for this research 

Group Description Number of 
Candidates 

Educators Teachers, Principals and other Leaders in 
Schools 9 

Ed-tech Experts People leading the digital strategy initiatives 
and ed-tech implementations in schools 5 

AI Practitioners AI Practitioners 4 



 173 

 

After stage 1 interviews, explorative thematic analysis was conducted with 

manual coding, and preliminary codes were assigned to the collected data 

from different interviews (Basit, 2003). Then patterns and themes were 

identified through the frequency of different codes in interviews from a specific 

group (educators, ed-tech experts and AI practitioners) and from all the 

groups combined, to take account of the unique requirements of each group 

(Belotto, 2018). The Transparency Index Framework was improved based on 

the findings from stage 1 interviews.  

 

Some of the contributions from stage 1 of interviews are as follows: 

• Definitions of different types of biases were added to the framework. 

• A table highlighting the assumptions made in grouping different 

stakeholders of AI in Education (table 28) was added to the framework. 

• Language used in the table 25 ‘Practical requirements for the Three 

Tiers of Transparency’ was made less technical and more 

understandable for stakeholders with no technical background. 

 

Then stage 2 interviews were conducted as a reliability and validity measure 

with deductive thematic analysis to confirm the findings from stage 1 

interviews. Some of the contributions from stage 2 of interviews are as 

follows: 

• Findings from the stage 1 interviews were confirmed. 

• More details were added to the section highlighting the strategic factors 

that impact the transparency of an AI system and it was added at the 

beginning of the framework.   

• More insights on ethical AI in Education and Transparency Index 

Framework were gathered. 

 

The findings from stage 1 and stage 2 interviews were incorporated in the 

final version of the framework presented in chapter 7. The data from the 

interviews was stored in the cloud for security purposes and ethics approval 
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for the whole research design was achieved from University College London, 

Institute of Education. 

 

The interviews with candidates were semi-structured and varied slightly 

between different groups. This variation was added to ensure that all 

stakeholders (irrespective of their technical background) understood the 

implications of ethics and transparency in developing AI-powered ed-tech 

products. This would enable them to understand the different components of 

the Transparency Index Framework in a better way and give feedback 

accordingly. But this also meant that their understanding of AI, transparency 

and AI ethics can be potentially biased based on my understanding of these 

concepts and the information I shared with them.  

 

With educators a high-level purpose for the framework was shared during the 

interviews with only minor details about how the framework development 

process had evaluated AI tools throughout their development pipeline. 

Educators were explained what information TIF would show them about a 

particular AI product and then inquired if they will find such information useful. 

They were also asked if they have inquired about this information in the past 

and would they use a framework like this to audit the AI-powered ed-tech 

products before deploying them in their institutions. 

 

With ed-tech experts, more details of the framework were shared during the 

interviews compared to educators, and they were asked about the usefulness 

of this framework as an auditing tool to evaluate ed-tech products. During the 

interviews, experts were also asked about their opinions on the impact of AI in 

education, its potential, its impact and any harms it could cause to learners 

and educators. For the ed-tech experts who were already using AI-powered 

ed-tech in their schools, they were also asked if they have ever had any 

conversations on AI ethics or transparency in AI with their ed-tech providers.  

 

With AI practitioners, all the details of the first version of the framework were 

shared, and their opinions were also incorporated to improve the framework 

along with educators and ed-tech experts. They were asked about the ethical 
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considerations in place for their current ed-tech projects and if they were 

already using any systematic processes for auditing their AI-powered ed-tech 

tools. They were also asked of any demands they have received from schools 

for ensuring ethical AI development and how they address these 

requirements. 

 
 
6.3 Themes  
 
A set of global themes were shown in interviews by all the stakeholders from 

different groups, irrespective of their background. These are given in the 

section below. On the other hand, there were some local themes that 

appeared across all the stakeholders from a certain group only, with a specific 

background. For example, these themes emerged from educators with 

minimal technology background but not from AI practitioners, or some themes 

appeared in conversations with ed-tech experts but not with AI practitioners.  

 

  6.3.1 The usefulness of the proposed framework 
 

Across all the groups, all 18 stakeholders thought that the framework was 

useful for enhancing their understanding of AI products and where these 

products can go wrong. Educators stated that the framework could help 

them get a better understanding of AI-powered ed-tech products and the 

contexts in which they work best. Some educators who were currently 

evaluating ed-tech tools were very interested in using the framework as 

an auditing tool to get a better understanding of these products.  

 

Ed-tech experts also viewed this framework as an auditing tool for 

evaluating ed-tech products before they are deployed in schools. Most of 

them relied on GDPR regulations to ensure data privacy but were not 

aware of any tools or frameworks for AI ethics that are applicable to 

education. 

 

AI practitioners perceived the framework as a documentation tool to 

record all the details of the machine learning development pipelines of the 
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AI products they build. They admitted that some parts of the TIF are more 

technical than others and would need extra work to make them accessible 

for all stakeholders of AI in education. For example, one AI practitioner 

commented on Model Cards in the Transparency Index Framework as 

“usually more technical summaries, but the visual design (of their 

representation could be improved)”. AI ethics was a concern for them but 

their application of AI ethics on products was mostly limited to 

explanations. From the interviews, it seemed this was the first time they 

were looking at transparency at a detailed level on every stage of the 

machine learning development pipeline.  

 

6.3.2 Transparency of AI products ‘’a new phenomenon’’  
 

For 17 out of 18 stakeholders that were interviewed for this research, the 

conversation on transparency regarding ethical considerations in AI 

products was a relatively new phenomenon. Seven educators involved in 

the evaluation were using some form of AI-powered ed-tech products in 

schools, but ethical AI was a relatively new conversation for them. It 

seemed they were not aware of the adverse consequences of AI going 

wrong or not working as expected. 
 
All eighteen interviewees, including the AI practitioners building AI 

products did not perceive transparency in machine learning development 

pipelines the same way that it was being addressed by the framework 

proposed in this research. Ed-tech experts seemed to rely on government 

regulations for protection against AI mishaps. The issues with this 

approach were that firstly, there are no clear government regulations 

regarding the bias in AI systems or their malfunctioning, and secondly the 

government intervention may occur after the damage has been done. 

Recently, EU has e-published the EU AI Act16 that aims to address the 

risks posed by AI applications in real world. 
 

6.3.3 Focus on Transparency and Ethics in AI products  
 

16 https://artificialintelligenceact.eu/ 
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Transparency in AI was a relatively new phenomenon for all the 

stakeholders. The concept of making their AI implementations transparent 

throughout the machine learning development pipeline and sharing it with 

end-users was new to AI practitioners. 
 
Three practitioners made an interesting point regarding transparency in AI 

stating that they do not put in a lot of effort in making their AI products 

transparent because their clients (education institutions like schools) do 

not ask for it. This theme also emerged in my interviews with educators 

and ed-tech experts in schools: they were mostly not aware of the 

importance of transparency in the AI products they use in schools. 

Although one practitioner confirmed that in the past, they have received 

questions from teachers when teachers noticed something strange like 

why the tool is making this particular decision for this student. Such 

questions from teachers highlight the importance of transparency for AI 

products. In certain contexts, as in this case, lack of transparency can 

lead to confusion or unpleasant experience for teachers in the classroom. 

 

All four AI practitioners that were interviewed in this research claimed that 

they try to make their machine learning models explainable. They focus 

on post-hoc explainability through tools like Lime (Ribeiro et al, 2016). 

But, they have never received particular requests from educational 

institutions on adding explainability to their AI products or sharing the 

details of their development process. 

 
Ed-tech experts identified the importance of ed-tech and AI in ed-tech to 

enhance learning outcomes for students. In their opinion, the claim often 

made by AI-powered ed-tech products that they reduce teacher workload 

is not backed up by evidence. They claimed that AI in ed-tech is over-

rated and not as impactful as some companies claim. 
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When asked about their concerns regarding AI going wrong and 

negatively impacting learning outcomes based on false information or 

wrong predictions, two contrasting themes emerged from ed-tech experts: 

- They relied on regulations like GDPR to take care of any 

such mishaps. Ed-tech companies operating within EU need 

to make their products compliant with GDPR. They thought 

that GDPR would also take care of any ethical, accountability 

and transparency issues within AI along with data privacy 

and storage concerns. 

- Another theme that emerged in the discussions with ed-tech 

experts focused on AI hype in ed-tech products. They 

thought that ed-tech companies claiming to use AI in their 

products exaggerated the benefits of AI. According to them, 

any major breakthroughs in AI would require huge amounts 

of investment. These ed-tech experts were also 

comparatively more aware of the importance of ethical AI in 

education. They claimed that the unintended consequences 

of AI in education are not as well documented as in other 

sectors. This poses more danger as most educators, and 

sometimes even ed-tech companies are not very well aware 

of where AI can go wrong in the context of education and the 

impact this can have on learners. It is important to note that 

the ed-tech experts with these beliefs thought that there 

might have been mishaps in AI in education, but they are not 

very well documented.  

 
For educators, transparency in AI was a new phenomenon. They were 

excited about trying new ed-tech and AI products in their schools and 

evaluating their impact on learning outcomes, but mostly did not seem 

concerned about AI’s negative consequences. Most of them were not tech 

savvy, but they understood the purpose of this research’s framework and 

how it could be useful in their contexts. 
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For all nine educators interviewed, this was the first time they were having 

conversations on ethical AI and what kind of documentation or 

precautionary measures to expect from ed-tech companies applying AI in 

education. It seemed they have never had such conversations from their 

ed-tech providers earlier. A theme that was also confirmed in an interview 

by the AI practitioner leading a data science team at one of the biggest 

ed-tech companies in the world.  

 
6.3.4 Feedback and Recommendations to Improve the Framework 

 
AI practitioners were the most active group in terms of providing feedback 

to improve the framework. This can partially be because most of the 

literature I draw from to create the initial version of the framework comes 

from industrial and technical perspectives as shown in chapter 2 and table 

26. AI practitioners recommended to add a brief summary of each type of 

bias that can exist in a machine learning development pipeline. They also 

advised adding another clause regarding open-sourcing or publicly 

sharing the development code that was used to build the product. This 

would enable any watchdog or AI auditing group to replicate the results of 

that AI product and identify any gaps with sample data.  

 
AI practitioners showed the most interest in the details of the framework, 

especially the data processing stage. AI practitioners requested to view a 

copy of this framework and showed interest in using this research in their 

projects when it is published as well. They also recommended to highlight 

the assumptions made in categorizing the different stakeholders of AI in 

Education into three tiers. 

 
Most educators wanted to have follow up conversations on the 

framework. They wanted to discuss it with their colleagues and 

incorporate some of the questions in teacher training sessions to enhance 

their understanding of AI products before they are used in classrooms. 

From the conversations, it seemed that the framework helped educators 
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in identifying a gap in their current auditing process for AI-powered ed-

tech products before they are deployed in schools. 

 
Some educators also asked to view a copy of the framework to give 

feedback. One educator pointed out that the Transparency for Tier 3 

users (general public: teachers, students and parents) as depicted in the 

Transparency Index Framework ‘‘is too esoteric and more linked to their 

perceived outcomes’’.  

 

Based on the educators’ feedback, a separate version of the framework 

can be prepared specifically for schools. This version of the framework 

will have the definitions of all the technical terms. It can also explicitly 

mention how the answers to certain questions in the framework can 

indicate an AI tool’s effectiveness in enhancing educational outcomes. For 

example, if no usability tests have been done with sample schools before 

selling an AI-powered Learning Management System at scale, it can be 

considered a red flag for the schools to buy such an AI tool. 

 

Another educator requested that the language used in the framework 

needs to be ‘‘explicated/simplified for ease of access’’ by non-technical 

audience like educators and school leaders. They particularly requested 

to add the definitions of different types of biases in the framework. 

 

6.4 Conclusion  
 

The interviews with different AI in education stakeholders discussed in this 

chapter provide invaluable insights and feedback regarding their opinions on 

AI in education, the importance of ethical AI, conceptualization of 

transparency for AI-powered products in educational contexts and changes to 

the Transparency Index Framework that would make it more accessible, 

practical and understandable for educators, ed-tech expert and AI 

practitioners.  

 



 181 

The final version of the framework prepared after thorough consultation with 

these stakeholders is presented in the next chapter.    
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Chapter 7: Phase 3 - The Revised Transparency 
Index Framework 
 
7.1 Introduction 

 

This Chapter 7 presents the Transparency Index Framework that has been 

revised in the light of the evaluation conducted with various AI in education 

stakeholder and discussed in Chapter 6.   

 

The revised Transparency Index Framework can be adopted as a continuous 

approach where transparency is not seen as an instantaneous decision or as 

dependent on the usage of a particular set of tools only. It is adopted as a 

continuous process, integrated into the design usage scenarios of an AI tool. 

There are several factors that influence the type of transparency that should 

be or can be induced in an AI system.  

 

7.2 Framework Description  
 

The Transparency Index Framework has three components that address 

different aspects of an AI-powered tool. These components are as follows: 

1. Checklist: provides a set of questions and guidelines for AI practitioners 

and ed-tech companies to incorporate transparency in strategic decision-

making, machine learning modelling and deployment stages of the AI 

development process. This part of the framework was derived from phase 

1 (literature review) and phase 2 (development of an AI-powered ed-tech 

tool) of this research study. 

2. Categorization of stakeholders: categorizes the different stakeholders of AI 

in education into three groups based on the tech savviness of the 

stakeholders and the resources required to make an AI-powered ed-tech 

tool transparent for them. These three categories of stakeholders were 

identified during phase 2 of this research. In the AI development process 

of an ed-tech tool, there were three main categories of stakeholders from 

the financial services company who were involved: firstly, office managers 

and domain experts who would use the tool and with whom the knowledge 

elicitation process of financial services and trading was conducted. 



 183 

Secondly, the software engineers and a tech team who were responsible 

for the technical development of the AI tool. Thirdly, the data team 

(including an AI practitioner) to whom all the knowledge was transferred 

and the minimum viable product of the tool was handed over for 

maintenance and iterative improvements later. 

3. Requirements of transparency for different tiers of stakeholders: highlights 

a set of guidelines that can be followed to make an AI-powered ed-tech 

tool transparent for different tiers of stakeholders. This section of the 

Transparency Index Framework was derived from the experience of 

developing an AI-powered ed-tech tool. It was validated and improved 

based on the interviews with different AI in education stakeholders in 

phase 3 of this research. 

 

7.3 Transparency Index Framework 
 

The process through which Transparency is ensured in an AI system or the 

extent to which Transparency is needed for an AI system is determined by a 

number of strategic decisions that should be taken into account before 

starting the data collection process for an AI system. These are as follows: 

 

Strategic Decisions 
 
1. What approach will you adopt in deploying the AI system to production: 

1.1. Human in the Loop: Final decision-making authority is kept with the 

humans, AI system’s role is to enable more informed decision making. 
1.2. Human on the Loop: Human plays a supervisory role to evaluate the 

decisions made by an AI system, before and they are implemented in 

real-world. 

1.3. Human out of the Loop: AI system makes the decision with no 

human involvement. 
 

2. What kind of impact will this AI system have on its users: 
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2.1. Direct Impact: where a user’s personal life is affected by a decision 

and in some cases user has no choice other than compliance, like 

recruiting a candidate, giving a loan or deciding recidivism. 
2.2. Indirect Impact: where a user’s day to day life is not affected by an AI 

system’s decision or user has the choice to decide against the AI’s 

decision, like spam filtering in emails, or recommendations on an e-

commerce store. 
 

3. What is the tech savviness of the individuals who would be (directly or 

indirectly) impacted by this AI system: 

3.1. Tier 1: Researchers and AI practitioners: they have a thorough 

understanding of the techniques that are needed for the development 

of a machine learning powered AI system. 

3.2. Tier 2: Software engineers and tech enthusiasts (ed-tech experts 
and tech enthusiasts): they have some understanding of the 

techniques that are needed for the development of an AI system. 

3.3. Tier 3: General public (teachers, students and parents): they do 

not have any understanding of the techniques that are needed for the 

development of an AI system. 
 

1. Data Transparency 
1.1. Data Collection 

1.1.1. How was the data collected?  

1.1.2. What were its sources?  

1.1.3. Was Assumption Testing carried out: What assumptions were 

made regarding the data collection? 

1.1.3.1. How many of these assumptions were tested and 

verified? 

1.1.4. Was informed consent taken from all individuals? 

1.1.5. What data on sensitive variables like gender, nationality, 

ethnicity and religion etc is collected?  

1.1.6. How is your data labelled: 

1.1.6.1. By ground-truths.  

1.1.6.2. By human labels.  
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1.1.7. From 1 to 10, how do you rate the involvement of domain 

experts in data collection? For example, if you are building an AI-

powered product for teachers, did you consult any experienced 

teachers regarding what you are building, and the kind of data you 

are collecting for it. 

1.2. Data Processing 
1.2.1. How is data stored and ensured that it is secure? 

1.2.2. How was data normalized?  

1.2.3. What techniques and tools were used to process the data? 

1.2.3.1. Were the strengths and weaknesses of these techniques 

explored? 

1.2.4. How was the sensitive variables data processed? 

1.3. Data Analysis  
1.3.1. What techniques and tools were used to analyze the data? 

1.3.2. Was Exploratory data analysis done? 

1.3.2.1. Was Exploratory data analysis shared and confirmed with 

domain experts? 

1.3.3. Was statistical data analysis done? 

1.3.3.1. Was statistical data analysis shared and confirmed with 

domain experts? 

1.3.4. Were correlations between different features identified and 

confirmed by domain experts to evaluate any assumptions made? 

1.3.5. What techniques were used to identify, mitigate and share the 

limitations of data with stakeholders? 

1.3.6. What types of biases were identified in the data:  

1.3.6.1. Historical Bias: This bias exists in society and is reflected 

in the data even if there are no errors in the data collection 

and processing stages.   

1.3.6.2. Representation Bias: This bias occurs when sample data 

used to build the AI is not truly representative of real world.   

1.3.6.3. Measurement Bias: This bias occurs while choosing, 

collecting and computing features in the data to measure a 

certain outcome.   
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1.3.6.4. Aggregation Bias: This bias occurs when one size fits all 

AI approach is used for all the groups in the data. 

1.3.6.5. Evaluation Bias: This occurs when the test data of an 

algorithm does not represent the target population. 

1.3.6.6. Deployment Bias: This occurs when there is a mismatch 

between the problem that an AI tool is built to solve and what 

it is actually used for in the real-world.  

1.3.7. What steps were taken to mitigate the above biases in the data?  

1.3.8. Are domain experts informed of the measures taken to mitigate 

these biases?  

1.3.9. Are domain experts fully briefed on the potential impact of each 

type of bias on AI system’s predictions? 

1.3.10. Was Datasheet prepared for the data processing stage? 

 

2. Algorithmic Transparency 
2.1. Model Selection 

2.1.1. Which ML model was used for predictions? 

2.1.2. Why was this particular model chosen?  

2.1.3. Was any experimentation done with different models?   Was a 

Models Evaluation Report prepared? 

2.1.4. What are some common strengths and weaknesses of this 

model? 

2.1.5. In choosing the model were Transparency capabilities of the 

model taken into consideration? 

2.1.6. Is the model doing regression or classification?  

2.1.7. Is the model using any Explainable Artificial Intelligence (XAI) 

tools or providing explanations of the predictions: 

2.1.7.1. If yes, which XAI tools are being used?   

2.1.7.1.1. What are the strengths and weaknesses of these tools?  

2.1.7.1.2. Was human in the loop trained regarding the limitations of 

these explanations?  

2.1.7.1.3. Were any measures taken to address these limitations in 

autonomous AI systems? 

2.2. Model Training 



 187 

2.2.1. Which tools (like Python libraries) were used for training the 

models? 

2.2.2. What hyperparameters were used for training the models? 

2.2.2.1. Were these hyperparameters optimized? 

2.2.2.1.1. If yes, what techniques were used for 

hyperparameter optimization?  

2.2.3. What was the percentage of training and test set? 

2.2.4. Was the distribution of features in training and test set similar? 

2.3. Model Verification  
2.3.1. How was the machine learning model audited. For example, 

what were the results of using counterfactuals etc?  

2.3.2. Have you tested your model on a subset of sensitive variables 

data? 

2.3.3. Have you prepared a disclaimer document highlighting the exact 

contexts in which your model can be used? 

2.3.4. Was a Model Card prepared for your models deployed in real-

world? 

 
3. Implementation Transparency  

3.1. AI Deployment  
3.1.1. Have you tested the MVP of this AI system with potential real- 

world users? 

3.1.1.1. Were the domain experts or users satisfied with the tool’s 

performance? 

3.1.1.2. Will you share the details of this MVP testing with 

prospective clients? 

3.1.2. Is there some form of visual signaling to indicate that a particular 

aspect of this AI system is a work in progress, or is not perfect or 

have certain biases against these particular groups?  

3.1.3. What is the carbon footprint of training the ML models being 

used in this AI system? For example, some cloud providers 

provide information on environmental impact of training a 

particular ML model. 

3.2. AI Monitoring  
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3.2.1. How will you be monitoring this AI system in production?   

3.2.2. What security and privacy measures were taken when deploying 

the AI system? 

3.2.3. Have you prepared a Models Validation Report to document the 

tool’s performance in real-world with focus groups or the first few 

users?  

3.2.3.1. Were the results up to expectation? 

3.2.3.1.1. If not, what changes were made in the AI system? 

3.2.3.1.2. Were steps 3.2.3. onwards repeated unless the AI 

system reached expected results?  

3.3. AI Improvements  
3.3.1. How often are you planning on pushing the improved model to 

production?  

3.3.2. Have you identified the lower limit below which the AI system 

needs attention or human intervention?  

3.3.3. Have you identified the lower limit below which the AI system 

should stop working? 

3.3.4. Have you completed registration or acquired endorsements (like 

completing conformity assessments) from regulators or other third 

parties, like registration on public EU database for high-risk AI 

systems? 

3.3.5. Have you prepared the Factsheet for your AI tool? 

 

 

 
Figure 21 (above): Three Tiers of Transparency for AI in Education 
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Table 28 (below): Assumptions / Characteristics of the Three Tiers of 
Transparency 

Tier 1 Tier 2 Tier 3 

Have extensive technical 
knowledge of how AI systems 

work 

Have basic knowledge of AI 
applications in real-world like 

NLP, image recognition 

Tech knowledge is limited to the 
use of social media or other 
personal apps like Uber etc 

Can reproduce AI research from 
research papers 

Have know-how of AI’s 
applications in education and big 

players in this space 

Not tech savvy and no technical 
background 

 
Have extensive experience of 
using and deploying ed-tech in 

schools 

Not aware of the limitations of AI 
or technology in general 

  Need thorough training before 
using tech products 

 
 
Figure 21 maps the different types of stakeholders in education in terms of 

their technical background to the resources required to make an AI system 

transparent for that particular group. It shows how the requirements for 

transparency in AI products vary with the background of stakeholders. To 

make an AI system transparent for stakeholders with no technical 

background, like educators, AI companies need to invest significant resources 

and time. This part of the Transparency Index Framework was devised in 

phase 2 during which various measures were taken to make the tool 

transparent for Office Managers who were acting as ‘humans in the loop’. 
 
Table 29 in the Transparency Index Framework shows the measures that the 

ed-tech companies need to take for making their AI development processes 

transparent for different stakeholders of their product. It shows how the 

measures needed for Transparent AI development increase as we move from 

tier 1 to tier 3 stakeholders. This table was derived from my experience of 

developing an AI-powered ed-tech tool, and then evaluated through interviews 

with different stakeholders.  
 

Table 29: Practical requirements for the Three Tiers of Transparency 

Tiers Description 
Tier 1 An AI system is considered Transparent for AI researchers and 

practitioners if they know or have access to the: 
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• The Machine Learning model used in the AI system.  

• Optimization techniques used, like cross validation or boot- 

strapping.  

• Hyperparameter optimization techniques used. 

• Hyperparameter values used. 

• Open-source software, libraries or packages used (if any).  

• Detailed documentation of the data processing and engineering.   

• Trained parameters values. 

• Open-source code (or a relevant part of it) of the AI system. 

Tier 2 An AI system is considered Transparent for ed-tech experts and 

enthusiasts if it has all the above details plus: 

• Explanations implemented in the AI system show which factors 

played the most important role for a particular prediction.   

• The AI system has a human in the loop who understands the 

explanations. 

• The technical understanding of human in the loop is known. 

• The accuracy metrics of the ML model used in the AI system are 

shared. 

• The information about the distribution of sensitive variables like 

gender, race and religion in the data is shared. 

• The details of different third-party tools used in the AI system are 

shared, like Google Translate for translations or IBM Watson for 

conversations. 

• The detailed documentation of the data used, such as 

datasheets, and models used, such as model cards (including 

the assumptions made in the AI development process and 

disclaimers on the contexts in which this AI system cannot be 

used) are shared. 

Tier 3 An AI system is considered Transparent for educators and parents if it 

has all the above details plus: 

• The AI system has been thoroughly tested with sample users 

and their findings have been incorporated in the product 

development and training. 
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• AI explanations are implemented in the AI system in the form of 

sentences with minimal technical jargon and are easily 

understandable by general public.  

• A ‘human in the loop’ is fully responsible for final decision-

making.  

• A ‘human in the loop’ understands the weaknesses of the data 

used for training ML models.  

• A ‘human in the loop’ can explain the workings of an AI system to 

users.  

• A ‘human in the loop’ has a thorough understanding of when to 

rely on an AI system and when to avoid it. 

• The ‘human in the loop’ receives a training session on:  

o   How to use the AI system.  

o   The weaknesses of the AI system.  

o   The contexts in which to avoid using the AI system. 

• User Interface of the AI system takes account of the distribution 

of sensitive variables in the data. Predictions for under-

represented groups illustrate more information about what the 

training data lacks about such groups that might skew the results 

for a particular individual.  

• Weaknesses of different third-party tools used in the AI system 

are shared if relevant, for example Oromo spoken in Ethiopia 

can’t be translated correctly through google translate.  

• Carbon footprint of the energy used in training the models for the 

AI system is shared. 
 
 
7.4 Discussion: Transparency in the context of AI in 
Education  
 
Building impactful and effective AI for education is hard (Kay, 2012). If we 

take a simple AI in education use-case to facilitate learners or enhance their 

understanding of a particular concept like algebra (Chien et al, 2008; Beal, 

2013) or fractions (Beal et al, 2010) or grammar (Alhabash et al, 2016), these 

are difficult problems to solve for AI at scale. Teaching students can be 
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challenging for humans too and not all human teachers are necessarily great 

at explaining these concepts to all students. A great teacher for one learner 

might have no impact on the learning outcomes of another student because 

every learner is unique and a particular teacher’s pedagogical style might be 

more suitable for some learners than others. These unique teaching styles 

and pedagogical methods along with varying learning needs of different 

students makes it very important and challenging for AI systems like 

Intelligent Tutoring Systems (ITS) to provide contextualized learning to 

students. For AI systems deployed in educational contexts, it’s very important 

to thoroughly document the data they are trained on because this training 

data plays a significant role in determining the kind of contexts that AI system 

would work in as expected. The data transparency section of the 

Transparency Index Framework aims to fill this gap by providing a detailed 

guideline on documenting the data processing stage of the AI development 

process. 

 

For AI deployments in education, the Transparency Index Framework 

proposed in this thesis encompasses different aspects of the AI development 

process that AI practitioners need to document. For example, for ML 

modelling, the details of the models used for decision-making can be 

documented and shared. To take this one step further, the ed-tech companies 

developing AI-powered products can also choose to publicly share the code 

that their AI practitioners and/or data scientists write. This can enable 

reproducible research and is a contribution to the tech community working on 

AIED. 

 

Some might argue that steps like making the code of AI implementations 

public through GitHub or other tools is not very helpful for general public or 

Tier 3 users mentioned in the framework like educators or ed-tech experts 

who are not tech savvy and at times not interested in the technical details of 

the development process. But, such steps may help the tier 3 users indirectly. 

This has both a push and a pull factor for AI practitioners working on ed-tech 

products as they know their work (code) will be viewable by public in future 

which reinstates the need to work towards public good (Elster; 1998; 
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Chambers, 2004; Chambers 2005;Naurin, 2007). It also means that 

practitioners know they can be held accountable for their work which can lead 

to more robust AI development. Hence, these requirements were added in the 

TIF. 

 

Other researchers have also argued against complete transparency like 

Zarski (2016), Lepri et al (2017), De Laat (2018) and Carabantes (2019). 

Complete transparency like making the code of an AI tool public can hinder 

innovation as companies will potentially be sharing the intellectual property of 

high commercial value that makes AI work in certain contexts and provides 

them competitive edge over others. In such scenarios it can be argued that 

the ed-tech company developing an AI product can implement the different 

components of Transparency Index Framework for all three stages of the AI 

tool development process but can avoid sharing all such information with end-

users or third parties. They induce transparency for internal use. Hence, this 

research addresses the criticisms of complete transparency by creating a 

distinction between transparency for the ed-tech companies developing the 

tools and transparency for external stakeholders like end-users of the ed-tech.  

 

Another problem with complete transparency, especially in education where 

most stakeholders are in tier 3 of the TIF, is that it can potentially lead to 

information overload for stakeholders (Eppler and Mengis, 2004) or 

transparency paradox (Richards and King, 2013). Sharing everything with the 

stakeholders can be counterproductive, potentially lead to confusion for 

stakeholders and make it more difficult for them to find the relevant 

information (Stohl et al, 2016). AI-powered ed-tech companies for teachers 

face this risk as teachers in a classroom setting can be easily confused by too 

much information on their dashboards (Bull et al, 2013; Greller and Drechsler, 

2012). Luckin et al (2006) have illustrated the importance of human centered 

design in developing educational systems that are fit for use. They highlight 

the importance of iterative improvements in building such educational 

systems. Considering the risks involved, this particularly holds true for any 

kind of AI system in an educational setting. AI-powered ed-tech tools need to 

be thoroughly tested with target users as a part of the participatory design 
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approach before they are deployed in the real world at scale. It is added in the 

‘Implementation Transparency’ section of the Transparency Index above. 

 

At times the users of an AI-powered ed-tech may not even know what 

information they need. What is useful for them, what kind of impact lack of 

transparency can have on them or what is too much transparency for them 

that leads to cognitive overload (Bogina et al, 2021). This is especially the 

case for tier 3 users who are not tech experts and do not know exactly what 

kind of information from the entire AI tool’s development pipeline will be useful 

for them. This is also shown from this study, that educators who are also tier 3 

users (according to the framework) have mostly never had conversations on 

ethical AI and/or transparency in AI before. This was also confirmed from AI 

practitioners who stated that they have never received any requests on 

transparency or concerns regarding ethical aspects of machine learning 

powered AI in product development from their clients (educators and ed-tech 

experts). In such industries, Transparency Index Framework for the ed-tech 

companies developing AI tools is more important to mitigate the risks of AI as 

there seem to be no external checks in place by other stakeholders. 

 

A counter point to the above argument is that even if sharing the development 

details of an AI tool leads to cognitive overload, this does not mean that ed-

tech companies should stop making such information public at all. End-users 

of an AI tool do not necessarily need to know or understand every detail of an 

AI implementation, but this belief in AI practitioners that they need to share 

every decision and assumption made during the tool’s development can act 

as a strong precautionary measure for them to double-check these decisions, 

leading to more robust development processes. These checks and balances 

can also prevent mistakes which lead to unexpected and controversial results 

and can be harmful to the ed-tech company’s image. 

 

The criticisms on transparency are mostly directed at information that is 

shared with end-users. If the focus is on the question of ‘transparency for 

whom’ and the transparency measures to be taken by ed-tech companies 

when developing AI are treated separately from the information that they need 
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to share with various stakeholders of education, then it can be noticed that the 

criticism is mostly directed at the information shared with end-users, not the 

measures to be taken by ed-tech companies for internal transparency. For 

example, the autopilots working in cars are powered by state-of-the-art image 

recognition algorithms trained on vast amounts of data (Hirz and Walzel; 

2018). When drivers are using the autopilots, they do not necessarily want to 

know the detail of how AI is making every decision or identifying different road 

signals etc. They need to know when not to trust the AI system, for example 

during heavy rainfall etc. Similarly a teacher using AI-powered learning 

analytics dashboard with real-time data does not need to know how it is 

processing the data or making every prediction, but when not to trust the 

system, for example when the tool is making predictions for a student with 

under-represented ethnicity, demography or age in the training data. But, if 

the companies developing such software do not feel the need to share the 

details of their AI system with end-users, it does not imply that they should 

ignore the transparency considerations while developing that AI system. As 

shown in this research, these transparency considerations also lead to robust 

and well-documented AI systems that are very beneficial for the ed-tech 

companies developing these tools. For ed-tech companies, such measures 

can save time, resources and man-power required to debug the AI systems, 

improve their performance and make them suitable for different educational 

contexts.  

 

Ed-tech companies need to allocate resources to develop ethical and safe AI 

for their users. If a particular set of information regarding an AI tool is not to be 

shared with end users because it may lead to cognitive overload or reveal 

company’s secret sauce of building effective AI, it does not mean that the 

company should stop implementing the transparent development measures 

shown in the Transparency Index Framework. Documentation of the decisions 

taken, and assumptions made during the AI tool development process can be 

very useful for the company itself (Madaio et al, 2020) as shown above.  

 

Cognitive overload in the context of Transparency Index Framework can be 

caused by sharing all the information and documentation of the data 
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processing, ML modelling and deployment stages with the users of an AI 

system (Kirsh, 2000) such as teachers, head teachers and learners who are 

not tech savvy and sometimes not interested in these details. But, there are a 

number of ways in which cognitive overload for such users can be avoided 

without compromising on the principles of transparency. For example, despite 

the documentation of the entire AI tool’s development pipeline, only relevant 

information can be shared with the stakeholders. If this information is too 

much, it can be shared over a period of time or made available to 

stakeholders and left it at their discretion to access it, as and when needed. 

Cukurova et al (2019) have presented a framework for evidence-informed 

educational technology where ed-tech companies work closely with 

researchers and educators to ensure the efficacy of the products they build. 

For safety in AI systems, a participatory design methodology where ed-tech 

companies closely work with the prospective users of their AI offering to 

understand their needs is necessary (Luckin et al, 2011). This is where the 

‘Implementation Transparency’ section of the AI Transparency Index plays a 

crucial role. 

 

There are many ways in which transparency informs and overlaps with other 

dimensions of ethical AI. Figure 22 shows how transparency as presented in 

the Transparency Index Framework can overlap with explainability, fairness, 

accountability, interpretability and safety of AI systems. 
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Figure 22: Transparency in relation to the other dimensions of ethical AI as 
depicted in the Transparency Index Framework presented in this research 

 
Explainability and Interpretability of AI systems are at times used 

interchangeably (Linardatos et al, 2021). They seem to be a necessary pre-

requisite for transparent AI systems as well. Ed-tech companies do not need 

to share all the details of their AI tools with end-users as discussed in this 

section above. But, the information they do share needs to be understandable 

by the users of the AI system. Considering the importance of explainability of 

AI systems in educational context, it was explicitly added as a requirement in 

the Algorithmic Transparency stage of the Transparency Index Framework. 

To ensure the understandability of these explanations by teachers or learners, 

usability testing of AI systems was added in the ‘Implementation 

Transparency’ stage.   

 

Any AI system developed in the lab and/or deployed in the real world only 

works as expected, or fairly, in certain contexts and based on certain 

assumptions. Economists use the terms ‘ceteris paribus’ to indicate how 

economic laws work in certain conditions when all external factors are in 

perfect equilibrium (Schiffer, 1991). The same can be applied to AI systems in 

the real-world as well. To ensure fairness in AI systems, transparency enables 

the companies developing AI-powered ed-tech products to highlight the 
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assumptions in which they expect the tool to perform fairly or at its optimum 

level. For example, a learning analytics dashboard that visualizes the learning 

progress of different students in classroom may be designed and tested in 

classrooms with one teacher and less than twenty students in private English 

schools with a vast majority of white English students. It may not work as 

effectively when deployed in a classroom with two teachers (an additional 

assistant teacher) and more than thirty students who are a mix of different 

ethnic backgrounds. Therefore, thorough testing of the MVP of an AI system 

with prospective users in real-world was added as a requirement in the 

‘Implementation Transparency’ stage of the AI Transparency Index. Hence, 

transparency seems to be an integral part of fairness in AI systems in 

educational contexts. 

 

According to some researchers, transparency and accountability are closely 

related (Hood, 2010; Matthias, 2004). From the viewpoint of ed-tech 

companies, there are strong reasons why accountability leads to more 

transparent AI development processes and vice versa. Accountability in terms 

of transparency for ed-tech companies is a two-edged sword. On one hand, 

ed-tech companies might want to make their development processes 

transparent and share all the details (pros and cons) with educational 

institutions to avoid taking any responsibility of mishaps. But, on the other 

hand they may want to avoid sharing any details with educational institutions 

because it makes their product difficult to sell and they might be held 

accountable for the weaknesses or misuse of their products. Transparency as 

depicted in the TIF for AI-powered ed-tech can help companies document and 

test the assumptions on which they build their AI systems and hold the 

relevant departments or individuals accountable when tools perform 

unexpectedly.  

 

Within different dimensions of ethical AI, safety is of utmost importance and 

cannot be compromised. It quite often gets ignored in the race to be the first 

one to launch an AI-powered product (Amodei et al, 2016). In education, 

safety is even more crucial because of high stakes and because mishaps in 

AI-powered ed-tech can go unnoticed unless a teacher or student raises it 
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with the relevant authorities in their school, as mentioned by one of the ed-

tech experts during the interviews. Safety of AI systems, like transparency, is 

not dependent on a particular tool but needs to be ingrained in the whole 

design and development process.  Transparency Index Framework presented 

in this research can lead to more robust AI systems because it encourages 

the ed-tech providers to document the details of their data processing, 

machine learning modelling, user testing and deployment stages. This 

documentation enables AI practitioners to test their assumptions, justify their 

decisions and adopt a more cautious approach when selecting different 

technical tools, libraries and third-party services in building their products. 

Hence, leading to safer AI systems. 

 

The Implementation Transparency stage of the Transparency Index 

Framework plays an important role in identifying and documenting the target 

users of an AI-powered ed-tech and the ideal contexts for it to perform as 

expected. This helps in highlighting the diversity and inclusion limitations of AI 

systems and can be considered the first step towards more accessible AI in 

education. For example, TIF can assist in identifying an AI-powered student 

drop-out prediction tool that has been trained on student data from three 

universities in south England with mostly white students. Its applications in 

Asian universities with different ethnicities and academic culture may not 

produce similar results. 

 

The inclusion and diversity limitations of AI systems are not necessarily 

intentional, but mostly based on the historical biases that exist in the society 

(Roselli et al, 2019; Fuchs, 2018). In AI systems in educational contexts, we 

face the risk of aggravating these biases if the diversity and inclusion 

limitations are not explicitly addressed. Stathoulopoulos and Mateos-Garcia 

(2019) have proposed gender diversity in the teams that build AI systems. It 

can be extended to the diversity of race, ethnicity, religion, nationality and 

culture in the design and development teams of AI-powered ed-tech products 

to take account of the diverse viewpoints and belief systems (Kolbjornsrud et 

al, 2016).   
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Some researchers argue that business leaders and AI practitioners should 

have ethical considerations in place when conceptualizing an AI tool to 

empower their ed-tech (Eitel-Porter, 2021). Ethical AI is a very broad term, 

with many different connotations and dimensions that each have their own 

complexity, as discussed in chapter two. It can be challenging for business 

leaders and even AI practitioners to translate the broad concept of ethical AI 

into implementable actions that would ensure well-being of all the 

stakeholders involved. Transparency, as conceptualized in different stages of 

the Transparency Index Framework, narrows down the broad horizons of 

ethical AI into more actionable steps that (if implemented and considered 

appropriately) can also enable other ethical AI dimensions like explainability, 

interpretability, accountability, fairness and safety into their product 

development processes. 

 

Theoretically, transparency in AI does not replace ethical AI, it is its subset. It 

may not be a sufficient condition for ethical AI according to some experts, but 

it is a necessary condition for ethical AI in education (The Institute for Ethical 

AI in Education, 2021). If there is one dimension of ethical AI that AI 

practitioners need to choose to focus on, it can potentially be transparency in 

AI for several reasons. Firstly, transparency covers the entire AI development 

process from initial designs to deployment in real-world. It co-exists with the 

AI tool as shown in the Transparency Index Framework. Secondly, 

transparency can ensure (as seen from the Transparency Index Framework) 

that the other ethical AI dimensions like explainability, safety and fairness are 

being addressed as well. Thirdly, transparency facilitates and benefits both 

internal and external stakeholders of an AI-powered ed-tech: a) ed-tech 

companies through a thorough documentation of the tool and robust 

development processes, and b), AI system users through a better 

understanding of how the AI system works.  

 

A lot of criticism of AI systems in education like ITS has been due to their 

focus on pedagogy rather than learner agency (Herold, 2017; Watters, 2015; 

Watters, 2017; Wilson and Scott, 2017). Ed-tech companies can build very 

impressive tools based on the latest AI techniques but often do not evaluate 
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the effectiveness of their impact. Their products may not be evidence 

informed. Therefore, the deployment and iterations stages of the AI 

development process in the Transparency Index Framework can play a very 

important role in determining the effectiveness of an AI-powered ed-tech 

product. It gives learners (if they are the intended users of AI) a pivotal role in 

designing effective AI-powered products. Validating the Minimum Viable 

Product (MVP) of the AI tool with potential real-world users can help in 

identification, mitigation and (at times) removal of any unintended effects in an 

AI system before it is deployed in real-world at scale.  

 

The tier 3 users’ viewpoints on AI can be impacted by sometimes the hype 

created by media. It can be misleading to conclude that if AI can master the 

game of Go (Silver et al, 2016) or solve rubric cube (OpenAI, 2019), it can do 

anything better than humans. This can be dangerous for tier 3 users in the 

Transparency Index Framework who are not mostly aware of the mishaps of 

AI in real world, its limitation and the impact AI’s mistakes can have on 

educators and learners. For example, it is intuitive for a teacher who has 

recently read about AI beating humans in the most complex board game (Go) 

to also be better in helping students, diagnosing learning gaps or making 

predictions about learners’ performance. AI hype can easily lead to over 

reliance on AI systems’ decisions or automation bias. Therefore, the training 

of the ‘human in the loop’ or people using the AI system was added in the 

Transparency Index Framework. The purpose of this training should also be 

to empower the educators to trust their own good judgement over AI’s 

decision whenever there is a conflict. 

 

I have made the distinction of transparency between the ed-tech companies 

developing AI tools for themselves and transparency for the users of their AI 

products. For the companies building AI-powered ed-tech products, 

transparency of every component of each cannon in figure 7 is very important. 

AI development process is complex and time-consuming where tens and at 

times evens hundreds of domain experts, software engineers and AI 

practitioners may work on the same product together. This creates team 

dynamics that are difficult to maintain efficiently. Hence, every team or 
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individual’s contribution needs to be documented and recorded for future 

reference. This also makes the debugging and maintenance of the AI system 

a lot more efficient and cost-effective. Therefore, it is very important and 

beneficial for ed-tech companies to implement the processes mentioned in the 

Transparency Index Framework that make their AI development process 

transparent, at least for themselves. 

 

Companies who want to be transparent with users about their AI-powered ed-

tech offering may find a number of ways of sharing their information with 

different stakeholders. It can also be a part of their sales strategy as publicly 

shared information can add to company’s credibility in terms of the confidence 

they have in their product. For example, publishing a part of the software code 

of their product on Github so others can benefit from it, test it or use it to audit 

their products can give a positive message of company’s AI offerings. 

Similarly, companies may choose to publish the impact or effectiveness of 

their products through research papers in conferences or research journals to 

get accreditation from academia.  For example, ASSISTments17 has used this 

approach to validate the effectiveness of their mathematical interventions 

(Heffernan and Heffernan, 2014; Selent et al, 2016; Cirella, 2021).  

 

Regarding the transparency for end-users, ed-tech companies can choose to 

be transparent about specific pieces of information with their end-users. This 

may depend on a number of factors such as the regulatory obligations in the 

countries in which the company operates. For example, under GDPR in 

Europe, companies collecting or using individual’s data in any form have to 

share certain information with that individual. This may cover some aspects of 

the data processing stage, but not all. Intellectual property of the company 

and the role it plays in that company’s valuation may play an important role in 

determining the kind of information about an AI system that the company 

shared with end-users or other stakeholders. As AI is a rapidly developing 

field, a particular ed-tech company may have developed a secret sauce that 

gives their product a unique competitive advantage over others. It should not 

 
17 https://new.assistments.org/ 
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prevent them from applying transparency on their AI development process as 

conceptualized in the Transparency Index Framework. 

 

Competition that the company faces or its long-term vision may also impact 

the company’s strategy in being transparent about the development process 

of their AI product. In a saturated domain like Intelligent Tutoring System for 

Algebra or AI-powered English grammar tool, companies might be wary of 

sharing too much information due to competition. On the other hand, if a 

company envisions to be a not-for-profit that aims for bigger social good, they 

may want to make as much information public as possible to benefit others in 

society as well. Cognitive overload of end-user is another important reason 

why ed-tech companies may limit the kind of information they share with 

stakeholders as discussed above. This is especially true for AI-powered 

learning analytics that empower teachers with real-time data during classroom 

lessons. In such situations it may be very easy for teachers to get 

overwhelmed with too much information. TIF aims to address these concerns 

by covering different aspects of the AI development process in a manner that 

makes their documentation useful for the ed-tech company’s internal use. The 

extent to which this information is made public is dependent on several factors 

and should not necessarily determine whether the company should implement 

transparency or not. 

 
7.5 Conclusion 
 

The above discussion highlights different factors that may impact the extent to 

which an ed-tech company might want to make their machine learning 

powered AI implementations transparent. These factors may determine the 

different aspects of the Transparency Index Framework that an ed-tech 

company chooses to implement in their AI development process. The choice 

of which parts of the Transparency Index Framework are implemented in the 

AI development process also depends on whether they are being made 

transparent for ed-tech company’s internal use or for external stakeholders.  

From the viewpoint of the users of an ed-tech tool, there are a number of 

factors discussed above that may impact the strategic decisions that are 
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taken by the ed-tech company to determine if the tool is high impact, will have 

a ‘human in the loop’ and be used by users who are not tech savvy. 
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Chapter 8: Conclusion and Future Work 
 

The Transparency Index Framework proposed in this research integrates the 

popular frameworks used for ethical AI, such as Datasheets, Model Cards and 

Factsheets into one coherent framework that addresses the whole AI product 

development timeline and adapts it for the educational technology context. 

These existing frameworks have been complemented with more requirements 

like models evaluation report and models validation report to suit AI for 

educational contexts. The initial version of the Transparency Index 

Framework that drew on these tools and on a review of the literature was 

subsequently evaluated with user stakeholder groups and modified to validate 

the framework’s structure and content. 

 

As shown in figure 3a, this research conceptualises transparency for different 

AI in education stakeholders including educators, ed-tech experts and AI 

practitioners.  
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Figure 3a: Research question and contributions of this research 

 

 

The figure shows how domain-agnostic ethical AI frameworks can be applied 

in education and what measures can be taken in the data processing stage of 

AI development process to reduce the Awareness Gap of collected digital 

data and human experiences in the real world. 

 

The Transparency Index is a comprehensive framework that is designed to 

evaluate, audit and analyse the effectiveness of AI systems in education. It 

has been designed to benefit different stakeholders of AI in education 

including educators, teachers, learners, ed-tech experts, executive leaders 

and AI practitioners developing ed-tech products. Educators can utilize this 

framework to evaluate the AI-powered ed-tech being used in their schools, AI 

practitioners can use this as a checklist to document the robustness of their AI 

development processes and ed-tech experts can use the Transparency Index 

Framework as an auditing tool before recommending an AI-powered ed-tech 

product. 
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Recently, there has been significant research work on developing checklists 

and frameworks for ethical AI. The research conducted as a part of this thesis 

takes such work forward by proposing a robust framework for transparency in 

AI systems applied in education. It shows how AI practitioners and ed-tech 

companies developing AI-powered products can make sense of the measures 

they take to ensure ethical AI for different tiers of stakeholders. It also 

highlights the importance of transparency for companies to develop robust 

and ethical AI development pipelines and for stakeholders to get a better 

understanding of how the AI systems that impact them, actually work. 

 

8.1 Limitations  
 

One of the limitations of the Transparency Index Framework is that it was 

evaluated with a limited number of different stakeholders of AI in education 

only within the United Kingdom. It is possible for the framework to not work as 

effectively in other locations like Asia and North America with different 

regulations on personal data collection, where adoption of AI and ed-tech in 

schools is not the same as in the UK and the curriculum and culture of 

schools vary significantly.  

 

Transparency Index Framework is based on assumptions which may not 

always hold true. For example, one limitation of the framework is in the 

generalisation of the stakeholders of AI in education in three tiers based on 

their tech savviness. The boundaries between these tiers can be blurred and 

at times difficult to differentiate. For example, software engineers are very 

technical and have an in-depth understanding of how ed-tech products are 

built but their understanding of machine learning, data engineering or 

limitations of AI systems can be limited making them suitable for tier 2 

stakeholders rather than tier 1. 

 

Number of participants in the interviews is also a limitation and can be 

increased in future to gather more detailed feedback from different 

stakeholders. The current version of the Transparency Index Framework for 

AI in education was developed in two iterations with three different groups of 
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stakeholders of AI in education including educators, ed-tech experts and AI 

practitioners. The findings of the framework can be further cemented with 

more interviews with these stakeholders as well as by including more 

stakeholders like learners, their parents, regulators and executive leaders of 

ed-tech companies. 

 

8.2 Contribution 
 

There has been a lot of work conducted to develop checklists and frameworks 

for ethical AI (Gebru et al, 2018; Mitchell at al, 2019; Bellamy et al, 2019). The 

research reported here takes such work forward by proposing a robust 

checklist and a set of guidelines for the transparency of AI systems used in 

educational settings. It offers a tool for AI practitioners and ed-tech companies 

developing AI-powered products to make sense of the measures they take to 

ensure ethical AI for different tiers of stakeholders. It also highlights the 

importance of Transparency for companies to develop robust AI development 

pipelines and for stakeholders to get a better understanding of how the AI 

systems that impact them work. 

 

Research has shown that the framing of educational research evidence in the 

context of AI affects its perceived credibility (Cukurova et al, 2020), and rightly 

so. The research presented in this thesis aims to bridge this gap between 

educators and AI through transparency. It can empower the educators to ask 

the right questions to get more insights and enhance their understanding of 

the AI systems. Transparency Index Framework also offers guidelines to ed-

tech companies and AI practitioners on how to make their AI systems robust 

and more accessible for educators and learning sciences community. In 

essence, the TIF can be considered a step towards bringing the learning 

sciences and machine learning communities closer by providing the ML 

community a pathway to develop ed-tech tools whose inner workings and 

development process are easily understandable by the learning sciences 

community. The ‘Implementation Transparency’ section of the Transparency 

Index Framework can facilitate in incorporating the feedback of learning 

scientists in developing AI-powered ed-tech tools. The framework also 
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enables a shared understanding of AI-powered ed-tech tools by different 

stakeholders of AI in education such as educators, ed-tech experts and AI 

practitioners. 

 

Different components of TIF mentioned in section 7.2 can be utilized by 

various stakeholders to enhance their understanding of AI-powered ed-tech 

tools. The checklist can be used by AI practitioners during AI development to 

document the different tools used, testing processes followed, decisions taken 

and assumptions made in the development process. They can also benefit 

from the second and third components of TIF (stakeholder categorization and 

requirements for transparency) if they want to make their AI-powered ed-tech 

tool transparent for a particular category of stakeholders.  

 

Ed-tech experts and educators can also use the first component of TIF 

(checklist) to audit the AI-powered ed-tech tools before deploying them in their 

institutions. They can also benefit from the third component of TIF 

(requirements for transparency) to explore the different ethical considerations 

taken into account during the AI-powered ed-tech tool’s development process.  

 

Implementation of TIF on AI-powered ed-tech products would also enable 

reproducibility of AIED research, as new researchers willing to replicate or 

improve the results for ML models used in ed-tech products would have 

access to the detailed documentation on every aspect of the AI development 

process. 

 

Another important contribution of TIF is that it brings the diversity and 

inclusivity limitations of AI systems in educational contexts to the surface, 

thereby encouraging the ed-tech companies developing these tools to make 

their AI-powered products more inclusive for a diverse group of stakeholders. 

 

8.3 Future Work 
 

The Transparency Index Framework proposed in this research can be further 

developed to make it more interpretable for the public. The current form of the 
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framework was created for AI practitioners, ed-tech experts and educators but 

it can be further refined to accommodate other stakeholders of AI in education 

like parents, learners, executives and policy makers. 

 

Based on the checklist and the details proposed in this research, companies 

can be allocated a Transparency Index Score (TIS) on the number line that 

highlights a company’s score out of hundred. A company score could be 

based on the measures they have taken (from the Transparency Index 

Framework) to make the AI development pipeline transparent for various 

stakeholders. This score would illustrate where the company stands in 

comparison with a fully transparent AI system. This mapping can make it 

easier for not just educators but also parents who are tier 3 users (in figure 

21) to have a better understanding of the AI-powered ed-tech products their 

kids are using. The effectiveness of these scores in reflecting the 

transparency of AI development processes for ed-tech products can be further 

explored by interviewing different stakeholders like end-users and regulators. 

 

Ed-tech companies can also share the index score with their clients and with 

the public through their website. This can give their claims about ethical and 

robust AI more credibility and ease the evaluation process for educators. 

 
In future, the adoption of Transparency Index Framework can also be 

explored in other industries like healthcare, financial services and law 

enforcement by engaging with relevant stakeholders. It would be interesting to 

analyze and evaluate the changes Transparency Index Framework goes 

through in different sectors with various stakeholders within each sector.  

 

In future, the framework can also be applied and adopted to suit educational 

institutions in other geographic locations with different regulations, institutional 

culture and rate of ed-tech adoption. It would be valuable for cross-context 

validation to research and document the changes the framework goes through 

in different contexts. 
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 Appendices 
 

 
Appendix 1: The details of different features used in 
personality surveys  
 

Personality 
 
The detailed description of the dimensions used in the personality 

survey were from ‘’Johnson, J. A. (2014). Measuring thirty facets of the 

Five Factor Model with a 120-item public domain inventory: 

Development of the IPIP-NEO-120. Journal of Research in 

Personality, 51, 78–89. https://doi.org/10.1016/j.jrp.2014.05.003’’ is 

given below: 

Five dimensions:  categories (1 = very low, 2=low, 3 = average, 4 = 
high, 5=very high) 

 

• Neuroticism: Freud originally used the term neurosis to describe a 

condition marked by mental distress, emotional suffering, and an 

inability to cope effectively with the normal demands of life. He 

suggested that everyone shows some signs of neurosis, but that we 

differ in our degree of suffering and our specific symptoms of distress. 

Today neuroticism refers to the tendency to experience negative 

feelings. Those who score high on Neuroticism may experience 

primarily one specific negative feeling such as anxiety, anger, or 

depression, but are likely to experience several of these emotions. 

People high in neuroticism are emotionally reactive. They respond 

emotionally to events that would not affect most people, and their 

reactions tend to be more intense than normal. They are more likely to 

interpret ordinary situations as threatening, and minor frustrations as 

hopelessly difficult. Their negative emotional reactions tend to persist 

for unusually long periods of time, which means they are often in a bad 

mood. These problems in emotional regulation can diminish a 

neurotic's ability to think clearly, make decisions, and cope effectively 

with stress. At the other end of the scale, individuals who score low in 

neuroticism are less easily upset and are less emotionally reactive. 

https://doi.org/10.1016/j.jrp.2014.05.003
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They tend to be calm, emotionally stable, and free from persistent 

negative feelings. Freedom from negative feelings does not mean that 

low scorers experience a lot of positive feelings; frequency of positive 

emotions is a component of the Extraversion domain. 

• Extraversion: Extraversion is marked by pronounced engagement 

with the external world. Extraverts enjoy being with people, are full of 

energy, and often experience positive emotions. They tend to be 

enthusiastic, action-oriented, individuals who are likely to say "Yes!" or 

"Let's go!" to opportunities for excitement. In groups they like to talk, 

assert themselves, and draw attention to themselves. Introverts lack 

the exuberance, energy, and activity levels of extraverts. They tend to 

be quiet, low-key, deliberate, and disengaged from the social world. 

Their lack of social involvement should not be interpreted as shyness 

or depression; the introvert simply needs less stimulation than an 

extravert and prefers to be alone. The independence and reserve of 

the introvert is sometimes mistaken as unfriendliness or arrogance. In 

reality, an introvert who scores high on the agreeableness dimension 

will not seek others out but will be quite pleasant when approached. 

• Openness to Experience: Openness to Experience describes a 

dimension of cognitive style that distinguishes imaginative, creative 

people from down-to-earth, conventional people. Open people are 

intellectually curious, appreciative of art, and sensitive to beauty. They 

tend to be, compared to closed people, more aware of their feelings. 

They tend to think and act in individualistic and nonconforming ways. 

Intellectuals typically score high on Openness to Experience; 

consequently, this factor has also been called Culture or Intellect. 

Nonetheless, Intellect is probably best regarded as one aspect of 

openness to experience. Scores on Openness to Experience are only 

modestly related to years of education and scores on standard 

intelligent tests. Another characteristic of the open cognitive style is a 

facility for thinking in symbols and abstractions far removed from 

concrete experience. Depending on the individual's specific intellectual 

abilities, this symbolic cognition may take the form of mathematical, 
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logical, or geometric thinking, artistic and metaphorical use of 

language, music composition or performance, or one of the many 

visual or performing arts. People with low scores on openness to 

experience tend to have narrow, common interests. They prefer the 

plain, straightforward, and obvious over the complex, ambiguous, and 

subtle. They may regard the arts and sciences with suspicion, 

regarding these endeavours as abstruse or of no practical use. Closed 

people prefer familiarity over novelty; they are conservative and 

resistant to change. Openness is often presented as healthier or more 

mature by psychologists, who are often themselves open to 

experience. However, open and closed styles of thinking are useful in 

different environments. The intellectual style of the open person may 

serve a professor well, but research has shown that closed thinking is 

related to superior job performance in police work, sales, and a number 

of service occupations. 

• Agreeableness: Agreeableness reflects individual differences in 

concern with cooperation and social harmony. Agreeable individuals 

value getting along with others. They are therefore considerate, 

friendly, generous, helpful, and willing to compromise their interests 

with others'. Agreeable people also have an optimistic view of human 

nature. They believe people are basically honest, decent, and 

trustworthy. Disagreeable individuals place self-interest above getting 

along with others. They are generally unconcerned with others' well-

being, and therefore are unlikely to extend themselves for other people. 

Sometimes their skepticism about others' motives causes them to be 

suspicious, unfriendly, and uncooperative. Agreeableness is obviously 

advantageous for attaining and maintaining popularity. Agreeable 

people are better liked than disagreeable people. On the other hand, 

agreeableness is not useful in situations that require tough or absolute 

objective decisions. Disagreeable people can make excellent 

scientists, critics, or soldiers. 

• Conscientiousness : Conscientiousness concerns the way in which 

we control, regulate, and direct our impulses. Impulses are not 
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inherently bad; occasionally time constraints require a snap decision, 

and acting on our first impulse can be an effective response. Also, in 

times of play rather than work, acting spontaneously and impulsively 

can be fun. Impulsive individuals can be seen by others as colorful, 

fun-to-be-with, and zany. Nonetheless, acting on impulse can lead to 

trouble in a number of ways. Some impulses are antisocial. 

Uncontrolled antisocial acts not only harm other members of society, 

but also can result in retribution toward the perpetrator of such 

impulsive acts. Another problem with impulsive acts is that they often 

produce immediate rewards but undesirable, long-term consequences. 

Examples include excessive socializing that leads to being fired from 

one's job, hurling an insult that causes the breakup of an important 

relationship, or using pleasure-inducing drugs that eventually destroy 

one's health. Impulsive behaviour, even when not seriously destructive, 

diminishes a person's effectiveness in significant ways. Acting 

impulsively disallows contemplating alternative courses of action, some 

of which would have been wiser than the impulsive choice. Impulsivity 

also sidetracks people during projects that require organized 

sequences of steps or stages. Accomplishments of an impulsive 

person are therefore small, scattered, and inconsistent. A hallmark of 

intelligence, what potentially separates human beings from earlier life 

forms, is the ability to think about future consequences before acting on 

an impulse. Intelligent activity involves contemplation of long-range 

goals, organizing and planning routes to these goals, and persisting 

toward one's goals in the face of short-lived impulses to the contrary. 

The idea that intelligence involves impulse control is nicely captured by 

the term prudence, an alternative label for the Conscientiousness 

domain. Prudent means both wise and cautious. Persons who score 

high on the Conscientiousness scale are, in fact, perceived by others 

as intelligent. The benefits of high conscientiousness are obvious. 

Conscientious individuals avoid trouble and achieve high levels of 

success through purposeful planning and persistence. They are also 

positively regarded by others as intelligent and reliable. On the 

negative side, they can be compulsive perfectionists and workaholics. 
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Furthermore, extremely conscientious individuals might be regarded as 

stuffy and boring. Unconscientious people may be criticized for their 

unreliability, lack of ambition, and failure to stay within the lines, but 

they will experience many short-lived pleasures and they will never be 

called stuffy. 

 

Sub dimensions (levels 1-10) 
• Neuroticism:  

o Depression. This scale measures the tendency to feel sad, 

dejected, and discouraged. High scorers lack energy and have 

difficult initiating activities. Low scorers tend to be free from 

these depressive feelings. Your level of depression is average. 

• Extraversion:  
o Excitement-Seeking. High scorers on this scale are easily 

bored without high levels of stimulation. They love bright lights 

and hustle and bustle. They are likely to take risks and seek 

thrills. Low scorers are overwhelmed by noise and commotion 

and are adverse to thrill-seeking. Your level of excitement-

seeking is low. 

• Openness to Experience:  
o Imagination. To imaginative individuals, the real world is often 

too plain and ordinary. High scorers on this scale use fantasy as 

a way of creating a richer, more interesting world. Low scorers 

are on this scale are more oriented to facts than fantasy. Your 

level of imagination is low. 

o Artistic Interests. High scorers on this scale love beauty, both 

in art and in nature. They become easily involved and absorbed 

in artistic and natural events. They are not necessarily artistically 

trained nor talented, although many will be. The defining 

features of this scale are interest in, and appreciation of natural 

and artificial beauty. Low scorers lack aesthetic sensitivity and 

interest in the arts. Your level of artistic interests is low. 
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o Intellect. Intellect and artistic interests are the two most 

important, central aspects of openness to experience. High 

scorers on Intellect love to play with ideas. They are open-

minded to new and unusual ideas, and like to debate intellectual 

issues. They enjoy riddles, puzzles, and brain teasers. Low 

scorers on Intellect prefer dealing with either people or things 

rather than ideas. They regard intellectual exercises as a waste 

of time. Intellect should not be equated with intelligence. Intellect 

is an intellectual style, not an intellectual ability, although high 

scorers on Intellect score slightly higher than low-Intellect 

individuals on standardized intelligence tests. Your level of 

intellect is average. 

• Agreeableness:  
o Trust. A person with high trust assumes that most people are 

fair, honest, and have good intentions. Persons low in trust see 

others as selfish, devious, and potentially dangerous. Your level 

of trust is low. 

o Altruism. Altruistic people find helping other people genuinely 

rewarding. Consequently, they are generally willing to assist 

those who are in need. Altruistic people find that doing things for 

others is a form of self-fulfillment rather than self-sacrifice. Low 

scorers on this scale do not particularly like helping those in 

need. Requests for help feel like an imposition rather than an 

opportunity for self-fulfillment. Your level of altruism is low. 

• Conscientiousness :  

o Orderliness. Persons with high scores on orderliness are well-

organized. They like to live according to routines and schedules. 

They keep lists and make plans. Low scorers tend to be 

disorganized and scattered. Your level of orderliness is average. 

o Dutifulness. This scale reflects the strength of a person's sense 

of duty and obligation. Those who score high on this scale have 

a strong sense of moral obligation. Low scorers find contracts, 
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rules, and regulations overly confining. They are likely to be 

seen as unreliable or even irresponsible. Your level of 

dutifulness is low. 

o Cautiousness. Cautiousness describes the disposition to think 

through possibilities before acting. High scorers on the 

Cautiousness scale take their time when making decisions. Low 

scorers often say or do first thing that comes to mind without 

deliberating alternatives and the probable consequences of 

those alternatives. Your level of cautiousness is high. 

 

Emotion Regulation score (The higher the scores the greater the use of 

the emotion regulation strategy) from ‘’Gross, J. J., & John, O. P. 

(2003). Individual Differences in Two Emotion Regulation Processes: 

Implications for Affect, Relationships, and Well-Being. Journal of 

Personality and Social Psychology, 85(2), 348–362. 

https://doi.org/10.1037/0022-3514.85.2.348’’ 

• Reappraisal score: Cognitive reappraisal is a form of cognitive change 

that involves construing a potentially emotion-eliciting situation in a way 

that changes its emotional impact (Lazarus & Alfert, 1964). For 

example, during an admissions interview, one might view this as an 

opportunity to find out how much one likes the school, rather than as a 

test of one’s worth.  

• Suppression score: Expressive suppression is a form of response 

modulation that involves inhibiting ongoing emotion-expressive 

behaviour (Gross, 1998). For example, one might keep a poker face 

while holding a great hand during a card game. 

 

Cognitive Reflection Test (CRT) from ‘’Frederick, S. (2005). Cognitive 

Reflection and Decision Making. Journal of Economic Perspectives, 19(4), 

25–42. https://doi.org/10.1257/089533005775196732’’ 

• System 2 score: Ability to override intuitive System 1 responses and 

engage in analytic thinking, which leads to reduced biases and more 

normative responses, extended delay of gratification and normative 

https://doi.org/10.1257/089533005775196732
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responses to risky choice, disposition effect, individual reliance on the 

System 1. 

Adult - Decision Making Competence (ADMC) from ‘’De Bruin, W. B., 

Parker, A. M., & Fischhoff, B. (2007). Individual differences in adult 

decision-making competence. Journal of Personality and Social 

Psychology, 92(5), 938–956. https://doi.org/10.1037/0022-3514.92.5.938’’ 

• Sunk cost - Resistance to Sunk Costs 

• Confidence - Under/Overconfidence, and confidence accuracy score 

• Risk perception - Consistency in Risk Perception 

 

General Self-Efficacy Scale (GSE) from ‘’Schwarzer, R., & Jerusalem, M. 

(1995). Generalized Self-Efficacy scale. In J. Weinman, S. Wright, & M. 

Johnston, Measures in health psychology: A user’s portfolio. Causal and 

control beliefs (pp. 35- 37). Windsor, England: NFER-NELSON.’’ 

• General Self efficacy - Self-efficacy expectancies refer to personal 

action control or agency. A person who believes in being able to cause 

an event can conduct a more active and self-determined life course. 

This “can do” cognition mirrors a sense of control over one’s 

environment. It reflects the belief of being able to control challenging 

environmental demands by means of taking adaptive action. It can be 

regarded as a self-confident view of one’s capability to deal with certain 

life stressors. The General Self-Efficacy Scale is correlated to emotion, 

optimism, work satisfaction. Negative coefficients were found for 

depression, stress, health complaints, burnout, and anxiety. 

 

Self-Regulation 
Schwarzer, R., Diehl, M., & Schmitz, G. S. (1999). Self-regulation. Berlin: 

Freie Universtitat Berlin. Pridobljeno, 20(3), 2007. 

 

• Self regulation score: when individuals are in the phase of goal-

pursuit, and face difficulties in maintaining their action.  In such 

a maintenance situation it is required to focus attention on the task at 



 259 

hand and to keep a favourable emotional balance.  Thus, attention-

regulation and emotion-regulation are reflected in these scale items.  
The Proactive Coping Inventory (PCI) from ‘’Greenglass, E., Schwarzer, 

R., Jakubiec, D., Fiksenbaum, L., & Taubert, S. (1999, July). The proactive 

coping inventory (PCI): A multidimensional research instrument. In 20th 

International Conference of the Stress and Anxiety Research Society 

(STAR), Cracow, Poland (Vol. 12, p. 14).’’ 

• Proactive coping - combines autonomous goal setting with self-

regulatory goal attainment cognitions and behaviour. 

• Preventive coping - deals with anticipation of potential stressors and 

the initiation of preparation before these stressors develop fully. 

Preventive coping is distinct from proactive coping. Preventive coping 

effort refers to a potential threat in future by considering experience, 

anticipation or knowledge. In comparison, proactive coping is not 

based on threat but is driven by goal striving.  

• Instrumental support seeking - focuses on obtaining advice, 

information and feedback from people in one’s social network when 

dealing with stressors. 

• Reflective coping - describes simulation and contemplation about a 

variety of possible behavioural alternatives by comparing their 

imagined effectiveness and includes brainstorming, analysing problems 

and resources, and generating hypothetical plans of action. 

• Strategic planning - focuses on the process of generating a goal- 

oriented schedule of action in which extensive tasks are broken down 

into manageable components. 

• Avoidance coping - eludes action in a demanding situation by 

delaying 

Trait Competitiveness from ‘’Brown, S. P., Cron, W. L., & Slocum Jr, J. 

W. (1998). Effects of trait competitiveness and perceived 

intraorganizational competition on salesperson goal setting and 

performance. Journal of Marketing, 62(4), 88-98.’’ 
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• Trait competitiveness is conceptualized as an aspect of personality that 

involves "the enjoyment of interpersonal competition and the desire to 

win and be better than others". 

Competitive attitude scale from ‘’Wang, H., Wang, L., & Liu, C. (2018). 

Employee Competitive Attitude and Competitive Behavior Promote Job-

Crafting and Performance: A Two-Component Dynamic Model. Frontiers in 

psychology’’ 

• Competitive attitude – a belief concerning whether an individual likes 

competition.  

Competitive behaviour scale also from ‘’Wang, H., Wang, L., & Liu, C. 

(2018). Employee Competitive Attitude and Competitive Behaviour 

Promote Job-Crafting and Performance: A Two-Component Dynamic 

Model. Frontiers in psychology’’ 

• Competitive behaviour - the actual actions people take or are inclined 

to take in a specific job or life environment to compete for resources or 

succeed over others. 

Table 30: Description of the features used and academic references for each feature for 
training the recruitment tool’s models for an ed-tech company in financial services 

 Feature Reference 

1 

Depression: High scorers 

lack energy and have 

difficulty initiating activities. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

 

2 

Excitement-Seeking: 
High scorers are easily 

bored without high levels 

of stimulation. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 
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3 

Imagination: To 

imaginative individuals, the 

real world is often too plain 

and ordinary. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

4 

Artistic Interests: High 

scorers on this scale love 

beauty, both in art and in 

nature. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

5 

Intellect: High scorers on 

Intellect love to play with 

ideas. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

6 

Trust: high trust assumes 

that most people are fair, 

honest, and have good 

intentions. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

7 

Altruism: Altruistic people 

find helping other people 

genuinely rewarding. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

8 

Orderliness: High are 

well-organized. They like 

to live by routines and 

schedules 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 
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9 

Dutifulness: reflects the 

strength of a person's 

sense of duty and 

obligation. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

10 

Cautiousness: thinking 

through possibilities before 

acting. 

Johnson, J. A. (2014). Measuring thirty facets of 

the Five Factor Model with a 120-item public 

domain inventory: Development of the IPIP-NEO-

120. Journal of Research in Personality, 51, 78–

89. https://doi.org/10.1016/j.jrp.2014.05.003 

11 

Reappraisal: finding a 

way to find an upside to a 

difficult situation. 

Gross, J. J., & John, O. P. (2003). Individual 

Differences in Two Emotion Regulation 

Processes: Implications for Affect, Relationships, 

and Well-Being. Journal of Personality and Social 

Psychology, 85(2), 348–362. 

https://doi.org/10.1037/0022-3514.85.2.348 

 

12 

Suppression score: 
inhibiting emotion-

expressive behaviour, e.g. 

keeping a poker face. 

Gross, J. J., & John, O. P. (2003). Individual 

Differences in Two Emotion Regulation 

Processes: Implications for Affect, Relationships, 

and Well-Being. Journal of Personality and Social 

Psychology, 85(2), 348–362. 

https://doi.org/10.1037/0022-3514.85.2.348 

13 

System 2: Ability to 

override intuitive 

responses and engage in 

analytic thinking, 

Frederick, S. (2005). Cognitive Reflection and 

Decision Making. Journal of Economic 

Perspectives, 19(4), 25–

42. https://doi.org/10.1257/089533005775196732 

 

14 
Sunk cost: Resistance to 

basing decisions on the 

De Bruin, W. B., Parker, A. M., & Fischhoff, B. 

(2007). Individual differences in adult decision-

making competence. Journal of Personality and 

https://doi.org/10.1257/089533005775196732
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amount of money already 

committed. 

Social Psychology, 92(5), 938–956. 

https://doi.org/10.1037/0022-3514.92.5.938 

15 

Confidence: The feeling 

associated with the 

expectation of one’s ability 

to successfully carry out a 

task 

De Bruin, W. B., Parker, A. M., & Fischhoff, B. 

(2007). Individual differences in adult decision-

making competence. Journal of Personality and 

Social Psychology, 92(5), 938–956. 

https://doi.org/10.1037/0022-3514.92.5.938 

16 

Risk perception: 
Consistency in Risk 

Perception 

De Bruin, W. B., Parker, A. M., & Fischhoff, B. 

(2007). Individual differences in adult decision-

making competence. Journal of Personality and 

Social Psychology, 92(5), 938–956. 

https://doi.org/10.1037/0022-3514.92.5.938 

17 

General Self efficacy:  
belief in one’s ability to 

successfully carry out a 

task. 

Schwarzer, R., & Jerusalem, M. (1995). 

Generalized Self-Efficacy scale. In J. Weinman, 

S. Wright, & M. Johnston, Measures in health 

psychology: A user’s portfolio. Causal and control 

beliefs (pp. 35- 37). Windsor, England: NFER-

NELSON. 

18 

Self-regulation: 
Maintaining calm and 

focus in the face of 

difficulties. 

Schwarzer, R., Diehl, M., & Schmitz, G. S. 

(1999). Self-regulation. Berlin: Freie Universtitat 

Berlin. Pridobljeno, 20(3), 2007.] 

19 

Proactive coping: 
combines autonomous 

goal setting with self-

regulatory goal attainment 

cognitions and behaviour. 

Greenglass, E., Schwarzer, R., Jakubiec, D., 

Fiksenbaum, L., & Taubert, S. (1999, July). The 

proactive coping inventory (PCI): A 

multidimensional research instrument. In 20th 

International Conference of the Stress and 

Anxiety Research Society (STAR), Cracow, 

Poland (Vol. 12, p. 14). 
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20 

Preventive coping: 
Imagining possible future 

threats and ways to deal 

with them. 

Greenglass, E., Schwarzer, R., Jakubiec, D., 

Fiksenbaum, L., & Taubert, S. (1999, July). The 

proactive coping inventory (PCI): A 

multidimensional research instrument. In 20th 

International Conference of the Stress and 

Anxiety Research Society (STAR), Cracow, 

Poland (Vol. 12, p. 14). 

21 

Instrumental support 
seeking: obtaining advice, 

information and feedback 

when dealing with 

stressors. 

Greenglass, E., Schwarzer, R., Jakubiec, D., 

Fiksenbaum, L., & Taubert, S. (1999, July). The 

proactive coping inventory (PCI): A 

multidimensional research instrument. In 20th 

International Conference of the Stress and 

Anxiety Research Society (STAR), Cracow, 

Poland (Vol. 12, p. 14). 

22 

Reflective coping: 
Imagining possible future 

courses of action and their 

outcomes. 

Greenglass, E., Schwarzer, R., Jakubiec, D., 

Fiksenbaum, L., & Taubert, S. (1999, July). The 

proactive coping inventory (PCI): A 

multidimensional research instrument. In 20th 

International Conference of the Stress and 

Anxiety Research Society (STAR), Cracow, 

Poland (Vol. 12, p. 14). 

23 

Strategic planning: 
generating a goal-oriented 

schedule of action in which 

tasks are broken down into 

sub-tasks. 

Greenglass, E., Schwarzer, R., Jakubiec, D., 

Fiksenbaum, L., & Taubert, S. (1999, July). The 

proactive coping inventory (PCI): A 

multidimensional research instrument. In 20th 

International Conference of the Stress and 

Anxiety Research Society (STAR), Cracow, 

Poland (Vol. 12, p. 14). 

24 

Trait competitiveness: 
the enjoyment of 

interpersonal competition 

Brown, S. P., Cron, W. L., & Slocum Jr, J. W. 

(1998). Effects of trait competitiveness and 

perceived intraorganizational competition on 
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and the desire to win and 

be better than others. 

salesperson goal setting and 

performance. Journal of Marketing, 62(4), 88-98.] 

25 

Competitive attitude: a 

belief concerning whether 

an individual likes 

competition. 

Wang, H., Wang, L., & Liu, C. (2018). Employee 

Competitive Attitude and Competitive Behavior 

Promote Job-Crafting and Performance: A Two-

Component Dynamic Model. Frontiers in 

psychology, 9.] 

26 

Competitive behaviour: 
the actual actions people 

take or are inclined to take 

in order to succeed. 

Wang, H., Wang, L., & Liu, C. (2018). Employee 

Competitive Attitude and Competitive Behavior 

Promote Job-Crafting and Performance: A Two-

Component Dynamic Model. Frontiers in 

psychology, 9.] 

27 

Adult Decision Making 

Confidence Accuracy 

Score 

 

De Bruin, W. B., Parker, A. M., & Fischhoff, B. 

(2007). Individual differences in adult decision-

making competence. Journal of Personality and 

Social Psychology, 92(5), 938–956. 

https://doi.org/10.1037/0022-3514.92.5.938 

28 

Sum Avoidance Coping 

OR Sum Avoidance 

Coping Normalised 

 

Greenglass, E., Schwarzer, R., Jakubiec, 

D., Fiksenbaum, L., & Taubert, S. (1999, July). 

The proactive coping inventory (PCI): A 

multidimensional research instrument. In 20th 

International Conference of the Stress and 

Anxiety Research Society (STAR), Cracow, 

Poland (Vol. 12, p. 14). 
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Appendix 2: The Survey’s English version of the reduced set 
of items 
 
The survey used for traders whose first language was not English is given 
below: 
 
Questionnaire 1 
 
Instructions:  
This survey presents true/false questions about various aspects of everyday 
life. Please indicate, for each statement, whether you believe it to be true or 
false, by selecting the “true” or “false”. You may think that some items do not 
have a clear-cut answer. For those items, please try to give the answer that 
would be true in general, or in most cases.  
 
Please read through the following examples to find out more about this 
survey.  
 
Example 1:  
Pittsburgh's hockey team is the Bruins.  
 
We want you to do two things:  
First, answer the question. In this example, you might think “No, it's the 
Penguins. So the statement is FALSE.” Then you would choose ‘False’.  
 
Pittsburgh's hockey team is the Bruins. This statement is [True / False].  
 
Second, think about how sure you are of your answer. Give a number from 
50% to 100%. In other words, what is the percent chance that you are right? 
Choose one of the numbers on the scale.  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 
If your answer is a total guess, circle 50%. This means that there is a 50% 
chance that you are right, and a 50% chance that you are wrong. If you are 
absolutely sure, circle 100%. If you aren’t sure, then circle a number in 
between, to show how sure you are.  
In this example, you might think “I'm absolutely sure it's false, so 100%.” So 
you would choose 100%.  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
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Please read the examples below. They show answers given by other 
people. Read them closely, and make sure you understand their 
answers.  
 
Example 2:  
Thanksgiving Day is on the fourth Thursday of November.  
• Yes, I think that’s when Thanksgiving is. I would say TRUE.  
• I’m pretty sure, but it might be on the third Thursday of November, so 80%.  
 
Your answer would look like this:  
Thanksgiving Day is on the fourth Thursday of November. This statement 
is [ True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
Example 3:  
Amman is the capital of Jordan.  
• I really don’t know, so I’ll just take a guess. I’ll say, uh, TRUE.  
• I’m guessing, so 50%.  
 
Your answer would look like this:  
Amman is the capital of Jordan. This statement is [ True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
Example 4:  
The Hudson River doesn’t run past New York City.  
• Oh yes it does! I think it’s one of the rivers. So that’s FALSE.  
• I’m almost positive that’s false, so I’ll say 90%.  
 
Your answer would look like this:  
The Hudson River doesn’t run past New York City.  This statement is [ 
True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
Example 5:  
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Bill Clinton doesn’t have a beard.  
• That’s right, he doesn’t. TRUE.  
• I think that’s right, but I’m not sure, he might have grown one. I’ll say 70%.  
Your answer would look like this:  
 
Bill Clinton doesn’t have a beard. This statement is [ True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
That is the end of the practice. Please answer the following questions 
using the same way. 
For each of the following statements, choose true or false to indicate 
your answer. Then choose a number on the scale to indicate how sure 
you are of your answer. The scale ranges from 50% (meaning that you 
were just guessing) to 100% (meaning that you were absolutely sure). 
 

1) Many smokers use the nicotine in cigarettes to treat depression. 
This statement is [True / False] 

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
2) Stress makes it easier to form bad habits. This statement is [True / 

False]. 
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
3) You can take wrinkles out of your clothes by putting them in the 

dryer with a damp towel. This statement is [True / False]. 
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
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4) After a fight with your partner, you should not focus on who was 
to blame. This statement is [True / False]. 
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
5) There is no way to improve your memory. This statement is [True / 

False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
6) The grace period on your credit card is the amount of time you do 

not have to pay interest on outstanding payments. This statement 
is [True / False].  

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

7) Red wine stains are easier to remove than beer stains. This 
statement is [True / False].  

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
8) Muscles do not burn calories when you are at rest. This statement 

is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

9) Alcohol causes dehydration.  This statement is [True / False].  
 



 270 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
10) Problems with in-laws contribute to more than 30% of divorces. 

This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
11) Homosexual couples are not legally allowed to adopt.  This 

statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

12) A promotion means that you will get a more satisfying job. This 
statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

13) HMRC forms are available on-line. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

14) Procrastination is worse when you work in a cluttered 
environment. This statement is [True / False].  

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 
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Just 
guessing 

… Absolutely 
sure  
 

 
15) A venture capital fund invests in new businesses by providing 

startup capital.  This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

16) It is wise to handle all negotiations yourself, even if your 
opponent uses a lawyer.  This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

17) Carbohydrates are fattening no matter how much you eat of them. 
This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

18) Young people face few stereotypes when looking for a job.  This 
statement is [True / False].  

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
19) It can be instructive for children to see their parents resolve a 

fight. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 
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Just 
guessing 

… Absolutely 
sure  
 

 
 

20) There are non-profit organizations that help people with debt 
counselling. This statement is [True / False].   

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
21) Assertive behaviour makes your brain experience an increase in 

pleasure. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
22) Credit card companies can offer lower payments if you can come 

up with a lump sum settlement. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

23) Contracting a sexually transmitted disease is not an automatic 
sign that your partner has had an affair. This statement is [True / 
False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
24) Some sexually transmitted diseases can cause infertility. This 

statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
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25) Self-employed people pay the same amount of taxes as people 
who work for an employer. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

26) When buying a new home, there is little need to have it inspected 
before you buy it. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
27) Creating a routine is an important step in getting unpleasant work 

done. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
28) Once you have experienced an event, your memory of it cannot be 

changed. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
29) Meditation slows the heart rate.  This statement is [True / False].  

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
30) If you get into an auto accident, let the other person take the lead 

in handling the details. This statement is [True / False].  
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50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
31) There is no way you can negotiate a lower rate with a credit card 

company. This statement is [True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

32) Obesity increases your risk of type 2 diabetes. This statement is 
[True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

33) Talking about sex helps romantic relationships. This statement is 
[True / False].  
 

50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

34) Hard evidence is lacking that acupuncture helps you to quit 
smoking. This statement is [True / False].  

 
50%  
(1) 

60% 
(2) 

70% 
(3) 

80% 
(4) 

90% 
(5) 

100% 
(6) 

Just 
guessing 

… Absolutely 
sure  
 

 
 

Questionnaire 2 
 
Instructions:  



 275 

Each of the following problems presents a choice between two options. 
Each problem is presented with a scale ranging from 1 (representing 
one option) through 6 (representing the other option). For each item, 
please choose the number on the scale that best reflects your relative 
preference between the two options. 
 
Problem 1  
You are buying a gold ring on layaway (a system of paying a deposit to secure an 
article for later purchase) for someone special. It costs $200 and you have already 
paid $100 on it, so you owe another $100. One day, you see in the paper that a 
new jewellery store is selling the same ring for only $90 as a special sale, and you 
can pay for it using layaway. The new store is across the street from the old one. If 
you decide to get the ring from the new store, you will not be able to get your 
money back from the old store, but you would save $10 overall.  
 
Would you be more likely to continue paying at the old store or buy from the new 
store? 

1 2 3 4 5 6 
Most likely 
to continue 
paying at 
the old 
store 

… Most likely 
to buy from 
the new 
store 

 
Problem 2  
You enjoy playing tennis, but you really love bowling. You just became a member 
of a tennis club, and of a bowling club, both at the same time. The membership to 
your tennis club costs $200 per year and the membership to your bowling club $50 
per year. During the first week of both memberships, you develop an elbow injury. 
It is painful to play either tennis or bowling. Your doctor tells you that the pain will 
continue for about a year. 
 
Would you be more likely to play tennis or bowling in the next six months? 

1 2 3 4 5 6 
Most likely 
to play 
tennis 

… Most likely 
to play 
bowling 

 
Problem 3  
You have been looking forward to this year’s Halloween party. You have the right 
cape, the right wig, and the right hat. All week, you have been trying to perfect the 
outfit by cutting out a large number of tiny stars to glue to the cape and the hat, 
and you still need to glue them on. On the day of Halloween, you decide that the 
outfit looks better without all these stars you have worked so hard on.  
 
Would you be more likely to wear the stars or go without? 

1 2 3 4 5 6 
Most likely 
to wear 
stars 

… Most likely 
to not wear 
stars 
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Problem 4  
After a large meal at a restaurant, you order a big dessert with chocolate and ice 
cream. After a few bites you find you are full and you would rather not eat any 
more of it.  
 
Would you be more likely to eat more or to stop eating it? 

1 2 3 4 5 6 
Most likely 
to eat more 

… Most likely 
to stop 
eating   

 
Problem 5  
You are in a hotel room for one night and you have paid $6.95 to watch a movie on 
pay TV. Then you discover that there is a movie you would much rather like to see 
on one of the free cable TV channels. You only have time to watch one of the two 
movies.  
 
Would you be more likely to watch the movie on pay TV or on the free cable 
channel?  

1 2 3 4 5 6 
Most likely 
to watch 
pay TV 

… Most likely 
to watch 
free cable 

 
Problem 6  
You have been asked to give a toast at your friend’s wedding. You have worked 
for hours on this one story about you and your friend taking drivers’ education, but 
you still have some work to do on it. Then you realize that you could finish writing 
the speech faster if you start over and tell the funnier story about the dance 
lessons you took together.  
 
Would you be more likely to finish the toast about driving or rewrite it to be about 
dancing? 

1 2 3 4 5 6 
Most likely 
to write 
about 
driving 

… Most likely 
to write 
about 
dancing 

 
Problem 7  
You decide to learn to play a musical instrument. After you buy an expensive cello, 
you find you are no longer interested. Your neighbour is moving and you are 
excited that she is leaving you her old guitar, for free. You’d like to learn how to 
play it.  
 
Would you be more likely to practice the cello or the guitar? 

1 2 3 4 5 6 
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Most likely 
to play cello 

… Most likely 
to play 
guitar 

 
Problem 8  
You and your friend are at a movie theatre together. Both you and your friend are 
getting bored with the storyline. You’d hate to waste the money spent on the ticket, 
but you both feel that you would have a better time at the coffee shop next door. 
You could sneak out without other people noticing.  
 
Would you be more likely to stay or to leave? 

1 2 3 4 5 6 
Most likely 
to stay 

… Most likely 
to leave 

 
Problem 9  
You and your friend have driven halfway to a resort. Both you and your friend feel 
sick. You both feel that you both would have a much better weekend at home. 
Your friend says it is "too bad" you already drove halfway, because you both would 
much rather spend the time at home. You agree.  
 
Would you be more likely to drive on or turn back? 

1 2 3 4 5 6 
Most likely 
to drive on 

… Most likely 
to turn back 

 
Problem 10  
You are painting your bedroom with a sponge pattern in your favourite colour. It 
takes a long time to do. After you finish two of the four walls, you realize you would 
have preferred the solid colour instead of the sponge pattern. You have enough 
paint left over to redo the entire room in the solid colour. It would take you the 
same amount of time as finishing the sponge pattern on the two walls you have 
left.  
 
Would you be more likely to finish the sponge pattern or to redo the room in the 
solid colour? 

1 2 3 4 5 6 
Most likely 
to finish 
sponge 
pattern 

… Most likely 
to redo with 
a solid 
colour 

 
 
Questionnaire 3 
 
Instructions and Items 
We would like to ask you some questions about your emotional life, in 
particular, how you control (that is, regulate and manage) your emotions. The 
questions below involve two distinct aspects of your emotional life. One is 
your emotional experience, or what you feel like inside. The other is your 
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emotional expression, or how you show your emotions in the way you talk, 
gesture, or behave. Although some of the following questions may seem 
similar to one another, they differ in important ways. For each item, please 
answer using the following scale:  
 
Strongly disagree (1) - Disagree (2) - More or less disagree (3) - Neutral (4) - 
More or less agree (5) – Agree (6) – Strongly agree (7) 
 
1. ____ When I want to feel more positive emotion (such as joy or 
amusement), I change what I’m thinking about. 
2. ____ I keep my emotions to myself. 
3. ____ When I want to feel less negative emotion (such as sadness or 
anger), I change what I’m thinking about. 
4. ____ When I am feeling positive emotions, I am careful not to express 
them. 
5. ____ When I’m faced with a stressful situation, I make myself think about it 
in a way that helps me stay calm. 
6. ____ I control my emotions by not expressing them. 
7. ____ When I want to feel more positive emotion, I change the way I’m 
thinking about the situation. 
8. ____ I control my emotions by changing the way I think about the situation 
I’m in. 
9. ____ When I am feeling negative emotions, I make sure not to express 
them. 
10. ____ When I want to feel less negative emotion, I change the way I’m 
thinking about the situation. 
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Questionnaire 4 
Instructions: below are three items that vary in difficulty.  Answer as many as 
you can. 
 
(1) A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. 
How much does the ball cost? _____ (cents) 
 
(2) If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 
100 machines to make 100 widgets? _____ (minutes) 
 
(3) In a lake, there is a patch of lily pads. Every day, the patch doubles in size. 
If it takes 48 days for the patch to cover the entire lake, how long would it take 
for the patch to cover half of the lake? _______(days) 
 
Questionnaire 5 
Instructions:  
Each of these questions asks for your best guess at the chance that 
something will happen in the future. They use the “probability” scale that you 
see below. To answer each question, please put a mark on the scale at one 
specific tick mark, as follows: 
 
 

 
 
 
If you think that something has no chance of happening, mark it as having a 
0% chance. If you think that something is certain to happen, mark it as having 
a 100% chance.  
Just to make sure that you are comfortable with the scale, please answer the 
following practice questions. 
 
What is the probability that you will eat pizza during the next year? 
 

 
 
 
What is the probability that you will get the flu during the next year? 
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That is the end of the practice. Please answer the following questions in 
the same way. 

 
A. The following questions ask about events that may happen 

sometime during the next year. 
 
1.  What is the probability that you will get into a car accident while driving 
during the next year? 
 

 
 
2.  What is the probability that you will have a cavity filled during the next 
year? 
 

 
 
3.  What is the probability that you will die (from any cause -- crime, illness, 
accident, and so on) during the next year? 
 

 
 
4.  What is the probability that someone will steal something from you during 
the next year? 
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5.  What is the probability that you will move your permanent address to 
another country some time during the next year? 
 

 
 
6.  What is the probability that you will die in a terrorist attack during the next 
year? 
 

 
 
7.  What is the probability that someone will break into your home and steal 
something from you during the next year? 
 

 
 
8.  What is the probability that you will keep your permanent address in the 
same country during the next year? 
 

 
 
9.  What is the probability that you will visit a dentist, for any reason, during 
the next year? 
 

 
 
10.  What is the probability that your driving will be accident-free during the 
next year? 
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B. The following questions ask about events that may happen 
sometime during the next 5 years. 

 
1.  What is the probability that you will get into a car accident while driving 
during the next 5 years? 
 

 
2.  What is the probability that you will have a cavity filled during the next 5 
years? 
 

 
 
3.  What is the probability that you will die (from any cause -- crime, illness, 
accident, and so on) during the next 5 years? 
 

 
 
4.  What is the probability that someone will steal something from you during 
the next 5 years? 
 

 
 
5.  What is the probability that you will move your permanent address to 
another country some time during the next 5 years? 
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6.  What is the probability that you will die in a terrorist attack during the next 5 
years? 
 

 
 
7.  What is the probability that someone will break into your home and steal 
something from you during the next 5 years? 
 

 
 
8.  What is the probability that you will keep your permanent address in the 
same state during the next 5 years? 
 

 
 
9.  What is the probability that you will visit a dentist, for any reason, during 
the next 5 years? 
 

 
 
10.  What is the probability that your driving will be accident-free during the 
next 5 years? 
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Questionnaire 6 
Instructions : 
The following pages contain phrases describing people's behaviours. Please 
use the rating scale next to each phrase to describe how accurately each 
statement describes you. Describe yourself as you generally are now, not as 
you wish to be in the future. Describe yourself as you honestly see yourself, in 
relation to other people you know of the same sex as you are, and roughly 
your same age. So that you can describe yourself in an honest manner, your 
responses will be kept in absolute confidence. Please read each statement 
carefully, and then click the circle that corresponds to the accuracy of the 
statement.  
 Very  

Inaccura
te (1) 

Moderat
ely  
Inaccura
te (2) 

Neither 
Accurat
e  
Nor 
Inaccura
te (3) 

Moderat
ely  
Accurat
e (4) 

Very  
Accurate (5) 

Have a vivid imagination.      
Trust others.      
Believe in the importance of art.      
Like to tidy up.      
Often feel blue.      
Love to help others.      
Keep my promises.      
Love excitement.      
Love to read challenging material.      
Jump into things without thinking.      
Enjoy wild flights of fantasy.      
Believe that others have good 
intentions. 

     

See beauty in things that others 
might not notice. 

     

Often forget to put things back in 
their proper place. 

     

Dislike myself.      
Am concerned about others.      
Tell the truth.      
Seek adventure.      
Avoid philosophical discussions.      
Make rash decisions.      
Love to daydream.      
Trust what people say.      
Do not like poetry.      
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Leave a mess in my room.      
Am often down in the dumps.      
Am not interested in theoretical 
discussions  

     

Break rules.      
Enjoy being reckless.      
Have difficulty understanding 
abstract ideas. 

     

Am not interested in other people's 
problems. 

     

Rush into things.      
Like to get lost in thought.      
Distrust people.      
Do not enjoy going to art 
museums. 

     

Leave my belongings around.      
Feel comfortable with myself.      
Take no time for others.      
Break my promises.      
Act wild and crazy.      
Act without thinking.      

 
 
 Questionnaire 7 
  1 = not 

at all true 
2  = 
barely 
true 

3 = 
somewhat 
true 

4 = 
completely 
true 

When solving my own 
problems other people's 
advice can be helpful. 

    

I try to talk and explain my 
stress in order to get feedback 
from my friends. 

    

Information I get from others 
has often helped me deal with 
my problems. 

    

I can usually identify people 
who can help me develop my 
own solutions to problems. 

    

I ask others what they would 
do in my situation. 

    

Talking to others can be really 
useful because it provides 
another perspective on the 
problem. 

    

Before getting messed up with 
a problem I'll call a friend to 
talk about it. 
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When I am in trouble I can 
usually work out something 
with the help of others. 

    

 
 

Questionnaire 8 

  1 = not at 
all true 

2  = barely 
true 

3 = 
somewhat 
true  

4 = 
completely 
true 

I imagine myself solving difficult 
problems. 

    

Rather than acting impulsively, I 
usually think of various ways to 
solve a problem. 

    

In my mind I go through many 
different scenarios in order to 
prepare myself for different 
outcomes. 

    

I tackle a problem by thinking 
about realistic alternatives. 

    

When I have a problem with my 
co-workers, friends, or family, I 
imagine beforehand how I will deal 
with them successfully. 

    

Before tackling a difficult task I 
imagine success scenarios. 

    

I take action only after thinking 
carefully about a problem. 

    

I imagine myself solving a difficult 
problem before I actually have to 
face it. 

    

I address a problem from various 
angles until I find the appropriate 
action. 

    

When there are serious 
misunderstandings with co-
workers, family members or 
friends, I practice before how I will 
deal with them. 

    

I think about every possible 
outcome to a problem before 
tackling it. 

    

          

Questionnaire 9 
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 1 (totally 
disagree) 

2 3 4 5 6 7 
(totally 
agree) 

I try to be the best in the 
team. 

       

I put effort in to win         

I do my best to surpass any 
others 

       

I always attempt to do better 
than others 

       

I strive for first place        
 

Questionnaire 10 

 1 (totally 
disagree) 

2 3 4 5 6 7 
(totally 
agree) 

I enjoy working in situations 
involving competition with 
others 

       

It is important to me to 
perform better than others 
on a task 

       

I feel that winning is 
important in both work and 
games 

       

I try harder when I am in 
competition with other 
people.  

       

 
Questionnaire 11          
   1 = not at 

all true 
2  = barely 
true 

3 = 
somew
hat 
true 

4 = 
completely 
true 

  I plan for future eventualities.     
  Rather than spending every 
cent I make, I like to save for a 
rainy day. 

    

  I prepare for adverse events.     
  Before disaster strikes I am 
well-prepared for its 
consequences. 

    

  I plan my strategies to change a 
situation before I act. 

    

  I develop my job skills to 
protect myself against 
unemployment. 
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  I make sure my family is well 
taken care of to protect them 
from adversity in the future. 

    

  I think ahead to avoid 
dangerous situations. 

    

  I plan strategies for what I hope 
will be the best possible 
outcome. 

    

  I try to manage my money well 
in order to avoid being destitute 
in old age. 

    

 

Questionnaire 12 

  1 = not at all 
true 

2  = barely 
true 

3 = somewhat 
true  

4 = 
completely 
true 

I often find ways to break down difficult 
problems into manageable components. 

    

I make a plan and follow it.     
I break down a problem into smaller 
parts and do one part at a time. 

    

I make lists and try to focus on the most 
important things first. 

    

 
Questionnaire 13 
 1 = Not 

at all 
true    

2 = 
Hardly 
true    

3 = 
Moderately 
true    

4 = 
Exactly 
true 

I can always manage to solve 
difficult problems if I try hard 
enough. 

    

If someone opposes me, I can find 
the means and ways to get what I 
want. 

    

It is easy for me to stick to my 
aims and accomplish my goals. 

    

I am confident that I could deal 
efficiently with unexpected 
events. 

    

Thanks to my resourcefulness, I 
know how to handle unforeseen 
situations. 

    

I can solve most problems if I 
invest the necessary effort. 

    

I can remain calm when facing 
difficulties because I can rely on 
my coping abilities. 
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When I am confronted with a 
problem, I can usually find several 
solutions. 

    

If I am in trouble, I can usually 
think of a solution. 

    

I can usually handle whatever 
comes my way. 

    

  

Questionnaire 14 

   1 = not at 
all true 

2  = barely 
true 

3 = 
somewhat 
true  

4 = 
completely 
true 

  I am a "take charge" person.     
  I try to let things work out on their 
own. 

    

  After attaining a goal, I look for 
another, more challenging one. 

    

  I like challenges and beating the 
odds. 

    

  I visualise my dreams and try to 
achieve them. 

    

  Despite numerous setbacks, I 
usually succeed in getting what I 
want. 

    

  I try to pinpoint what I need to 
succeed. 

    

  I always try to find a way to work 
around obstacles; nothing really 
stops me. 

    

  I often see myself failing so I 
don't get my hopes up too high. 

    

  When I apply for a position, I 
imagine myself filling it. 

    

  I turn obstacles into positive 
experiences. 

    

  If someone tells me I can't do 
something, you can be sure I will 
do it. 

    

  When I experience a problem, I 
take the initiative in resolving it. 

    

  When I have a problem, I usually 
see myself in a no-win situation. 
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Questionnaire 15  
 (1) not at 

all true 
(2) 
barely 
true 

(3) 
moderately 
true 

(4) 
exactly 
true 

I can concentrate on one 
activity for a long time, if 
necessary. 

    

If I am distracted from an 
activity, I don't have any 
problem coming back to the 
topic quickly. 

    

If an activity arouses my 
feelings too much, I can calm 
myself down so that I can 
continue with the activity 
soon 

    

If an activity requires a 
problem-oriented attitude, I 
can control my feelings 

    

It is difficult for me to 
suppress thoughts that 
interfere with what I need to 
do 

    

I can control my thoughts 
from distracting me from the 
task at hand 

    

When I worry about 
something, I cannot 
concentrate on an activity 

    

After an interruption, I don't 
have any problem resuming 
my concentrated style of 
working 

    

I have a whole bunch of 
thoughts and feelings that 
interfere with my ability to 
work  in a focused way 

    

I stay focused on my goal 
and don’t allow anything to 
distract me from my plan of 
action 
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Questionnaire 16 

 1 (totally 
disagree) 

2 3 4 5 6 7 
(totally 
agree) 

I hate competition.        
I find competition very 
tiresome.  

       

Competition makes me feel 
disgust. 

       

I think competition will 
destroy interpersonal 
harmony and cooperation.  

       

 
Questionnaire 17 
  1 = not 

at all true 
2  = 
barely 
true 

3 = 
somewhat 
true 

4 = 
completely 
true 

When I have a problem I like 
to sleep on it. 

    

If I find a problem too difficult 
sometimes I put it aside until 
I'm ready to deal with it. 

    

When I have a problem I 
usually let it simmer on the 
back burner for a while. 
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Appendix 3: Distribution of scores for each Feature used in 
Training Data 
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Appendix 4: Informed consent form used in phase 2 
 
 
What we are doing? 
As part of ------ and UCL’s collaborative AI project, we are collecting data from ------ 
traders all around the world, to get better insights about behavioural patterns in 
trading and about traders’ profiles.  
 
What we are asking you to do? 
If you agree to take part, you will be asked to complete a questionnaire asking about 
your emotions, self evaluation and decision making. None of the tests evaluate your 
knowledge about trading or general intelligence.  
 
What happens to the information that you give us? 
You do not have to take part in the survey if you do not want to. However, by 
completing it, you will help us to understand better the factors that are associated with 
trading performance and to improve ------ recruitment and training process.  Any 
information that you give us will be treated in strict confidence, will be processed so 
long as it is required for this specific project, and will not be published or shared in 
any way that can be related to your name, or to any data identifying you. Only 
UCL’s----- AI team will know that you have completed the questionnaire. The data 
that you will share with us in this research will be used for data analysis in the AI 
project.  No other use will be made of them without your written permission, and no 
one outside the project will be allowed access to the originally collected data. 
 
Do I have to take part? 
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Taking part in the study by completing this survey is entirely voluntary and the 
refusal to agree to participate will involve no penalty, nor will it affect your 
employment.  If you change your mind about participating at any time over the course 
of the study, you can do so by contacting ---- or -------.  
 

Consent Form 
 
Please read through the statements below and continue with the study if you agree 
with each statement. 
 
1. I have had the opportunity to consider the information about this study. 
 
2. I understand that my participation in this study is voluntary and that I can 
withdraw from the study at any time. 
 
3. I understand that by agreeing to participate, I give consent for my survey 
responses to be matched with other data collected by ---- about My trading for the 
purpose of the UCL----- AI project. I understand that my information will be handled 
in accordance with all applicable data protection legislation. 
 
4. I understand that my data will be confidential. It will not be possible to 
identify me in any publications. 
 
5. I know how to contact the conducting team if I need to. 
 

 

_______________________ 

 
Appendix 5: Informed consent form used in phase 3 

 

[Transparency Framework for AI Products in Learning Contexts] 

Participant Consent Form 
 
 

If you are happy to participate in this study please complete this consent form by ticking each 
item as appropriate, and return via email: 
 
1) I confirm that I understand the context of this research and its uses, and have 

had my concerns adequately answered. ☐ 
 
2) I understand that my participation is voluntary and that I am free to withdraw 

at any time, without giving any reason. ☐ 
 
3) I know that I can refuse to answer any or all of the questions and that I can 

withdraw from the interview at any point. ☐ 
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4) I agree for the interview to be video (and/or audio) recorded, and that 

recordings will be kept secure. I know that all data will be kept under the 
terms of the General Data Protection Regulation (GDPR). ☐ 

 
5) I agree that small direct quotes may be used in reports. ☐ 
 
6) I understand that in exceptional circumstances anonymity and confidentiality 

would have to be broken, for example, if it was felt that practice was putting 
children at risk, or there were concerns regarding professional misconduct. In 
these circumstances advice would be sought from a senior manager from 
another local authority who will advise on the appropriate course of action 
and as to whether we need to inform the authority of what you have told us. 
☐ 

 
 
Name:……………………………………………………………………………………………………………………...…..………………
…. 
 
Signature: ………………………………………………………………..….…………….  Date: 
…………..……………………….….. 
 
Name of researcher: Muhammad Ali Chaudhry 
 
Signature:  

 
 

Appendix 6: Questions for Interviews in phase 3 

 

Stage 1 Questions: 
 

• What is your background and job title? 
 

• Are you using ed-tech products in your school? 
 

• What are your views about AI in ed-tech? 
 

• Did you and/or teachers received any training before the product was deployed? 
o If yes, were you told in which contexts this product does not work  

 
• What do you do if there is a conflict between AI and your judgement? 

o Does this effect your confidence? 
 

• Have you ever demanded or requested more transparency in AI tools in the past? Or 
do you mostly trust their judgement? 

 
• (After sharing some details about the framework) Would you find a framework like 

this on AI Transparency useful? 
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o Would it enhance your understanding of AI products? 
 

• Have you had such conversations on AI Ethics with ed-tech companies or with 
anyone else? 

o If yes, do you demand Transparency/Explanability from ed-tech companies? 
 

• Would you find a framework like this on AI Transparency useful? 
 

• Any recommendations on what you think can be improved in this framework? 
 

Specific Questions for AI Practitioners 
 

• Do you take any measures to ensure adverse consequences of AI  
• Have you thought about making the entire AI development pipeline transparent  
• Do you get any specific requests for ethical AI or transparency in AI from educational 

institutions    
 
 
 

Stage 2 Questions: 
 
Educators:  
 

• Are you using in ed-tech products in your school? 
o Are they AI powered? 
o  

 
• Did you and/or teachers received any training before the product was deployed? 

o In the training were you told when not to use or rely on this AI’s 
recommendations? 
 

• What do you do if there is a conflict between AI and your judgement? 
o Does this effect your confidence? 

 
• Have you ever demanded or requested more transparency in AI tools in the past? Or 

do you mostly trust their judgement? 
  

• Would you find a framework like this on AI Transparency useful? 
o Would it enhance your understanding of AI products? 

 
• Do you think if this framework is added on teacher training, it would enhance 

teachers’ understanding of the AI products they use? 
 

• Have you had such conversations on AI Ethics before with anyone? 
o With whom 
o How often  

 
Ed-tech Experts: 
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• What are your views about AI in ed-tech? 
o Is it impactful? 
o Is it over-hyped? 
o Does is reduce teacher workload? 
o Does it improve learning outcomes? 

 
 

• Have you had such conversations on AI Ethics before with anyone? 
o With whom 
o How often  

 
• Do you demand Transparency/Explanability from ed-tech companies? 

 
• Do you think regulations like GDPR have any impact on AI Ethics? And 

Transparency? 
 

• Do you know of any mishaps in AI in Education? Or AI going wrong? 
 

• Would you find a framework like this on AI Transparency useful? 
o Would it enhance your understanding of AI products? 
o Do you think you can use this framework as an auditing tool? 

 
AI Practitioners: 
 

• When you are developing AI products, do you get any Transparency requirements 
from clients? Like they want more insights into the data processing etc 
 

• Do you usually make your models explainable?  
o If yes, how? 
o Which tools do you use? 

 
• Would you find a framework like this on AI Transparency useful? 

o Would it enhance your understanding of AI products? 
o Do you think this framework would help with the documentation of your AI 

development? 
o Do you think this framework can be used as an auditing tool? 

 
• Have you had such conversations on AI Ethics before with anyone? 

o With whom 
o How often  

 
• Have you thought about AI transparency like this before, in terms of its application on 

every stage of the ML development pipeline? 
 

• Have you had any conversations on AI Transparency with any one before? 
o With whom 
o How often  

 
• Any recommendations on what you think can be improved in this framework? 
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Appendix 7: Ethics Approval from the UCL Research Ethics 
Committee 
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UCL Research Ethics Committee 
Note to Applicants:  It is important for you to include all relevant information about your 
research in this application form as your ethical approval will be based on this form.  
Therefore anything not included will not be part of any ethical approval.  
 
You are advised to read the Guidance for Applicants when completing this form. 
 

Application For Ethical Review: Low Risk 

 
Are you applying for an urgent accelerated review?    Yes ☒   No ☐ 
 
If yes, please state your reasons below.  Note: Accelerated reviews are for exceptional 
circumstances only and need to be justified in detail.               
This is because I am submitting this new application because there is a slight change in the 
methodology of my research for which the ethics approval was gained earlier. I was recommended 
to apply for an urgent accelerated review rather than submit amendments to my current ethics 
approval, as processing of new application can be faster. 
Is this application for a continuation of a research project that already has 
ethical approval?   For example, a preliminary/pilot study has been 
completed and is this an application for a follow-up project?  

Yes   ☐ 
 
No    ☒ 

If yes, provide brief details (see guidelines) including the title and ethics id number for the previous 
study:               
 

 
 

Section A: Application details 
1 Title of Project Exploring transparency through a design framework in the 

AI powered ed-tech products   
2 Proposed data collection start date 01 Sept 2020 
3 Proposed data collection end date 31 July 2021 
4 Project Ethics Identification Number  
5 Principal Investigator  

(*for student projects, your supervisor 
should be identified as the PI) 

Professor Rose Luckin 

6 Position held  Professor of Learner Centred Design 
7 Faculty/Department Culture, Communication and Media  
9 Contact Details 

Email: 
Telephone: 
 
 
 
 

 
 

10 Provide details of other Co-Investigators/Partners/Collaborators who will work on the 
project.   
Note: This includes those with access to the data such as transcribers.   

LONDON’S GLOBAL UNIVERSITY 
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Name:       Muhammad Ali Chaudhry 
Position held:       PhD Student   
Faculty/Department:       Culture, 
Communication and Media 
Location (UCL/overseas/other UK institution):       
UCL    
Email:       

Name:       Mutlu Cukurova 
Position held:      Associate Professor  
Faculty/Department:       Culture, 
Communication and Media 
Location (UCL/overseas/other UK institution):        
Email:        

If you do not know the names of all collaborators, please write their roles in the research. 
 

 
11 If the project is funded (this includes non-monetary awards such as laboratory facilities) 
Name of Funder Self-funded 
Is the funding confirmed?  

 
12 Name of Sponsor 
The Sponsor is the organisation taking responsibility for the project, which will usually be UCL.  If 
the Sponsor is not UCL, please state the name of the sponsor.          
                           

 
13 If this is a student project 
Name Muhammad Ali Chaudhry 
Faculty/Department Culture, Communication and Media  
Position Held (please 
tick) 

☐  Undergraduate/Bachelor project (if so, provide course title/number: 
______________________  
☐  Master’s project (if so, provide course title/number: 
_____________________  
☒  PhD  
☐  staff led research project which may involve one or more students  

Contact details Muhammad.Chaudhry.16@ucl.ac.uk 
 

Section B: Project details 
 
The following questions relate to the objectives, methods, methodology and location of the 
study.  Please ensure that you answer each question in lay language. 
 

14 Provide a brief (300 words max) background to the project, including its intended aims. 

 
 
 
This project aims to explore the issue of transparency through a design framework in the AI 
powered ed-tech products. The research question for this project is as follows:  
What kind of design framework can be applied to evaluate transparency of the AI powered ed-tech 
products that are used in learning contexts:  

• How can this framework be utilised to document any forms of correlations, causation or 
bias in the data used for developing AI products 

• How can this framework assist in filling the Awareness Gap (the gap between digital data 
and human experiences) 

• How can this framework be utilised by ed-tech companies to make their AI development 
process transparent for all the stakeholders involved 
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The data used for developing this framework was collected by a financial services company, 
anonymised, and then shared for this research.  
After the framework is prepared, it is being tested with various educators, ed-tech experts and AI 
practitioners through interviews. This interviews data is being collected by the Phd candidate.     
This research would bridge the gap between Machine Learning (ML) and Learning Science 
communities in education. It would enhance Human-AI understanding through the ‘human in the 
loop’ by increasing their understanding of the data on which ML models are trained, potentially 
leading to more informed decisions. It will contribute towards ethical deployment of AI systems in 
real world. 
 
 
 

 
15 Methodology & Methods (tick all that apply) 
☒  Interviews*  
☐  Focus groups*  
☐  Questionnaires (including oral questions)* 
☐  Action Research 
☐  Observation 
       Participant Observation 
☐  Documentary analysis (including use of 
personal records) 
☐  Audio/visual recordings (including photographs) 
*Attach copies to application (see below). 

☐  Collection/use of sensor or locational 
data 
☐  Controlled Trial 
☐  Intervention study (including changing        
environments) 
☐  Systematic review  
☒  Secondary data analysis – (See Section 
D) 
☐   Advisory/consultation groups 
☐  Other, give details:           
          

16a Provide – in lay person’s language - an overview of the project; focusing on your 
methodology and including information on what data/samples will be taken (including a 
description of the topics/questions to be asked), how data collection will occur and what (if 
relevant) participants will be asked to do. This should include a justification for the 
methods chosen. (500 words max) 
Please do not attach or copy and paste a research proposal or case for support.  
This project aims to develop a framework to evaluate transparency of artificial intelligence 
implementations in ed-tech products. It will evaluate different aspects of transparency in all 
the stages of AI product development, including data processing stage, machine learning 
modelling stage and deployment of AI products in production. The main research questions 
this project aims to answer are as follows: 
 
What kind of design framework can be applied to evaluate transparency of the AI powered 
ed-tech products that are used in learning contexts:  

• How can this framework be utilised to document any forms of correlations, 
causation or bias in the data used for developing AI products 

• How can this framework assist in filling the Awareness Gap (the gap between 
digital data and human experiences) 

• How can this framework be utilised by ed-tech companies to make their AI 
development process transparent for all the stakeholders involved 

Firstly, the framework is developed using secondary (anonymised) data from a financial 
services company. AI powered HR tool is developed for the financial services company 
using ‘human in the loop’ approach. While developing this tool, different aspects of 
transparency across various stages of development are analysed. Three different stages of 
AI tool development were identified, as shown in figure 1 below 
 
          <----------- Stage 1  -------------->    <---------  Stage 2  ------------>    <-------------
Stage 3------------> 
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Fig 1: Machine Learning Pipeline18 
Based on the three different stages of AI tool development in figure 1, a framework is 
developed that helps in evaluating how transparent are these stages and for whom are they 
transparent (general public or tech experts). After the framework is developed, it is tested 
with educators, ed-tech experts and AI practitioners working in ed-tech companies. 
 
Testing of the framework is completed in two phases. In phase 1 interviews conducted with 
educators, ed-tech experts and AI practitioners, they are asked open-ended questions about 
AI hype, AI’s role in education, ethics in AI and importance of transparency in AI powered 
ed-tech products. Some details about the framework are shared with them and their 
opinions are noted.  
 
Framework is improved based on phase 1 interviews and then these improvements are 
verified from a different group of educators, ed-tech experts and AI practitioners in phase 2 
interviews. 
 

16b Attachments   
If applicable, please attach a copy of any interview questions/workshop topic 
guides/questionnaires/test (such as psychometric), etc and state whether they are in final or 
draft form.   
Questions for phase 1 are as follows: 

• What is your background and job title? 
 

• Are you using ed-tech products in your school? 
 

• What are your views about AI in ed-tech? 
 

• Did you and/or teachers received any training before the product was deployed? 
o If yes, were you told in which contexts this product does not work  

 
• What do you do if there is a conflict between AI and your judgement? 

o Does this effect your confidence? 
 

• Have you ever demanded or requested more transparency in AI tools in the past? 
Or do you mostly trust their judgement? 

 
• (After sharing some details about the framework) Would you find a framework like 

this on AI Transparency useful? 
o Would it enhance your understanding of AI products? 

 
• Have you had such conversations on AI Ethics with ed-tech companies or with 

anyone else? 
o If yes, do you demand Transparency/Explanability from ed-tech 

companies? 
 

 
18 https://www.agilestacks.com/tutorials/ml-pipelines 

https://www.agilestacks.com/tutorials/ml-pipelines
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• Would you find a framework like this on AI Transparency useful? 
 

• Any recommendations on what you think can be improved in this framework? 
 
Specific Questions for AI Practitioners 
 

• Do you take any measures to ensure adverse consequences of AI  
• Have you thought about making the entire AI development pipeline transparent  
• Do you get any specific requests for ethical AI or transparency in AI from 

educational institutions    
 
Questions for phase 2 are as follows: 
Educators:  
 

• Are you using in ed-tech products in your school? 
o Are they AI powered? 
o  

 
• Did you and/or teachers received any training before the product was deployed? 

o In the training were you told when not to use or rely on this AI’s 
recommendations? 

 
• What do you do if there is a conflict between AI and your judgement? 

o Does this effect your confidence? 
 

• Have you ever demanded or requested more transparency in AI tools in the past? 
Or do you mostly trust their judgement? 

  
• Would you find a framework like this on AI Transparency useful? 

o Would it enhance your understanding of AI products? 
 

• Do you think if this framework is added on teacher training, it would enhance 
teachers’ understanding of the AI products they use? 

 
• Have you had such conversations on AI Ethics before with anyone? 

o With whom 
o How often  

 
Ed-tech Experts: 
 

• What are your views about AI in ed-tech? 
o Is it impactful? 
o Is it over-hyped? 
o Does is reduce teacher workload? 
o Does it improve learning outcomes? 

 
 

• Have you had such conversations on AI Ethics before with anyone? 
o With whom 
o How often  

 
• Do you demand Transparency/Explanability from ed-tech companies? 
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• Do you think regulations like GDPR have any impact on AI Ethics? And 
Transparency? 

 
• Do you know of any mishaps in AI in Education? Or AI going wrong? 

 
• Would you find a framework like this on AI Transparency useful? 

o Would it enhance your understanding of AI products? 
o Do you think you can use this framework as an auditing tool? 

 
AI Practitioners: 
 

• When you are developing AI products, do you get any Transparency requirements 
from clients? Like they want more insights into the data processing etc 

 
• Do you usually make your models explainable?  

o If yes, how? 
o Which tools do you use? 

 
• Would you find a framework like this on AI Transparency useful? 

o Would it enhance your understanding of AI products? 
o Do you think this framework would help with the documentation of your 

AI development? 
o Do you think this framework can be used as an auditing tool? 

 
• Have you had such conversations on AI Ethics before with anyone? 

o With whom 
o How often  

 
• Have you thought about AI transparency like this before, in terms of its application 

on every stage of the ML development pipeline? 
 

• Have you had any conversations on AI Transparency with any one before? 
o With whom 
o How often  

 
• Any recommendations on what you think can be improved in this framework? 

 
 
 

 
17 Please state which code of ethics (see Guidelines) will be adhered to for this research (for 

example, BERA, BPS, etc). 

BERA 
 

 
Location of Research 
18 Please indicate where this research is taking place. 

☒  UK only (Skip to ‘location of fieldwork’) 
☐  Overseas only 
☐  UK & overseas 

19 If the research includes work outside the UK, is ethical approval in the host country 
(local ethical approval) required?   (See Guidelines.)   
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Yes   ☐       No    ☐ 
If no, please explain why local ethical approval is not necessary. 
If yes, provide details below including whether the ethical approval has been received.    
Note: Full UCL ethical approval will not be granted until local ethical approval (if required) 
has been evidenced. 
 
 

20 If you (or any members of your research team) are travelling overseas in person are 
there any concerns based on governmental travel advice (www.fco.gov.uk) for the region 
of travel?        Yes   ☐      No    ☐ 
Note: Check www.fco.gov.uk and submit a travel insurance form to UCL Finance (see 
application guidelines for more details). This can be accessed here: 
https://www.ucl.ac.uk/finance/secure/fin_acc/insurance.htm  (You will need your UCL login 
details.)  
 

 
21 State the location(s) where the research will be conducted and data collected. For 

example public spaces, schools, private company, using online methods, postal mail or 
telephone communications.       
Due to Covid’19, online meeting tools like Zoom and Microsoft Teams are being used to 
conduct the interviews for this research.  
 

22 Does the research location require any additional permissions (e.g. obtaining access to 
schools, hospitals, private property, non-disclosure agreements, access to biodiversity 
permits (CBD), etc.)? 
Yes   ☐       No    ☐ 
 
If yes, please state the permissions required.       
 

23 Have the above approvals been obtained?                Yes   ☐         No    ☐ 
If yes, please attach a copy of the approval correspondence. 
If not, confirm they will be obtained prior to data collection.     Yes   ☐        No    ☐ 

 
 

Section C: Details of Participants 
In this form ‘participants’ means human participants and their data (including 
sensor/locational data, observational notes/images, tissue and blood samples, as well as 
DNA).   

24 Does the project involve the recruitment of participants?         
Yes  ☒     Complete all parts of this Section. 
No   ☐     Move to Section D. 

 
Participant Details  
25 Approximate maximum number of participants required:       20 

Approximate upper age limit:     55     Lower age limit:       22 
Justification for the age range and sample size: I am interviewing educators, ed-tech experts 
and AI practitioners who are mostly within this age group. 
 

Recruitment/Sampling 
26 Describe how potential participants will be recruited into the study.  

http://www.fco.gov.uk/
http://www.fco.gov.uk/
https://www.ucl.ac.uk/finance/secure/fin_acc/insurance.htm
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Note: This should include reference to how you will identify and approach participants.  For 
example, will participants self-identify themselves by responding to an advert for the study 
or will you approach them directly (such as in person or via email)?  
I will approach them directly myself through digital media (emails, LinkedIn etc). I am also 
relying on referrals from the participants I recruit initially. 
 

Informed Consent 
27a Describe the process you will use when seeking to obtain consent.   

Note: This should include reference to what participants are being asked to consent to, such 
as whether their contribution will be identifiable/anonymous, limits to confidentiality and 
whether their data can be withdrawn at a later date. 
(An annotated template information sheet and consent form have been provided for your 
use.) 
Firstly, consent is sought to participate in this research by providing a summary of the 
research in the recruitment emails. After the participants have provided consent to take part 
in the interviews, consent forms to use participants views in the research are shared. For 
some participants, consent forms were shared after the interviews  

27b Attachments  Please list them below: 
Ensure that a copy of all recruitment documentation (recruitment emails/posters, 
information sheet/s, consent form/s) have been attached to the application. 
        

27c If you are not intending to seek consent from participants, clarify why below:        
 

 
28 How will the results be disseminated (including communication of results with participants)?      

Final thesis of this research will be shared with participants after publishing. 
 
 

Section D: Accessing/Using Pre-collected Data   
 

Access to data  
29 If you are using data or information held by third party, please explain how you will obtain 

this.  You should confirm that the information has been obtained in accordance with the 
General Data Protection Regulation 2018.        
        
Initially, the framework is developed based on the financial services company’s data. This is 
secondary data collected by the company and anonymised before giving us access.        
I will access this data by logging in the remote PC of the company who has collected this data 
from its employees (OSTC). This data is stored on their servers. It was collected in accordance 
with the guidelines of GDPR. 
To test the effectiveness of the proposed framework, I will conduct interviews of educators, 
ed-tech experts and AI practitioners. The questions I will ask in these interviews are given 
above.  
 

 
Accessing pre-collected data  
30 Does your study involve the use of previously collected data? 

No   ☐     Move to Section E. 
Yes  ☒     Complete all parts of this Section.  Note: If you ticked any boxes with an asterisk 
(*),ensure further details are provided in Section E: Ethical Issues. 
 

 
31 Name of dataset/s:  
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32 Owner of dataset/s (if applicable): OSTC 
33 Is the data in the public domain?          Yes   ☐             No    ☒ 

If not, do you have the owner’s permission/license?   Yes   ☒             No*  ☐ 

33 Is  the data anonymised?                   Yes   ☒           No    ☐ 
If not: 

i. Do you plan to anonymise the data?    Yes   ☐           No*  ☐ 
ii. Do you plan to use individual level data?    Yes*  ☐           No    ☐ 

iii. Will you be linking data to individuals?    Yes*  ☐           No    ☐ 
 

34 Is the data sensitive? 
 

          Yes* ☐            
          No    ☒ 
 

35 Will you be conducting analysis within the remit it was originally 
collected for? 

          Yes   ☒            
          No*   ☐ 
 

36 If not, was consent gained from participants for subsequent/future 
analysis? 

          Yes   ☐            
          No*   ☐ 

 
 
 
 
 
 
 
 

Section E: Ethical Issues 
 

 
Risks & Benefits 
38 Please state any benefits to participants in taking part in the study (this includes feedback, 

access to services or incentives),  

Ethical Issues 
37 Please address clearly any ethical issues that may arise in the course of this research and how 

they will be addressed.   Further information and advice can be found in the guidelines. 
Note:  All ethical issues should be addressed - do not leave this section blank.  All projects 
give rise to ethical issues. If you think there are no ethical issues, you need to provide an 
explanation as to why. 
        
One of the ethical issues that can potentially arise in this research can be due to my bias to 
prove the effectiveness of the framework. To counteract this issue firstly I will seek feedback 
from independent researchers working on this project. Secondly, I will conduct a number of 
interviews to evaluate the impact of this framework. I will report the outcome of these studies 
with the research as well. 
 
Another ethical issue can be the embarrassment for some interviewees because they might 
think that they do not know enough about Artificial Intelligence and Machine Learning. To 
avoid this, I have kept the interview questions semi-structured and will make sure to provide 
extra details and explanations to interviewees who do not have a tech background.    
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This research will directly or indirectly potentially benefit all the stakeholders participating in 
this research  
Benefits for Educators: 

• Safety from AI systems  
• Better understanding of what they need from an AI system  
• Awareness of what they currently have from AI systems  
• More informed decision making based on AI’s predictions/recommendations  

Benefits for AI Practitioners and ed-tech companies:  
• Auditing of their AI implementation  
• Evaluation of their product from Ethical AI perspective  
• Recommendations for making their AI product more transparent  
• Better understanding of the assumptions made in the AI development 

This research would indirectly also benefit the candidates whose secondary data I will be 
using. The mentoring tool that will be developed using this data would optimise traders’ 
performance and provide them instant feedback. 
 

39 Do you intend to offer incentives or compensation, including access to free services)?   
Yes   ☐            No    ☒ 
If yes, specify the amount to be paid and/or service to be offered as well as a justification for 
this.        
        

40 Please state any risks to participants and how these risks will be managed.  
 
There are no risks for participants whose data is used in this research.  
 

41 Please state any risks to you or your research team and how these risks will be managed. 
There are no risks for the research team who are collecting data in this research. 
 

 
 
 
 

Section F: Appropriate Safeguards, Data Storage & Security 
 
Please ensure that you answer each question and include all hard and electronic data. 

42 Will the research involve the collection and/or use of personal data?  
Yes  ☒     No  ☐ 
 
Personal data is data which relates to a living individual who can be identified from that 
data OR from the data and other information that is either currently held, or will be held by 
the data controller (the researcher). 
 
This includes: 

− any expression of opinion about the individual and any intentions of the data 
controller or any other person toward the individual. 

− sensor, location or visual data which may reveal information that enables the 
identification of a face, address, etc (some postcodes cover only one property).  

− combinations of data which may reveal identifiable data, such as names, 
email/postal addresses, date of birth, ethnicity, descriptions of health diagnosis or 
conditions, computer IP address (if relating to a device with a single user). 
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The only personal data I am collecting is participants’ names and their designations / job 
titles. I am also collecting their opinions on the framework developed in this research, ed-tech 
use in schools and potential for AI in education 
If you do not have a registration number from Legal Services, please clarify why not:   I have 
applied for registration with the Data Protection Office and am awaiting the Data Protection 
Registration number. 
 

43 Is the research collecting or using  
− special category data as defined by the General Data Protection Regulation  and/or  
− data which might be considered sensitive in some countries, cultures or contexts.  

If yes, state whether explicit consent will be sought for its use and what data management 
measures are in place to adequately manage and protect the data.   
No. 

 
44 All research projects using personal data must be registered with Legal Services before 

the data is collected, please provide the Data Protection Registration 
Number:  Z6364106/2021/06/258 
 
If you do not have a registration number from Legal Services, please clarify why not: 

 
During the project (including the write up and dissemination period) 

45 State what types of data will be generated from this project (i.e. transcripts, videos, 
photos, audio tapes, field notes, etc). 
Videos and Notes. 
 
How will data be stored, including where and for how long?  This includes all hard copy 
and electronic data on laptops, share drives, usb/mobile devices. 
The data will be stored in Microsoft OneDrive as it is encrypted, when/if the data is 
downloaded to a laptop/hard drive, it will be kept in encrypted folders. The data will be stored 
for around 5 years for future analysis, references, corrections, requests from data providers 
etc.   
 
 
Who will have access to the data, including advisory groups and during transcription? 
Only the PhD student who collected this data will have access to it. 
 

46 Do you confirm that all personal data will be stored and processed in compliance with 
the General Data Protection Regulation (GDPR 2018).     
Yes   ☒            No    ☐ 
If not, please clarify why.     
 

47 Will personal data be processed or be sent outside of the European Economic Area 
(EEA)?* 
Yes   ☐            No    ☒ 
If yes, please confirm that there are adequate levels of protection in compliance with the 
GDPR 2018 and state what the arrangements are below.          
 
 

 
After the project 

48 What data will be stored and how will you keep it secure? 



 312 

Notes from the interviews conducted with participants. 
Where will the data be stored and who will have access? 
It will be stored on Microsoft OneDrive as it is encrypted. 
 
Will the data be securely deleted?       Yes   ☒            No    ☐ 
If yes, please state when this will occur: 
December 2027 
 

49 Will the data be archived for use by other researchers?   Yes   ☐            No    ☒ 
If yes, please provide further details including whether researchers outside the European 
Economic Area will be given access.        
 

 
Section G: Declaration to be Signed by the Principal Researcher 
I confirm that the information in this form is accurate to the best of my knowledge. 
For staff project:     
Signature  

 

Date  
For student project:     
I have met with and advised the student on the ethical as ects of this roject design. 
Signature  

 
Date: 30 June 2021 

 
 

Signature of your Head of Department (or Chair of your Departmental Ethics Committee or 
Departmental Ethics Lead) 
 
Part A  
I have read the ‘criteria of minimal risk’ as defined on page 3 of the Guidelines 
(http://ethics.grad.ucl.ac.uk/forms/guidelines.pdf) and I recommend that this application be 
considered by the Chair of the UCL REC.      
Yes   ☐            No    ☐ 
 
Part B  
I have discussed this project with the principal researcher who is suitably qualified to carry 
out this research and I approve it.   I am satisfied that** (highlight as appropriate): 
 
1. Data Protection registration:  

▪ has been satisfactorily completed  
▪ has been initiated  
▪ is not required  

2. A risk assessment:  
▪ has been satisfactorily completed  
▪ has been initiated  

3. Appropriate insurance arrangements are in place and appropriate sponsorship [funding] 
has been approved and is in place to complete the study.  

Yes   ☐            No    ☐ 

http://ethics.grad.ucl.ac.uk/forms/guidelines.pdf
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4.  A Disclosure and Barring Service check(s):  
▪ has been satisfactorily completed  
▪ has been initiated  
▪ is not required  

 
Note:  Links to details of UCL's policies on the above can be found at: 
http://ethics.grad.ucl.ac.uk/procedures.php   
 
**If any of the above checks are not required please clarify why below. 
 
 
Name: Muhammad Ali Chaudhry 

 
Signature: 

Date: 18th June 2021 
Updated March 2019 
                                                                                                                                 

http://ethics.grad.ucl.ac.uk/procedures.php

