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A B S T R A C T 

Almost all massive galaxies today are understood to contain supermassive black holes (SMBH) at their centres. SMBHs grew 

by accreting material from their surroundings, emitting X-rays as they did so. X-ray luminosity functions (XLFs) of active 
galactic nuclei (AGN) have been extensively studied in order to understand the AGN population’s cosmological properties and 

evolution. We present a new fixed rest-frame method to achieve a more accurate study of the AGN XLF evolution o v er cosmic 
time. Normally, XLFs are constructed in a fixed observer-frame energy band, which can be problematic because it probes 
different rest-frame energies at different redshifts. In the new method, we construct XLFs in the fixed rest-frame band instead, 
by varying the observed energy band with redshift. We target a rest-frame 2–8 keV band using XMM-Newton and HEAO 1 

X-ray data, with seven observer-frame energy bands that vary with redshift for 0 < z < 3. We produce the XLFs using two 

techniques; one to construct a binned XLF, and one using a maximum likelihood (ML) fit, which makes use of the full unbinned 

source sample. We find that our ML best-fitting pure luminosity evolution results for both methods are consistent with each 

other, suggesting that performing XLF evolution studies with the high-redshift data limited to high-luminosity AGN is not very 

sensitive to the choice of fixed observer-frame or rest-frame energy band, which is consistent with our expectation that high- 
luminosity AGN typically show little ABSORPTION . We have demonstrated the viability of the new method in measuring the XLF 

evolution. 

Key words: – methods: data analysis – galaxies: active – quasars: supermassive black holes – galaxies: luminosity function –
galaxies: nuclei – X-rays: galaxies. 
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 I N T RO D U C T I O N  

t is now understood that almost all massive galaxies today contain 
upermassive black holes (SMBH) at their centres (Kormendy & 

o 2013 ), with masses ranging between ∼10 6 and 10 9 M �. Their
assi ve gro wth is mainly due to accretion of matter from their

urroundings, shining as Quasi-Stellar Objects (QSOs) and emitting 
-rays as they did so. QSOs belong to a larger population of active
alactic nuclei (AGN). SMBHs can also grow due to other processes
uch as black hole mergers and the tidal capture of stars. Most of
hem have been observed to be dormant in present-day galaxies, 
xhibiting luminosities largely below their Eddington limits, leaving 
nly ∼ 10 per cent of galaxies hosting AGN (Ho 2008 ). Hence, AGN 

tudies are very important in understanding the evolution of galaxies 
 v er cosmic time, mainly because they are strongly linked to the
rowth of SMBHs and can thus tell us useful information about the
ccretion history of the Universe (Brandt & Alexander 2015 ). It is
ow also well known that the evolution of SMBHs and the evolution
f their host galaxies are strongly connected, or that they co-evolve 
Symeonidis et al. 2013 ). AGN feedback plays a significant role 
n quenching star formation and stopping the growth of their host
alaxy after a certain point (Bongiorno et al. 2016 ), so understanding
 E-mail: ahlam.alqasim.17@ucl.ac.uk (AA); m.page@ucl.ac.uk (MJP) 
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o w they e volve with time can provide very useful insights into the
volution of galaxies. 

Most of the observed luminosity in AGN is radiated in the optical-
V, but the X-ray flux of AGN shows the fastest variability on

hort timescales in all of the wavelength ranges (Netzer 2013 ). This
uggests that the X-rays originate from a small region close to the
entral object, no w kno wn to be a SMBH (Mushotzky, Done &
ounds 1993 ). 
Studies of Seyfert galaxies showed that one of the most plausible

hysical processes driving the X-ray emission was inverse Compton 
adiation (Haardt & Maraschi 1991 ). In this scenario, the intrinsic
igh energy X-rays seen in AGN originate from a hot corona
lasma (consisting of relativistic electrons) close to the accretion disc 
Beckmann & Shrader 2013 ). The hot corona scatters the optical-UV
hotons coming from the inner regions of the accretion disc to X-ray
nergies. This mechanism drives the shape observed in the X-ray 
pectra of AGN (Netzer 2013 ). Further out from the central engine
f the AGN is a thick torus surrounding the central SMBH and
ccretion disc, responsible for obscuring the X-ray emission due to 
hotoelectric absorption (Morrison & McCammon 1983 ; Antonucci 
993 ). Se yfert I galaxies giv e a clear view of the active nucleus
ecause the line of sight is unobstructed, while Seyfert II galaxies
ave a line of sight that is obscured by the torus, causing them
o appear to have less evidence of activity. XMM-Ne wton surv e ys
articularly helped constrain the evolution of X-ray absorption, as 
is is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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ell as other physical properties of AGN, by studying faint X-ray
ources (Hasinger et al. 2001 ). 

The luminosity function (LF) of galaxies is generally defined as
he number of objects per unit volume (i.e. Mpc 3 ) per unit logarithmic
uminosity interval. For AGN, the best model shape that describes
heir X-ray LF (XLF) is a double power-law modified by a factor for
volution (e.g. Boyle, Shanks & Peterson 1988 ; Miyaji, Hasinger &
chmidt 2000b ). XLFs of AGN can be constructed using e xtensiv e
-ray surv e ys in order to understand their cosmological properties

nd study their evolution o v er cosmic time. Many techniques have
een published to quantify the cosmological evolution of AGN,
ncluding using the 〈 V /V max 〉 method (Schmidt 1968 ), the V e / V a 

ethod (Avni & Bahcall 1979 ) for combined samples, Monte Carlo
imulations (Cristiani & Vio 1990 ), and the 1/ V a method (Maccacaro
t al. 1991 ). The 〈 V /V a 〉 (or 〈 V /V max 〉 ) approach is mainly used for
etermining whether there is evolution with redshift, while the 1/ V a 

or 1/ V max ) approach is used for calculating a binned luminosity
unction. The 1/ V a is more commonly used because it is simpler,
ncorporating a binned differential luminosity function within a
edshift interval. Impro v ed methods to 1/ V a for constructing binned
LFs have also been demonstrated (Page & Carrera 2000 ; Cara &
ister 2008 ). 
Some works have shown that the cosmic evolution of AGN is

onsistent with models in which the luminosity varies with redshift,
.g. pure luminosity evolution (PLE) model (Barger et al. 2005 ).
n such models, the shape of the XLF evolution remains the same
nd the luminosity evolution causes the model curve to simply shift
ight or left on the luminosity plane as the XLF evolves. Other
odels try to explain the XLF evolution by varying the density
ith redshift, e.g. Pure Density Evolution model (Fotopoulou et al.
016 ). In such models, the XLF shape also remains the same and
he density evolution causes the model curve to simply shift up
r down on the density plane as the XLF evolves. Other works
ave proposed models that combine both luminosity and density
volution, e.g. Independent Luminosity Density Evolution model
Yencho et al. 2009 ) and Luminosity and Density Evolution (LADE)
odel (Aird et al. 2010 ). In such models, the XLF shape is kept the

ame, and the combined luminosity and density evolution causes the
odel curve to be shifted in any direction across the luminosity-

ensity plane as the XLF evolves. Some studies favor a more
omplicated model in which the shape of the XLF evolution changes
hile also varying the density and luminosity, e.g. Luminosity-
ependent Density Evolution (LDDE) model (Hasinger, Miyaji
 Schmidt 2005 ; Ueda et al. 2014 ). In such models, the curves

re not only shifted in any direction, but their shapes can also
hange when moving around the luminosity-density plane as the
LF evolves. Most of these models include a critical redshift z c 
alue (also referred to as cutoff redshift), after which the XLF
volution either changes or stops (Fotopoulou et al. 2016 ). Some
apers also use a Bayesian approach to explore the AGN evolution
n a model-independent way (Georgakakis et al. 2015 ; Fotopoulou
t al. 2016 ). 

Previous XLF studies of AGN show that the number of AGN
er unit volume per unit luminosity has been observed to change
trongly with redshift (Ebrero et al. 2009 ). One of the main issues
o be addressed in XLF studies of AGN (especially with Chandra
nd XMM-Newton surveys) is the impact of absorption, which can
uppress the observed X-ray flux (especially for redshifts z ≤ 1),
nd is even more problematic for Compton-thick sources (Aird et al.
015b ). Most studies try to correct for this absorption and model
ts evolution with redshift. Normally, luminosity functions for AGN
re constructed in a fixed observed energy band, and there is still no
NRAS 520, 3827–3846 (2023) 
onsensus on what the best approach is to model how they evolve
ith redshift when looking at the rest-frame energy bands. How an
bserved energy band, E obs ( z), relates to the rest-frame energy band,
 rf , for a given redshift z is described as 

 obs ( z) = 

E rf 

1 + z 
. (1) 

The most common X-ray bands normally used to study XLFs of
GN are 0.5–2 keV (Miyaji, Hasinger & Schmidt 2000a ; Hasinger
t al. 2005 ; Ebrero et al. 2009 ) and 2–10 keV (Aird et al. 2010 ;
eorgakakis et al. 2015 ; Miyaji et al. 2015 ). The 2–8 keV band has

lso been studied in some cases instead of 2–10 keV (Barger et al.
005 ; Silverman et al. 2008 ). Some other studies have focused on
he 5–10 keV band (Fotopoulou et al. 2016 ) to a v oid correcting for
he absorbed part of the AGN spectrum. Since hard X-rays ( ∼ E
 2 keV) are significantly less affected by absorption, the soft X-

ay band (0.5–2 keV) should mainly sample unabsorbed AGN (and
he derived XLF should only include the unabsorbed population).
o we ver, since the rest-frame energy band changes with redshift,

he population will include absorbed AGN at higher redshifts, which
ffects the binned luminosity function because the K-correction does
ot take that effect into account. As a result, the sample will start to
ain more absorbed sources as you mo v e up in the rest-frame energy
and with redshift, even if the study is conducted in a harder observed
-ray band (Aird et al. 2015b ). This problem was mitigated to some
egree by Cowie et al. ( 2003 ) and Barger et al. ( 2005 ), who used the
–8 keV observer-frame to study lower redshift sources ( z < ∼1.5),
nd used the flux from the 0.5–2 keV observer-frame to calculate the
–8 keV luminosity in the rest-frame for the high redshift sources ( z
 ∼1.5). 
In this paper, we present a new method that aims to tackle this

roblem by varying the observed energy band with redshift, allowing
s to fix the X-ray energy band in the rest-frame. This eliminates the
eed to model the redshift-dependence of X-ray absorption from
aterial surrounding the SMBHs. We make use of X-ray data from
MM-Newton and HEAO 1 in this work to produce X-ray luminosity

unctions in the fix ed observ ed band (the standard method) and the
xed rest-frame band (the new method) for the 2–8 keV band. The
xed rest-frame band requires the analysis of several observer-frame
ands that correspond to each redshift bin, which will be described
n more detail in Section 2 . 

This paper is structured as follows: in Section 2 , we introduce the
ew method used to produce the fixed rest-frame XLF along with the
orresponding redshifted observed energy bands. We then present the
-ray data used in this sample and its selection criteria in Section 3

or both the fixed observed band and the fixed rest-frame band. In
ection 4 , we describe the optical identifications used to study the
ompleteness of the X-ray sample and obtain redshifts for them.
n Section 5 , we describe the two techniques used to compute our
LFs; one using the method of Page & Carrera ( 2000 ) to construct
 binned XLF, and one using a maximum likelihood (ML) fit on the
ull unbinned source sample. Both techniques are computed for the
tandard method (fixed observed band) and the new method (fixed
est-frame band) introduced in this paper. We present the results of
he XLFs in Section 6 . In Section 7 , we discuss the performance
f the new method compared with the standard method, as well as
ith previous XLF studies. The conclusions of this work are then

ummarized in Section 8 . 
The cosmological parameters that were assumed in this paper were
 0 = 70 km s −1 Mpc −1 , �M 

= 0.3, and �� 

= 0.7. 
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Figure 1. AGN model spectrum in the rest-frame, constructed for a wide 
range of column densities N H . The spikes correspond to photoelectric 
absorption edges, which occur when the X-ray emission passes through a 
highly absorbing material, usually the torus in the case of AGN. 
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Table 1. The E obs ( z) bands for which images and 
sourcelists are produced to construct the fixed rest-frame 
XLF. 

z bin z mid E obs ( z) 
[eV] 

0.0–0.5 0.25 1600–6400 
0.5–1.0 0.75 1142–4571 
1.0–1.5 1.25 888–3555 
1.5–2.0 1.75 727–2909 
2.0–2.5 2.25 615–2461 
2.5–3.0 2.75 533–2133 

z bin gives the redshift interval, for which the midpoint 
( z mid ) is used to determine the observer-frame energy 
range ( E o bs ( z )) that corresponds to 2–8 keV in the rest- 
frame band. 

Figure 2. Plot of Redshift vs luminosity ( L X −z plane) of the XMS surv e y 
in the fixed rest-frame 2–8 keV band. 
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 T H E  FIXED  REST-FRAME  X L F  M E T H O D  

n this section, we describe our new method that allows us to vary the
bserved energy band with redshift, and to fix the X-ray energy band
n the rest-frame. Fig. 1 shows AGN model spectra in the rest-frame,
onstructed using PyXspec, the PYTHON interface for XSPEC (Gordon 
 Arnaud 2021) . The model curves are produced assuming a model
ith a cold photoelectric absorber and a powerlaw component with � 

 2.0. We explored a wide range of column densities N H to account
or AGN that display different levels of intrinsic absorption. The 
pikes correspond to photoelectric absorption edges, which occur 
hen the X-ray emission passes through a highly absorbing material, 
sually the torus in the case of AGN. Looking at Fig. 1 , if we study
n AGN at 0.5–2 keV in a fixed observed band, a source at redshift
 = 0 (red shaded region) would be in the correct rest-frame energy
and. Ho we ver, if the source is redshifted at z = 2 (blue shaded
egion), the part of the spectrum that is observed corresponds to 1.5–
 keV in the rest-frame. This means that we are inherently looking
t very different parts of the AGN rest-frame spectrum at different 
edshifts. As a result, studying AGN in a fixed observed energy band
an be problematic since it probes very different rest-frame energies 
t different redshifts. 

To construct a fixed rest-frame XLF for a given survey, a fixed
est-frame energy band E rf must be chosen to co v er a redshift range
 i < z < z f . The redshift range determines what redshifted, observed
nergy bands E obs ( z) will be used to generate images and sourcelists
or the X-ray data. In this new method, one can choose to do this in
s many E obs ( z) bands as desired, depending on how many redshift
ntervals are chosen. The more E obs ( z) bands there are, the more
recise the fixed rest-frame XLF will be, but a good middle ground
ill need to be established to minimize computational time spent 
epending on how large the data sample is. Once the E obs ( z) bands
re determined, a sourcelist is produced for each given E obs ( z) band
t the end of the data reduction process. The X-ray fluxes obtained
rom the sourcelists are used to convert to X-ray luminosity. In this
ork, the X-ray luminosity is for the 2–8 keV rest-frame band, and

s corrected for Galactic absorption, but not for absorption occurring 
ithin the AGN and its host galaxy. As can be seen in Fig. 1 , this
nergy band will only be sensitive to sources with column densities of
p to 10 23 cm 

−2 . Since the degree of attenuation due to photoelectric
bsorption is strongly energy dependent (as shown in Fig. 1 ), it is
mportant to use a fixed rest-frame energy band when producing 
ur X-ray sourcelists. The sourcelists are filtered to only contain 
ources with measured redshifts corresponding to the E obs ( z) band
f the data sample. A separate flux limit F lim 

is then derived for each
 obs ( z) band. So in essence, the fixed rest-frame XLF uses observed
ands that vary with redshift, and uses a flux limit that is not constant
ut is also a function of redshift F lim 

( z). 

.1 Binned XLF 

hen applying the new method to a binned XLF (see Section 5.1
or more details), redshift bins z bin first need to be determined. A
lot of the L X −z plane is made for the targeted E rf , where L X is the
-ray luminosity of the sources, shown in Fig. 2 . This figure shows

he redshift distribution of the data used in this paper and at which
edshifts most AGN with luminosities lie in at 2–8 keV. Looking at
he diagram, we have enough sources from our sample spread over
he luminosity–redshift plane to use bins of ∼ 0.5 in redshift. 

Once the redshift bins are determined, the midpoint of each redshift
in z mid is then used in equation ( 1 ) with z = z mid to determine what
MNRAS 520, 3827–3846 (2023) 
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M

Table 2. List of the XMM-Newton fields used in this work, with their general properties. 

Observation RA Dec N H 
1 Filter T exp T exp T exp M1 th M2 th PN th 

Field Field Galactic M 1 M 2 PN 

[deg] [deg] [10 20 cm 

−2 ] [ks] [ks] [ks] [count s −1 ] [count s −1 ] [count s −1 ] 

0012440301 331 .2908325 − 1 .9216667 5 .94 Thin 29 .1 29 .3 24 .3 2 .0 2 .0 8 .0 
0081340901 342 .955833 − 17 .8731111 2 .27 Medium 22 .3 22 .3 17 .9 1 .2 1 .2 4 .6 
0092850201 a 324 .438501 − 14 .5487222 4 .15 Medium 41 .3 41 .2 36 .6 14 .0 14 .0 20 .0 
0100240801 233 .095833 − 8 .5347222 8 .39 Medium 26 .5 26 .6 19 .3 2 .0 2 .0 7 .0 
0100440101 337 .1266665 − 5 .3152778 4 .98 Thick 45 .3 45 .5 36 .7 1 .5 1 .5 5 .0 
0102040201 172 .789167 31 .2352777 1 .88 Thin d 17 .6 23 .2 11 .3 2 .0 1 .2 7 .0 
0102040301 157 .7462505 31 .0488889 1 .67 Thin d 25 .4 26 .0 20 .6 1 .2 1 .2 5 .0 
0103060101 322 .300833 − 15 .6447222 4 .45 Medium 20 .4 20 .5 13 .7 1 .5 1 .5 8 .0 
0106460101 145 .7500005 46 .9916666 1 .1 Thin 47 .4 47 .6 36 .7 2 .0 2 .0 6 .5 
0109910101 210 .3945 − 11 .127 4 .26 Thin 48 .6 48 .7 39 .2 1 .2 1 .2 4 .0 
0111000101 4 .6375005 16 .4383333 3 .77 Medium 31 .3 31 .1 23 .6 1 .2 1 .2 4 .0 
0111220201 93 .894375 71 .0353333 9 .29 Medium 48 .5 49 .4 40 .4 2 .0 2 .0 12 .5 
0112260201 44 .6041665 13 .3 9 .9 Thin 18 .1 18 .3 12 .4 1 .2 1 .2 4 .0 
0112260201 44 .6041665 13 .3 9 .9 Thin 18 .1 18 .3 12 .4 1 .2 1 .2 4 .0 
0112370301 34 .9000005 − 5 .0 2 .0 Thin 44 .5 44 .5 34 .3 2 .2 2 .2 8 .0 
0112371001 34 .5 − 5 .0 2 .06 Thin 43 .6 43 .8 35 .8 1 .2 1 .2 6 .0 
0112620101 130 .35 70 .8947222 2 .81 Medium 27 .6 27 .9 23 .9 2 .5 2 .5 14 .0 
0112650401 16 .100001 − 6 .4 6 .19 Thin d 23 .6 23 .6 15 .2 1 .1 1 .1 4 .0 
0112650501 16 .0000005 − 6 .7 6 .26 Thin d 20 .2 22 .3 14 .8 1 .3 1 .3 7 .0 
0112880301 352 .958334 19 .9380555 3 .96 Thick 14 .4 14 .5 10 .8 1 .7 1 .7 8 .5 
0124110101 b 185 .433333 75 .3102778 2 .9 Medium 33 .8 33 .9 29 .8 – – –
0124900101 187 .883334 64 .2391666 2 .52 Thin 29 .7 30 .1 24 .8 2 .0 2 .0 8 .0 
0112370401 + 

c 34 .6999995 − 4 .6536111 2 .03 Thin 23 .1 23 .1 15 .2 2 .0 2 .0 8 .0 
0112371501 
0123100101 + 

c 116 .0187495 74 .56375 3 .68 Thin 58 .8 57 .2 32 .2 2 .5 2 .5 7 .0 
0123100201 
0100240101 + 

c 202 .695834 24 .2330556 0 .999 Medium 65 .2 65 .2 44 .7 2 .5 2 .5 6 .0 
0100240201 
0106660101 + 

c 333 .881958 − 17 .7349166 1 .85 Thin 151 .1 151 .4 126 .2 1 .5 1 .5 6 .0 
0106660601 

This includes the XMM-Newton observation number, the RA/Dec coordinates at the centre of the field (RA Field , Dec Field ), the Galactic column density in the 
direction of the field ( N H , Gal ), the filter used for the EPIC cameras, the ‘clean’ exposure time for the M1, M2, and PN cameras (T exp, M 1 , T exp, M 2 , T exp, PN , 
respectively), and the M1, M2, and PN rate thresholds (M1 th , M2 th , PN th , respectively) used to filter out intervals of flaring particle background rate light curves 
(produced at E > 5 keV using a time bin size of 20 s). a Different exposures were merged within the same XMM-Newton observation (see Table A2 ). 
b Different exposures (with different frame modes) within the same XMM-Newton observation were reduced separately and the final images were summed (see 
Table A3 ). 
c Different XMM-Newton observations were merged for the same target (see Table A4 ). 
d Listed filter corresponds to EMOS1 and EPN. The EMOS2 filter was different (Thick for the first two and Medium for the second two). 
1 Obtained using the HEASOFT (Nasa High Energy Astrophysics Science Archive Research Center (Heasarc) 2014 ) tool nh . 
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he corresponding E obs ( z) band will be. The minimum number of
 obs ( z) bands needed will be set by the number of z bin chosen for the
LF. In principle, the number of E obs ( z) bands need not be restricted
y the number of redshift bins used. Each z bin can include multiple
 obs ( z) bands that correspond to smaller redshift intervals within the
ame bin. For each z bin , an XLF is then produced using the data
rom its corresponding E obs ( z) band (or set of bands). For the binned
LF, F lim 

( z) is a function that maps the discrete redshift intervals
o discrete flux limit values, and each E obs ( z) will have its own flux
imit. 

.2 Model-fitted XLF 

hen applying the new method to produce a model fitted XLF using
he ML technique (see Section 5.3 for more details), the number of
 obs ( z) bands used is not determined by any redshift binning. The
ore E obs ( z) bands used, the more precisely the energy range is fixed

n the rest-frame for each source for the XLF. As was the case in
NRAS 520, 3827–3846 (2023) 
he binned XLF, F lim 

( z) is used to derive a flux limit for each E obs ( z)
and used for the model-fitted XLF. 

.3 Redshifted energy bands 

or this work, a fixed rest-frame energy band of 2–8 k eV w as chosen
o co v er a redshift range of 0 < z < 3. We use redshift intervals of 0.5
or the binned XLF, with good co v erage o v er the L X −z plane (see
ig. 2 ). To obtain the redshifted, observed energy bands in which
ourcelists are produced, the midpoint of each redshift interval was
sed, giving a total of six redshifted energy bands (see Table 1 ). 

 X - R AY  DATA  

n the following sections, we describe the targets and observations
sed for the XMM-Newton data in this paper. We then describe the
ata processing methods used to reduce the XMM-Newton data, and
he source selection criteria used when producing the final X-ray
ourcelists. Finally, we describe the flux-limited X-ray catalogue
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rom Piccinotti et al. ( 1982 ), from which the HEAO 1 X-ray data was
aken. 

For the XMM-Newton data reduction and processing, c-shell 
cripts were used to run tasks using sas-18.0.0 , heasoft- 
.27 , wcstools-3.9.5 , and SAOImageDS9-8.1 . PYTHON 

cripts were run using python-3.7.6 . 

.1 XMM-Newton obser v ations 

he data used in this work were taken from the XMM-Newton
atellite, which carries multiple telescopes to study X-ray sources. 
MM-Ne wton is sensitiv e up to 10 keV with a spatial resolution of
5 arcsec (Jansen et al. 2001 ). The XMM-Newton data used were

xtracted from the three EPIC (European Photon Imaging Camera) 
ameras on XMM-Newton . The EPIC cameras are placed at the focus
oints of the X-ray mirror assemblies. Two of the cameras use EPIC-
OS CCDs (Turner et al. 2001 ), while the third camera uses EPIC-

N CCDs (Str ̈uder et al. 2001 ). Each EPIC instrument is fitted with a
lter wheel carrying X-ray transparent light blocking filters to block 
ut background light outside the desired X-ray band. 
In this work, we use 25 XMM-Newton target fields adopted from

he the XMM-Newton Medium Sensitivity (XMS) survey. The XMS 

s a surv e y built using a sample of the AXIS surv e y (Carrera et al.
007 ) co v ering a geometric sk y area of 3.33 deg 2 (Ebrero et al.
009 ). The luminosity distribution of the entire sample shows that 
he surv e y contains Se yfert-like AGN as well as QSOs. The XMS
s sensitive to AGN with intrinsic column densities up to 10 23 cm 

−2 

Mateos et al. 2005 ). 
We have used the redshifted energy bands E obs ( z) listed in Table 1

or the methods and analysis performed in this work. For each 
 obs ( z), the data reduction method from Section 3.2 was performed

or a total of 29 XMM-Newton observations. A list of the XMM-
ewton observations used and their general properties can be seen 

n Table 2 ). Taking into account the excluded areas from our masks
see Section 3.2 ), the total geometric sky area co v ered amounts to
.61 deg 2 for the XMM-Newton X-ray data. 

.2 XMM-Newton data reduction 

he XMM-Newton mission provides the Science Analysis System 

 SAS ) pipeline software (Gabriel et al. 2004 ) specifically designed to
educe and analyze data collected by the XMM-Newton observatory. 
he SAS tasks epproc and emproc are used to produce a calibrated
vent list for each instrument. For the EPIC-PN event lists, we 
xcluded the PN readout outer-edge regions at the top and bottom of
he detector chips (as done in Carrera et al. 2007 ). 

The data was first reduced in in the 0.5–2 keV energy band, as
escribed in Section 3.2.1 , for the purpose of correcting the offset
ositions of sources within the attitude file of the observation and 
he event lists obtained from epproc and emproc . This only needs
o be done once for each XMM-Newton observation. This makes it

ore efficient when reducing the data in the multiple energy bands 
equired for this work without needing to correct the source position 
ffsets for each energy band at a later stage in the processing. Once
he position offsets were corrected, the new attitude and event list
les were used to generate images and sourcelists in the desired 
 obs ( z) bands, as described in Section 3.2.2 . 

.2.1 Reduction process to correct source position offsets 

o filter out intervals of particle background flares from EPIC event 
ists, a high energy light curve ( E > 5 k eV) w as extracted from
he event file. A background rate threshold was then determined 
y where the light curve is steady with low background intervals
see Table 2 for the rate thresholds used for each XMM-Newton
bservation). This threshold varies with each observation, depending 
n the background. All the work in this section after this point was
one using a 0.5–2 keV energy band. 
We first produce X-ray images separately for each EPIC instrument 

sing evselect in the tar geted ener gy range. For EPIC-PN, ‘Out-
f-Time’ (OOT) images were also produced to take into account 
OT events that end up being mixed within the read-out direction

n the CCD frame, which then gets added to the PN background
ap once it is scaled out, and accounts for the bright streaks that

end to be seen in PN images. To combine information from all three
nstruments, the X-ray images were then summed up together into a
nal X-ray image using the ftools 2 task farith . 
Along with X-ray images, we produce exposure maps for each 

f the three EPIC instruments in the rele v ant energy band. MOS
xposure maps were multiplied by the ratio of MOS/PN countrates 
ssuming a power-law spectrum with a photoelectric absorption com- 
onent. This was done using PyXspec with the Galactic hydrogen 
olumn density N H , Gal (see Table 2 ) and a photon index � = 1.9
Mateos et al. 2005 ). Energy channels outside the targeted energy
ange were excluded. The MOS exposure maps were then added to
he PN exposure map to make a summed exposure map. 

An Energy Conversion Factor (ECF), defined as the ratio of the
ount rate to flux, was then calculated using PyXspec to determine
ow to convert EPIC band count rates to fluxes in a given energy
and, which is then used for further SAS tasks. Since the MOS1 and
OS2 images are added on top of the PN image, the final combined

PIC image is in the format of an EPIC-PN image. Hence, the ECF
s calculated assuming a PN image. The summed exposure map was
hen used to make a mask (using the SAS task emask ) that filters
ut sources in areas of the image where there were CCD gaps or bad
ixels. 
Finally, we produce background maps with our own background 

cript for each EPIC instrument. This background script uses two 
odels, a vignetted background model and a flat background model, 

s well as an OOT component for EPIC-PN. The flat background
odel accounts for the particle background. The script used here 

hen performs an ML fit to the background in a similar manner
o the method described in Loaring et al. ( 2005 ). For each EPIC
nstrument, we ran our background script using the list of sources
rom the eboxdetect SAS task, along with the EPIC exposure map
nd X-ray image, producing three separate background maps. The 
ackground maps were then summed up into a final background map
sing farith . 
The output from eboxdetect was also used in the SAS task
mldetect with an ML threshold of 8 to make an X-ray sourcelist.
e corrected the astrometry of our event lists by correlating the

ositions of the X-ray sources with optical sources from the SDSS
hotometric DR12 Catalogue, as well as the P an-STARRS Surv e y,
ccording to the method described in Traulsen et al. ( 2020 ). This
orrection only needed to be done once for each XMM-Newton 
bservation, after which the event lists and attitude files were used to
enerate images and sourcelists for our set of E obs ( z) energy bands
see Section 3.2.2 ). New (position-corrected) images, background 
aps, and exposure maps in the 0.5–2 keV energy band were
MNRAS 520, 3827–3846 (2023) 
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Table 3. Parameter values for the Gaussian sigma and mask thresholds used 
in the XMM-SAS tasks fgauss and emask , respectively. 

Task Task parameter Task parameter values 
M det M filter M axis 

fgauss sigma 4 .0 4 .0 6 .0 
emask threshold1 0 .93 0 .93 0 .98 

threshold2 0 .5 0 .5 0 .5 

M det is the full FOV detector mask constructed using the summed exposure 
map; M filter is the mask constructed using the summed exposure map with low 

e xposure pix els filtered out (set to a minimum e xposure threshold of 10 ks); 
M axis is the mask constructed using the PN exposure map, where fgauss 
and emask parameters were adjusted to add an extra blur to the detector chip 
edges and exclude pixels falling too close to them. 
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nally reproduced and subsequently summed up in the same manner
escribed in this section. 
Using the position-corrected 0.5–2 keV exposure maps, we pro-

uce two masks using emask , which are used when producing
-ray sourceslists in the E obs ( z) bands (see Table 3 for parameter
alues used in all the masks produced). The first initial mask M det 

o v ers the full field of view (FOV) detector image, constructed
sing the summed exposure map. We then run the mask through
he ftools program fgauss , which convolves the image with
 circular Gaussian function to produce a smoothed image. The
moothed image was then used to produce a modified version of the
nitial mask, which was then used to make the XMM-Newton X-ray
ourcelist in Section 3.2.2 . 

The second and final mask M final has excluded regions from the
mage rather than retaining the full FOV. This mask is used in
ection 3.2.2 to filter out sources from the X-ray sourcelist for each
f the E obs ( z) bands. M final is the mask constructed by multiplying
he M filter and the M axis masks together, using the task farith . We
escribe what these are as follows. We applied two constraints when
roducing the mask M axis . We used the PN exposure map rather
han the summed exposure map when making the mask. We also
djusted the fgauss and emask parameters to add an extra blur to
he detector chip edges and exclude pixels falling too close to them
see Table 3 ). AXIS only used PN data when processing their XMM-
ewton observations, and removed an extra 5–7 pixels from the
dges of their detector chips (Carrera et al. 2007 ). Without limiting
he mask to PN and incorporating the extra blurring to account for
he 5–7 pixels that were excluded by AXIS, we ended up with a
ot of unidentified sources. This brought our completeness statistics
own, not necessarily because the sources were spurious, but simply
ecause they were not included in the X-ray source list in AXIS,
nd as a result they were not part of their optical identification
ampaign. Thus, we chose to include these two constraints in M axis to
e consistent with the methods adopted in the AXIS surv e y, giv en that
e are using their optical identification campaign. When producing

he mask M filter , we set a minimum exposure threshold of 10 ks from
he summed exposure map to filter out regions with low-exposure
ixels. This was done to a v oid the occurrence of spurious sources
see Section 3.4 for more details). 

After multiplying the M filter and the M axis masks together, addi-
ional regions were excluded from the resulting M final mask, which
e describe as follows. The XMS surv e y did a serendipitous search

ather than a blind search, and previously verified sources were taken
s a target around which sources were searched for, and the target
ource itself was excluded (or masked out) during this search. There
ere a total of 25 target sources that were excluded in the XMS, which
e also remo v e from the final mask. We adopt the RA, Dec, and target
NRAS 520, 3827–3846 (2023) 
xclusion radius used by AXIS from table 1 in Carrera et al. ( 2007 ).
ne XMM-Newton observation (0112260201) is pointed between

wo cluster targets (A 399 and A 401). AXIS provided an exclusion
egion for one of these cluster targets (A 399). For that, we adopted
 more conserv ati v e approach and e xtended the AXIS e xclusion
adius to 307 arcsec to remo v e e xtra cluster sources. We also added
n additional e xclusion re gion to remo v e the second cluster target
A 401) as well. We additionally excluded rectangular OOT regions
sing the widths provided from table 1 in Carrera et al. ( 2007 ), and
e provide the RA, Dec, angle, and height of the OOT rectangular

egion. All details regarding the exclusion areas applied to the final
ask can be found in Table A1 . 

.2.2 Reduction process for E obs ( z) bands 

he reduction process in the fixed rest-frame method follows a
imilar procedure as described in Section 3.2.1 . The position-
orrected attitude files and event lists were used to generate images
nd sourcelists for the XMM-Newton observations in six redshifted
nergy band E obs ( z), as listed in Table 1 . Some changes and additions
ere incorporated, which will be described in this section. 
The X-ray images and exposure maps were produced in the given

 obs ( z) energy band and summed up together using the same process
escribed in Section 3.2.1 . To check the dependence of the ECF and
he MOS/PN ratios on intrinsic AGN absorption, we recalculated
hem for each XMM observation assuming N H = 0 and N H =
0 22.5 cm 

−2 , and derived the fractional change for each parameter.
e find that the ECF decreases by 11 per cent between N H = 0

nd N H = 10 22.5 cm 

−2 , so luminosities of absorbed sources will be
lightly underestimated. The MOS/PN ratio is much less affected by
bsorption, decreasing by just 1.6 per cent between N H = 0 and N H =
0 22.5 cm 

−2 . Since the MOS/PN ratio and ECF are both a function of
nergy, they were derived separately for each E obs ( z) using the same
ethods described previously. When making the summed exposure
ap, the MOS/PN ratios derived for the E obs ( z) energy band were

sed. To make the summed background map in the targeted E obs ( z)
as described in the previous section), we run the background script
ith four iterations to get the best background map. The multiple

terations allow us to get rid of most of the bright sources, and help
s produce maps that are very close to the background for the final
ummed background map. 

The final X-ray sourcelist is then produced using the final summed
mages, background maps and exposure maps, with an ML threshold
f 4 in eboxdetect , an ML threshold of 9 for emldetect , and
he ECF derived for the given E obs ( z) energy band. The mask used
hen making the sourcelist (in both eboxdetect and emlde-
ect ) was the initial first mask described in Section 3.2.1 . This
eans that the sourcelist includes all sources detected from the X-

ay image, since the initial mask co v ers the full FOV of the detector.
he second and final mask (described in Section 3.2.1 ) was then
sed to remo v e sources that lie outside of the mask from the X-ray
ourcelist. This gives us our final X-ray sourcelist for a given E obs ( z)
and. 

.3 Combining XMM-Newton event lists and observations 

iven that we are not going down to fluxes below 10 −14 erg s −1 cm 

−2 ,
 50 ks exposure depth is more than sufficient to have good X-ray
easurements well below the limit of the optical identifications. If
 given XMM-Newton observation included more than one science
 xposure for an y of the EPIC instruments (i.e. e xtra S00 or U00
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Figure 3. Comparison of the measured XMM-Newton fluxes to the published 
AXIS fluxes in the 0.5–2 keV band. 
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xposures), we sought to merge the top two event lists with the
ongest exposure times using the SAS task merge to achieve a 
ecent exposure time (see Table A2 ). We placed the criteria that
he event lists being merged had to have the same filter and the
ame frame mode. This resulted in three XMM-Newton observations 
0092850201, 0112370401, and 0123100101) that contained merged 
vent lists from multiple exposures within the same observation. 

One XMM-Newton observation (0124110101) contained multiple 
cience exposures that were taken in different frame modes, and 
hus could not be merged. Instead, we reduced the science exposures 
eparately for each EPIC instrument, and summed up their X-ray 
mages, exposure maps and background maps at the end of the data
eduction process. We then used these summed images, exposure 
aps, and background maps when running the source detection chain 

n Section 3.2.2 and making the final X-ray sourcelist (see Table A3 ).
If there was more than one XMM-Newton observation targeted 

owards the same field, AXIS had a preference for those that were
ublic at an earlier period in the programme or those that were part
f the SSC Guaranteed Time Program (Carrera et al. 2007 ). Instead,
o make use of all the data, we sought to merge together the top
wo observations with the longest exposure times using the SAS task 
erge to achieve a better exposure time (see Table A4 ). The same
riteria was placed on merging different XMM-Newton observations, 
equiring the event lists being merged to have the same filter and
he same frame mode. If any of these observations had more than
ne science e xposure, the y were merged internally first before being
erged with another XMM-Newton observation. For these merged 

bservations, we used the exclusion area properties from the AXIS- 
hosen observation for the target field when modifying the final mask 
escribed in Section 3.2.1 . These properties are listed in Table A1 . 

.4 XMM-Newton source selection 

n this work, a separate sourcelist was produced for each E obs ( z) band,
s well as the E rf band (2–8 keV), per XMM-Newton observation. This
ives us a total of seven X-ray sourcelists for each observation. We
hen combined the sourcelists from all the XMM-Newton observa- 
ions, resulting in a comprehensive X-ray soureclist spanning the 
ntire dataset for each of the seven energy bands. Extended sources
ere remo v ed from these sourcelists. To make sure our X-ray fluxes
roduced through the data reduction process were reasonable, we 
ompared our 0.5–2 keV X-ray fluxes to the published 0.5–2 keV 

XIS flux es. The y were found to be in good agreement (see Fig. 3 ).
Spurious sources resulting from data artifacts and systematic 

ffects were being detected through the source detection chain, 
hich posed some issues. Many of these sources had low detection 

ikelihoods but very high fluxes (above the flux limit of the E obs ( z)
and, determined in Section 4.4 ). To reduce the occurrence of these
ypes of sources, we filtered out low exposure pixels (using a 10 ks
xposure threshold) from the 0.5–2 keV summed exposure map in 
ection 3.2.1 , excluding them from the final mask used to filter out

he X-ray sourcelists. The ML threshold for emldetect was also 
et to 9 in Section 3.2.2 when making the final sourcelist to a v oid
ources with low detection likelihoods. This reduced the number 
f spurious sources significantly. Fig. 4 displays the X-ray source 
uxes vs the detection likelihood of the sources from the final filtered
ourcelists for each E obs ( z) band. The black dashed line indicates the

L threshold of 9 used in emldetect . The vertical solid line is the
ux limit of the X-ray sample, below which sources are not included
hen making the XLF. 
Despite the measures taken, some spurious sources were still found 

bo v e the flux limit of the E obs ( z) sourcelists. These sources were
ndi vidually follo wed-up and investigated. Upon visual inspection 
f the X-ray images, some of them were not real sources and had
 very low signal-to-noise ratio (SNR; defined by the X-ray flux of
he source divided by the flux error of the source). These were likely
ue to systematic errors resulting from the data reduction pipeline 
rocess. To a v oid sources like these, we set a condition to filter out
-ray sources that had a SNR < 2.5. 
In the XMS surv e y, there were two sets of XMM-Newton obser-

ations that partially o v erlapped o v er the same region of the sky, as
isted below: 

(i) G133-69 Pos 1 and G133-69 Pos 2 
(ii) SDS-1, SDS-2, and SDS-3 

AXIS dealt with this by masking out portions of the o v erlapping
egions in the second (and third) fields. Instead of doing this, we
se equation ( 2 ) to take the weighted average x̄ of the RA and
ec positions for any detected sources that were o v erlapped for a
iven energy band. We consider sources to be overlapped if they
ave an angular separation distance θD ≤ 10 arcsec. We search for 
hese o v erlapped sources within the combined sourcelist across all
MM-Newton observations for each energy band and filter them out, 

eplacing them with the weighted average, 

¯ = 

( 

x i 

ε2 
i 

+ 

x j 

ε2 
j 

) ( 

1 

ε2 
i 

+ 

1 

ε2 
j 

) −1 

(2) 

here x̄ is the weighted average, x is the RA/Dec/flux of the ith and
th o v erlapping sources, and ε is the RA/Dec/flux error of the ith and
th o v erlapping sources. 

.5 HEAO 1 A-2 X-ray sample 

o fill in the gaps in our X-ray data for high luminosity sources at low
edshifts ( z < 0.2), we also include the flux-limited X-ray sample
y Piccinotti et al. ( 1982 ). This is a complete catalogue of X-ray
ources at Galactic latitudes produced in the 2–10 keV band using
ata from the HEAO 1 experiment A-2 X-ray surv e y (Rothschild
t al. 1979 ). The surv e y goes down to a limiting sensitivity of
.1 × 10 −11 erg cm 

−2 s −1 and co v ers a sk y area of 2.7 × 10 4 deg 2 .
he surv e y reports their measurements in two separate scans (first
can and second scan). Since the first scan is deeper, Piccinotti et al.
 1982 ) treat it as the primary measurement for deriving their best-
tting parameters, and the second scan fluxes were only used for
MNRAS 520, 3827–3846 (2023) 
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Figure 4. X-ray source flux vs detection likelihood for each of the E obs ( z) bands. Red data points are unidentified X-ray sources, and blue data points are 
X-ray sources identified via optical spectroscopy from the AXIS-XMS surv e y. The black dashed line indicates the ML threshold of 9 used in emldetect . The 
vertical solid line is the flux limit of the X-ray sample, below which sources are not included when making the XLF. 
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ndependent confirmation. Hence, we adopt the first scan flux values
s the X-ray flux measurement when adding the data to our XLF. 

Piccinotti et al. ( 1982 ) report their X-ray fluxes in units of
15, which is a counting rate derived using the 1.5 ◦ × 3 ◦ full
NRAS 520, 3827–3846 (2023) 
idth at half-maximum fields of view of the layers of the X-ray
ounters in the HEAO 1 A-2 e xperiment. The y also list conversion
actors for each R15 flux measurement corresponding to each X-
ay source. We multiply each conversion factor by the first-scan

art/stad007_f4.eps
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15 flux measurement to convert the fluxes to units of 10 −11 

rg cm 

−2 s −1 . 
Given the slight difference in the 2–8 keV and 2–10 keV energy

ands, the 2–10 keV source fluxes from the HEAO 1 sample had to
e corrected as follows. The flux between two energies (for a given
nergy range E i < E < E f ) is given by equation ( 3 ), which is the
-ray spectral form of the majority of Seyfert galaxies. 

 E i −E f = 

∫ E f 

E i 

kE 

1 −� d E (3) 

here � is the photon index, k is a normalization constant, and E i 

nd E f define the energy range. 
When making the model spectrum in PyXspec in Section 3.2.1 , 

 photon index of � = 1.9 was used. To remain consistent, the
ame photon index was assumed when converting the X-ray fluxes. 
o account for the differences between the 2–8 keV and 2–10 keV
uxes, equation ( 3 ) was e v aluated for the two energy ranges, and the
atio between them R F ( R F = F 2–8 / F 2–10 ) was taken. This gives us R F 

 0.852, which was then multiplied by the HEAO 1 2–10 keV fluxes
o give us the 2–8 keV fluxes for our work. 

 O P T I C A L  IDENTIFICATIONS  

o construct an XLF, redshifts are required along with source X-ray 
uxes. In this section, we describe the optical identifications used 

o obtain redshifts for the X-ray sources in our w ork. We tak e the
ptical identifications from the XMS surv e y for the XMM-Newton
-ray sources, and the optical identifications from the Piccinotti 

t al. ( 1982 ) catalogue for the HEAO 1 X-ray sources. We restrict our
edshifts to be from spectroscopically identified optical counterparts. 

.1 XMM-Newton Medium Sensitivity survey 

he XMS surv e y is comprised of four o v erlapping samples in the
.5–2, 0.5–4.5, 2.0–10, and 4.5–7.5 keV energy bands with flux 
imits well abo v e the sensitivity of the data. XMS co v ers a total
f 318 distinct X-ray sources, and counterparts for each source 
ere searched for in optical catalogues within 5 arcsec from the 
osition of the X-ray source. Redshifts were measured by matching 
mission and absorption features to the sliding wavelengths of these 
eatures (Barcons et al. 2007 ). The XMS has a high identification
ompleteness, giving us 255 AGN sources with counterparts that are 
ositively identified via optical spectroscopy. 
To identify the X-ray sources in each of the seven filtered 

ourcelists, the RA/Dec positions of our sources were matched with 
he XMS optical counterpart source positions, taken from table 5 
n Barcons et al. ( 2007 ). For this work, only sources that were
dentified via optical spectroscopy within the XMS sample were 
onsidered for our identifications. This criteria was also applied for 
 id in equation ( 4 ) when calculating the completeness fraction. Since
MM-Newton has a ∼ 5 arcsec spatial resolution (Jansen et al. 2001 ),
e matched sources within an angular distance of 5 arcsec. Matched 
-ray sources were then assigned corresponding redshifts from their 
atched optical counterparts. These were then used when conducting 

he completeness studies of our sample, described in more detail in 
ection 4.4 . 

.2 HEAO 1 A-2 sur v ey 

he optical identifications for the X-ray sources from the HEAO 1 
urv e y were taken from the Piccinotti et al. ( 1982 ) catalogue. We
ncluded X-ray sources that were classified as either of the following:
e yfert-1; Se yfert-2, NELG, N, or other active galaxy; BL Lacerate
bject; and QSO. Of these, we only use sources with an ID quality
f ‘certain’ or ‘possible’, with a redshift measurement z < 0.2. This
ives us a total of 29 spectroscopically identified AGN adopted from
he Piccinotti et al. ( 1982 ) catalogue. 

.3 Flux limits 

o understand what the appropriate flux limits are to use for our
MM-Newton X-ray sources, the completeness of the data pool was 
tudied for each redshifted energy band (see Section 4.4 for more
etails). 
The HEAO 1 sample is defined by sources brighter than a countrate

f 1.25 R15 in the first scan, so we use this as the flux limit for these
-ray sources. We convert the flux limit to units of 10 −11 erg cm 

−2 s −1 

sing a conversion factor of 2.175, the value most used by Piccinotti
t al. ( 1982 ) for converting their X-ray fluxes. Correcting this to
he 2–8 keV band using R F gives us a flux limit of 2.315 × 10 −11 

rg cm 

−2 s −1 for the X-ray sources used from the HEAO 1 surv e y. 

.4 Completeness studies of the XMM-Newton data 

he completeness of the XMM-Newton X-ray data was studied for 
ach of the seven energy bands (six E obs ( z) bands and one E rf band).
his allows us to assign the appropriate flux limits when making the
LF. The completeness fraction f c ( F x ) as a function of X-ray source
ux F x , from brightest to faintest, is given by 

 c ( F x ) = 

N id ( F ≥ F x ) 

N total ( F ≥ F x ) 
, (4) 

here the numerator term N id ( F ≥ F x ) represents the number of
ptically-identified X-ray sources with a flux, F , greater than or
qual to F x , and the denominator term N total ( F ≥ F x ) represents the
otal number of X-ray sources with a flux greater than or equal to
 x . The N id term in equation ( 4 ) thus represents the number of X-ray
ources identified in the XMS surv e y. We map out this numerator
erm, N id ( F ≥ F x ), as a function of flux F x in Fig. 5 , as well as the
enominator term, N total ( F ≥ F x ), as a function of flux F x in Fig. 6 . 
The identification criteria for N id required X-ray sources to be 
atched with XMS sources that were positively identified via optical 

pectroscopy, including AGN, clusters, and stars. Additional sources 
ere found to have published spectroscopic redshifts that were not 

ncluded in the optical identifications of the XMS surv e y. These were
ncluded in N id for the X-ray source identifications in this work, listed
n Table 4 . 

Fig. 5 displays the source flux F x vs N id ( F ≥ F x ) for each energy
and. The figure includes two plots: Fig. 5 (a) displays N id sources
 v er the entire completeness sample, and Fig. 5 (b) only displays N id 

ources that have redshifts within their corresponding E obs ( z) redshift
in z bin . 
To study the completeness of our X-ray sourcelists across all 

nergy bands, a plot of F x vs f c was produced (see Fig. 7 ). This
lso allowed us to derive flux limits needed to make the redshifted
LF for each energy band. To derive the required F lim 

( z) to make
he fixed rest-frame XLF, a separate F lim 

is needed for each E obs ( z)
and. Each F lim 

( z) was determined based on where the completeness
urve reaches f c = 80 per cent for each E obs ( z) band. A pragmatic
hoice was made in choosing a limit of 80 per cent, as there is a trade
f f between achie ving high completeness and having good number
f sources to produce the XLF. In Fig. 7 , we mark this completeness
ux limit threshold with a horizontal dashed black line, and the set
MNRAS 520, 3827–3846 (2023) 
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Figure 5. Plot of flux F vs the number of identified sources N id with a flux greater than or equal to a given X-ray source flux F x ( N id ( F ≥ F x )) for the seven 
energy bands. Left: N id includes sources within the entire redshift range 0 < z < 3. Right: N id only includes sources that have redshifts within their corresponding 
E obs ( z). 

Figure 6. Plot of flux F vs the number of total sources N total with a flux 
greater than or equal to a given X-ray source flux ( N total ( F ) ≥ F x ) for the 
seven energy bands. The purple data points mark the E rf band, and the rest of 
the colours mark the E obs ( z) bands. 
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f derived F lim 

( z) for the redshifted energy bands are marked by the
ertical solid lines. We list the derived flux limits in Table 5 for each
 obs ( z) band. A plot of these flux limits as a function of redshift is

hown in Fig. 8 . On the same figure, we also plot the discreet function
f F lim 

( z) used when making the fixed rest-frame XLF in this work. 
Once the flux limits were derived as a function of redshift, a

xed rest-frame XLF could be constructed. Only AGN sources
ith spectroscopic redshifts were used when constructing the XLFs.
lusters, stars and AGN with no redshifts or ones that only had
hotometric redshifts were excluded. See Section 5.1 and 5.3 for
ore details. 

 T H E  X - R AY  LUMINOSITY  F U N C T I O N  

n this section, we present two techniques for calculating XLFs of
GN in the E rf and E obs ( z) energy bands. The first technique is
sed to produce a binned XLF o v er discreet luminosity and redshift
ins (Section 5.1 ), while the second technique is used to compute
NRAS 520, 3827–3846 (2023) 
he XLF using an ML fit to the full set of sources in the sample
Section 5.3 ). We also describe the analytical function we use to fit
he XLF (Section 5.2 ). 

.1 Binned XLF 

o construct a binned luminosity function of a sample of objects, we
ivide the luminosity −redshift plane into L − z bins. For this paper,
he binned XLF was constructed using the method of Page & Carrera
 2000 ). Binned luminosity functions are by their nature averaged over
 luminosity and redshift bin, and hence where φ varies significantly
ith luminosity and/or redshift within the bin (as for example, at
igh L where φ changes rapidly with L ) the value expected from
 binned estimator may be some what dif ferent to the value of the
odel at the centre of the bin. We have examined the magnitude of

his difference in our surv e y by comparing the expectation values
or the model bin [as defined in section 5 of Page & Carrera ( 2000 )]
o the value of the model evaluated at the midpoint of the bin. For
xample, we looked at the difference in the 1.0 < z < 1.5 range at log
 X = 44.98 erg s −1 , and find that the difference between the model
nd expectation values of log φ is about 0.05. 

We define φ, the differential luminosity function, in terms of log L
ather than in terms of L , because it is easier to use when dealing
ith a large span of luminosities (Cara & Lister 2008 ), 

( log L, z) = 

d 2 N 

d V d log L 

, (5) 

here N is the number of objects, z is the redshift, L is the luminosity,
nd V is the comoving volume. Note that φ( L , z) and φ(log L , z) are
elated to each other by a factor of L ln (10). 

The binned estimate of the luminosity function using the Page &
arrera ( 2000 ) method can be obtained for N objects found o v er an y
olume-luminosity region, described by 

( log L, z) ≈ N ∫ log L max 

log L min 

∫ z max( log L ) 
z min 

d V 
d z d z d log L 

, (6) 

here 〈 N〉 is the expectation value of the number of objects, L is
he luminosity, z min is the minimum redshift in 	z, and z max( L ) is
he maximum possible redshift for an object of luminosity L to be
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Table 4. Spectroscopically identified sources from the literature that were not included in the optical identifications of the XMS 
surv e y. 

Source name RA Dec Redshift Redshift origin 
[deg] [deg] 

MS 0737.0 + 7436 115.802083 74 .493333 0.312 EMSS (Stocke et al. 1991 ) 
GALEXASC J074202.51 + 742625.5 115.512068 74 .440213 0.599 XBS (Caccianiga et al. 2008 ) 
2MASS J21300228-1534131 322.509363 − 15 .570248 0.562 2MASS (Caccianiga et al. 2004 ) 
J133120.3 + 242304 202.835000 24 .384472 0.753 BUXS (Mateos et al. 2015 ) 

These were used in N id for the X-ray source identifications in this work. The table lists the catalogue from which the source was taken, 
the name of the source, the RA/Dec position of the source, and the spectroscopic redshift of the source. 

Figure 7. Plot of flux F vs the completeness fraction f c for each energy band. The purple data points mark the E rf band, and the rest of the colours mark the 
E obs ( z) bands. Right: Completeness plot displaying the completeness flux limit threshold at f c = 80 per cent , marked by the horizontal black dashed line. The 
flux limits for each E ( z) band are also plotted as vertical solid lines, with the same colour corresponding to their data points. Left: For clarity, we show the same 
plot without the threshold and flux limit lines. 

Table 5. Derived flux limits for each energy band in the 
XMS surv e y. 

E ( z) F lim 

( z) 
[eV] [10 −14 erg s −1 cm 

−2 ] 

XMS Surv e y 
2000–8000 4.44186 
1600–6400 2.82524 
1142–4571 2.38016 
888–3555 1.87509 
727–2909 1.68052 
615–2461 1.50592 
533–2133 1.44649 

HEAO 1 Surv e y 
2000–8000 2315.18 

This includes the E rf band (2–8 keV) and the E obs ( z ) 
bands. The F lim 

( z ) was derived for each energy band 
based on where the completeness curve in Fig. 7 reaches 
f c = 80 per cent (indicated by the black dashed line). The 
converted 2–8 keV flux limit from the HEAO 1 surv e y is 
also reported (see Section 4.3 for more details). 

d
b

 

w  

e  

r  

Figure 8. Plot of redshift z vs the flux limit F lim 

( z) for each energy band, 
based on the values reported in Table 5 . The points correspond to the flux 
limits of each energy band used in this work. The purple data point marks the 
E rf band, and the rest of the colours mark the E obs ( z) bands. The step-function 
of F lim 

( z) (marked with a grey solid line) is a function that maps the discrete 
redshift intervals to discrete flux limit values. 
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etected and remain contained within 	z. We have adopted a uniform 

in width in 	 log L of 0.3 for our binned XLFs. 
For each redshifted energy band E obs ( z), an XLF was produced

ithin its corresponding redshift bin z bin , as listed in Table 1 . For
xample, the XLF for the 2.5 < z < 3.0 bin was done using the X-
ay sources in the 0.5–2.1 keV band. Since we use discreet redshift
ntervals to construct the binned XLF, the equations and methods 
sed are the same as Page & Carrera ( 2000 ). The key difference
n the way we construct the binned XLF is that the flux limit
 lim 

( z) is different for each of the redshift shells (see Table 5 and
MNRAS 520, 3827–3846 (2023) 
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ig. 8 ). Together, these make up the 2–8 keV XLF, fixed in the rest
frame. 

The data processed in the 2–8 keV band (the E rf band) was then
sed to construct the fix ed observ er-frame XLF for the entire redshift
ange (0 < z < 3) to compare with the fixed rest-frame XLF (using
he E obs ( z) bands). The data points from the binned XLFs follow the
rend of a double power-law, with the break luminosity evolving with
edshift. This illustrates the expected AGN evolution with redshift.
ue to the limited number of sources in our higher redshift bins, this

rend becomes harder to see and analytical models are required to
nderstand how AGN evolve. 

.2 Analytical model 

he X-ray luminosity in a pure luminosity evolution (PLE) model
volves with redshift, and can be expressed by 

( log L, z) = 

d φ( L/e( z) , 0) 

d log L 

. (7) 

he evolution factor e ( z) of the PLE is expressed by 

( z) = 

⎧ ⎨ 

⎩ 

(1 + z) p 1 if z < z c , 

e( z c ) 

(
1 + z 
1 + z c 

)p 2 

if z ≥ z c , 
(8) 

here z c is the cut-off redshift, p 1 is is the parameter that accounts
or the evolution below z c , and p 2 is the parameter that accounts
or the evolution abo v e z c (Miyaji et al. 2000b ). The shape of the
resent-day XLF for which we adopt a smoothly connected double
ower law can then be expressed by 

( log L, 0) = A 

[(
L 

L 0 

)γ1 

+ 

(
L 

L 0 

)γ2 
]−1 

, (9) 

here γ 1 and γ 2 are the slopes, L 0 is the luminosity value where
he change of slope occurs, and A is the normalization constant (e.g.
oyle et al. 1988 ; Miyaji et al. 2000b ). 
Equation ( 9 ) was then used to plot the PLE analytical model on

he binned XLF data in the 2–8 keV energy range for 0 < z < 3. This
as done for the fixed rest-frame 2–8 keV band, as well as the fixed
bserved 2–8 keV band for comparison with the new method. 
To be able to compare our results with that of the AXIS surv e y,

e first constructed the PLE model curves using parameters taken
rom the PLE fit in the 2–10 keV band in Ebrero et al. ( 2009 ). Given
he slight difference in the 2–8 keV and 2–10 keV energy bands, the
og 10 L 0 parameter (43.60 ± 0.13 h 

−2 
70 erg s −1 ) had to be corrected,

s was done for the HEAO 1 X-ray fluxes in Section 3.5 . As before,
e assume a photon index of � = 1.9. We use R F in log space to

on vert the log 10 L 0 parameter , giving us a final corrected parameter
f log 10 L 0 = 43.53 to be used in the binned XLF. 
The rest of the parameters adopted from Ebrero et al. ( 2009 ) were

1 = 0.81 ± 0.06, γ2 = 2 . 37 + 0 . 19 
−0 . 18 , A = 17 . 96 + 9 . 97 

−6 . 09 in units of 10 −6 

 

3 
70 Mpc −3 , z c = 1.9 (fixed), and p 1 = 2.04. The parameter p 2 was
xed to 0, as done in Ebrero et al. ( 2009 ) for the 2–10 keV XLF, with

he evolution stopping after the cut-off redshift. It is important to
ote that their fitting also took into account the amount of absorption
n the modeling, which is not done when using the new method
ntroduced in this paper. We thus regenerate the PLE models for the
inned XLFs after performing our own model fitting and using our
erived best-fitting parameters (see Section 5.3 for more details). 
NRAS 520, 3827–3846 (2023) 
.3 ML fit 

e use the ML method (Cra wford, Jaunce y & Murdoch 1970 ) to
t the PLE model directly to the sources and obtain the best-fitting
volution parameters. We perform this technique for XLFs in the
xed rest-frame 2–8 keV band using the new method, as well as the
x ed observ er-frame 2–8 keV band for comparison. The ML method

akes into account properties from each individual source, and no
nformation is lost as a result of binning the XLF. 

The likelihood function is defined as the product of the probabili-
ies of the the X-ray sources used in the XLF. This gives us the overall
robability density for the observed distribution of objects. This is
ormally easier to compute o v er a logarithmic scale, as it allows us to
um o v er the logarithms of the probabilities. We follow the method
rom Page et al. ( 2021 ) to maximize the likelihood by minimizing
he expression C , when in logarithmic scale, as described by 

 = 2 N ln 

(∫ log L max 

log L min 

∫ z max ( log L ) 

z min 

φ( log L, z) 
d V 

d z 
d z d log L 

)

− 2 
N ∑ 

i= 1 

ln φ( log L i , z i ) . (10) 

We solve this using using the amoeba routine described in Press
 1997 ). When applying this method to fitting an XLF, we are not
ust maximizing the values of the luminosity function, but we are
lso turning it into the probability of having observed each source.
his requires taking into account flux limits when generating the
robabilities. In the new fixed rest-frame method, the flux limit is a
unction of redshift F lim 

( z). This is incorporated into the ML-fitting
outine through z max (log L ) (see equation 10 ), because the maximum
edshift that you can see an object of given luminosity depends on
he flux limit. z max (log L ) is thus the redshift at which the flux limit
s equal to the flux, which is the maximum redshift to which a source
ould be detected. In previous works which used the ML method to
odel the XLF (e.g. Ebrero et al. 2009 ; Ueda et al. 2014 ), the flux

imit used to determine z max (log L ) was not dependent on redshift,
hereas in our method the flux limit does depend on redshift. 
The ML method changes the shape of the model distribution

unction to match as best as possible the distribution of the observed
ources in the sample. The model parameters we fit for are the
uminosity break log 10 ( L 0 ), the slope before the break γ 1 , slope after
he break γ 2 , and the evolution parameter p 1 . To be consistent with
brero et al. ( 2009 ), we fix p 2 to 0, and we also fix the cut-off redshift
 c to 1.9. This means that the evolution law we are fitting stops at
 = z c , so that equation ( 8 ) becomes e ( z) = e ( z c ) for z ≥ z c . We
se these best-fitting parameters to generate the PLE curves in our
inned XLFs for both the fixed rest-frame and fixed observer-frame
ands. 

 RESULTS  

he results of the binned XLFs can be seen in Fig. 9 , constructed as
escribed in Section 5.1 . In the same figure, we display the XLFs
n both the fixed rest-frame (produced using the combined E obs ( z)
and data) and the fixed observer-frame (produced using the E rf band
ata). The PLE model curves were also plotted on the binned XLFs
sing our ML best-fitting parameters. 
Fig. 10 displays the fixed observer-frame XLFs for each z bin

n a separate plot for clarity, and we additionally plot the model
urves from the Ebrero et al. ( 2009 ) PLE best-fitting parameters
or comparison (marked as magenta dashed lines), as described in
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Figure 9. X-ray luminosity functions in the 2–8 keV band for 0 < z < 3. The data points represent the results from the binned XLF and the dashed lines are 
the curves of the analytical PLE model (equation 9 ), produced using our own ML best-fitting parameters. The orange dashed lines correspond to the PLE model 
e v aluated at z = 0. Left: Standard XLF in the fixed observed band. Right: New XLF in the fixed rest-frame band. 
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ection 5.2 . We display the same plots for clarity for the fixed rest-
rame XLFs in Fig. 11 . 

Our ML model fitting results are obtained using the methods 
escribed in Section 5.3 . The results of the ML best-fitting param-
ters for the fixed rest-frame and fixed observer-frame XLFs are 
ummarized in Table 6 . 

 DISCUSSION  

n this section, we compare the performance of our fixed rest-frame
ethod with the standard method. We then compare our results with 

he ones obtained by the AXIS surv e y and some other works. We
nally describe the future prospects for the fixed rest-frame method. 

.1 Comparison between the fixed rest-frame and the fixed 

bser v er-frame XLFs 

n both the fixed observer-frame and fixed rest-frame XLFs, adding 
he HEAO 1 data allowed us to impro v e the co v erage of the higher
uminosity sources at low redshifts. This significantly impro v ed the 
onstraints on our best-fitting parameters. Fig. 9 shows that for both 
ethods, the binned data points are reasonably consistent with the 
LE model curves. 
Our ML best-fitting results find that the parameters that define 

he evolution of the XLF ( p 1 ), and the parameters that describe the
hape of the XLF ( γ 1 and γ 2 , log 10 ( L 0 )), are in agreement within the
 σ confidence intervals for both methods. This means that using the 
ew method with a fixed rest-frame band does not appear to have
 significant effect on the results compared with the standard fixed 
bserver-frame method. It is important to note that at high redshifts,
ur data set only spans high-luminosity sources. In comparing the 
wo methods to each other in this work, the results suggest that the
resence of absorbed AGN within the population does not have a 
ery significant effect on the observed evolution of the XLF for the
ituation in which at high redshift, only high-luminosity sources are 
ampled. 
We have shown that it is practical to produce luminosity functions
sing the new method, and that it has produced results that are
onsistent with expectations in the luminosity–redshift regime in 
hich we have tested it. Our finding that both methods are consistent
ith each other, and that there appears to be no significant difference

n using the new and standard methods, is consistent with the
xpected outcome from our data used in this paper. Fig. 11 shows
hat our data are limited to bright AGN at higher redshifts. The
LE model assumes that the XLF evolves only with the log 10 ( L 0 )

uminosity break shifting with redshift. Hence, the fitting of the XLF
volution is mainly constrained by the bright end of the XLF, while
eeping the shape of the XLF fix ed. Ev en at high redshifts, the bright
-ray sources are not heavily absorbed (e.g. Ebrero et al. 2009 ).
s a consequence, performing XLF evolution studies for only high- 

uminosity AGN sources is less sensitive to the choice of the fixed
bserver-frame or rest-frame luminosity. If our data went to fainter 
uxes at high redshift, we would be observing sources at or below

he break in the luminosity function at high redshift. Many of those
ources are expected to be absorbed (e.g. see fig. 5 in Ebrero et al.
009 ). Then, the fixed rest-frame and fixed observer-frame methods 
re not expected to give the same results. We expect to see the benefits
f the new method when lower luminosity AGN are included at high
edshift, and the absorption distribution becomes a key factor in 
odelling the luminosity function. 
Comparing the fixed rest-frame XLF with the fixed observer-frame 

LF from Fig. 9 , we also found that the error bars on the binned XLF
ata points are smaller in the fixed rest-frame, especially in the high-
edshift bins. This effect is due to increased number of sources in the
ample. At higher redshifts in the fixed rest-frame, we are sampling
he softer E obs ( z) energy bands. The softer X-ray sources are easier
o identify in the optical, and therefore a larger sample of them are
ncluded at higher redshifts in this study. 

.2 Comparison with other XLF studies 

e checked to make sure our fixed observer-frame XLF yields results 
hat are in agreement with Ebrero et al. ( 2009 ), given that we are
MNRAS 520, 3827–3846 (2023) 
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Figure 10. XLF in the fixed 2–8 keV observer-frame band for 0 < z < 3. The data points represent the results from the binned XLF and the dashed lines are 
the curves of the analytical PLE model (equation 9 ). The red dashed lines are the model curves produced using our own ML best-fitting parameters. The blue 
dotted lines are the model curves produced using the Ebrero et al. ( 2009 ) PLE best-fitting parameters, corrected from 2–10 to 2–8 keV. 
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Figure 11. XLF in the fixed 2–8 keV rest-frame band for 0 < z < 3. The data points represent the results from the binned XLF and the dashed lines are the 
curves of the analytical PLE model (equation 9 ). The blue dotted lines are the model curves produced using the Ebrero et al. ( 2009 ) PLE best-fitting parameters, 
corrected from 2–10 to 2–8 keV. The red dashed lines are the model curves produced using our own ML best-fitting parameters. 
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Table 6. PLE best-fitting parameters for the X-ray luminosity functions in the fixed observer-frame and fixed 
rest-frame 2–8 keV bands. 

A γ 1 γ 2 log 10 ( L 0 ) p 1 
[10 −6 h 3 70 Mpc −3 ] [ h −2 

70 erg s −1 ] 
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−0 . 11 2 . 42 + 0 . 26 
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−0 . 29 2 . 4 + 0 . 21 

−0 . 21 

Rest-frame 7 . 06 + 0 . 46 
−0 . 46 0 . 77 + 0 . 12 

−0 . 1 2 . 45 + 0 . 23 
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sing a subset of their data sample. We find that our fixed observer-
rame best-fitting results (see Table 6 ) are consistent with the values
eported in table 2 of Ebrero et al. ( 2009 ) for the PLE fit in the hard
and. We also plot in Fig. 12 the binned hard XLF data points from
XIS in the 0 < z < 0.5 and 0.5 < z < 1 bins in comparison with our
wn in the fixed observer-frame band for reference. As done before
hen reproducing their PLE curv es, we conv erted the data points

rom 2–10 to 2–8 keV. We did not plot the binned XLF data points
n the other redshift bins as the AXIS XLFs bin their data differently
ast z = 1. This plot, along with the plots in Fig. 10 , also show that
ur fix ed observ er-frame PLE model results (which are in agreement
ith the fixed rest-frame results) are consistent with the Ebrero et al.

 2009 ) curves. 
It is difficult to compare our results to more recent rele v ant works

n XLF studies as many of them only report best-fitting results for
ADE or LDDE model fits. Ho we ver, Ueda et al. ( 2003 ) construct a
ard band (2–10 keV) AGN XLF and perform PLE fits, which we can
ompare with. We find that our PLE results are consistent with the
alues reported in their table 3 for the best-fitting PLE parameters. 

Another interesting avenue we looked into was the comparison
etween our results and optical QSO surv e ys. Man y of these surv e ys,
ven to recent times, have used the PLE model to describe the LF
volution between 0 < z < 3, which aligns well with the work done in
his paper. Optical QSO surv e ys rely on the detection of UV radiation
rom the QSOs, and so they are very sensitive to dust extinction:
usty QSOs will disappear from their samples, just as absorbed AGN
ill disappear from soft X-ray samples. It is reasonable to question
hether the evolution measured in optical surv e ys is affected by
ust extinction, and just like in X-ray surv e ys, the rest-frame band
s shifting with redshift (and so the effects of dust extinction affect
SOs at different redshifts differently). We have introduced a new
ethod in this paper that disentangles the effects of absorption from

he measurement of evolution in the XLF. Hence, we explore how
he evolution we measure with our fixed rest-frame method compares
o the evolution measured in optical surv e ys, and we do this using
he quasar LF studies in Ross et al. ( 2013 ) and Croom et al. ( 2004 ,
009 ). 
The Ross et al. ( 2013 ) study uses the SDSS/BOSS DR9 data in

heir work, and they describe that their quasar LF is similar to the
LF . T o compare with our results, we use the PLE best-fitting values

eported in table 8 in their paper in the 0.3 < z < 2.2 range. From
hese best-fitting results, they found a decrease in magnitude of 3.715
hen looking at the evolution of the break magnitude in the LF for 0
 z < 2. Converting our luminosity increase of L 0 to the decrease in
agnitude between 0 < z < 2, we find a decrease in magnitude by

.67. This indicates that the redshift evolution of the break luminosity
or optical QSO LFs is stronger than in X-ray selected AGN LFs. 

The other studies of optical QSO LF also present evidence of
trong evolution in the break luminosity. The PLE model fitting
esults of the 2dF QSO redshift (2QZ) surv e y data in Croom et al.
 2004 ) show a change in magnitude of 4.35 when looking at the
volution of the peak luminosity in the LF for 0 < z < 2. Similarly,
NRAS 520, 3827–3846 (2023) 

A  
he PLE results of the 2dF-SDSS LRG and QSO (2SLAQ) in Croom
t al. ( 2009 ) indicate a 3.95 mag evolution of the peak luminosity for
 < z < 2 (when the sample is limited to brighter QSOs with a cut
ff at −23 mag rather than −21.5 mag). 
For the optical studies, extinction should in principle make the
easured evolution smaller than the real evolution, because dust

xtinction gets worse further into the UV range, and so becomes
orse at higher redshift. Hence, the optical QSO LF in these

tudies should suffer from the stronger absorption due to the shorter
avelength used for higher redshift samples, which would lead to a
eaker evolution of the LF. However, we find a stronger evolution in

he optical QSO LF compared to our results. Since our measurement
s robust to the effects of absorption in the fixed rest-frame method,
his indicates that the optical QSO LF has an intrinsically stronger
volution than the X-ray selected AGN LF in our work. 

.3 Futur e pr ospects for the fixed r est-frame method 

ith the current data used in this work, we are limited in our
apability of solving the discrepancy on what the best model is to
escribe the XLF evolution. In that regard, this method pro v es to be
 useful tool in checking whether this holds true when dealing with
arger data sets (e.g. Aird et al. 2015a , who include almost 3000 AGN
ources in the hard band). Presently, we have not yet analyzed deep
-ray data at the faintest fluxes (e.g. from Chandra surveys), which
ight be useful to fully leverage the capabilities of this method at

resent. For this to work for our new method, the X-ray data will
eed to be treated in an analogous fashion to the AXIS data used in
ur paper. We would need to reduce the data from scratch since we
re sampling o v er man y energy bands, and published studies do not
rovide X-ray fluxes for the required energy bands for each redshift
in, which would be needed to easily incorporate more surv e ys into
his work. 

Within the next few years, we expect that eRosita will have done
he full surv e y of the X-ray sky . Currently , the largest scale of
bservations of the whole X-ray sky comes from ROSAT , which
annot be used for a 2–8 keV band XLF since it only co v ers the
.1–2.0 keV band (hence, only co v ering the rest-frame 2–8 keV
and at z ≥ 3). Previous XLF studies have made use of wide-area
handr a surv e ys, but these studies use low detection limits that carry
nly a couple of counts, which make observations in the 2–8 keV
and difficult. On the other hand, the eRosita mission will be able to
rovide the resolution equi v alent to XMM-Newton data, covering the
ull energy range from 0.5–8 keV o v er the entire sky. This is very
romising in improving our detections of AGN and understanding
heir behavior o v er a large scale (Kolodzig et al. 2013 ). ATHENA will
lso be able to exceed the capabilities of current X-ray observatories
ith its enhanced performance in X-ray spectroscopy and deep wide-
eld X-ray imaging. For this upcoming era of X-ray observatories,
ur new method could be applied on a huge scale. The potential
alue of our new fixed rest-frame method is greater for eRosita and
THENA , than Chandra and XMM-Newton , because it can harness
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Figure 12. XLF in the fixed 2–8 keV observer-frame band in the 0 < z < 0.5 and 0.5 < z < 1 bins. The red data points represent our results from the binned 
XLF and the dashed lines are the curves of the analytical PLE model (equation 9 ). The red dashed lines are the model curves produced using our own ML 

best-fitting parameters. The blue dotted lines are the model curves produced using the Ebrero et al. ( 2009 ) PLE best-fitting parameters, converted from 2–10 to 
2–8 keV. We also include the data points from their hard XLF in the 0 < z < 0.5 and 0.5 < z < 1 bins, converted to the 2–8 keV band. 
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ata from all-sky-shallow to very deep (and still quite wide, by 
oday’s deep surv e y scales). 

 SUMMARY  A N D  C O N C L U S I O N S  

n this paper, we have introduced a new fixed rest-frame method 
or constructing X-ray luminosity functions of AGN, which aims to 
ive a clearer description of how they evolve over cosmic time. Our
ethod fixes the X-ray energy band in the rest-frame by varying the

bserved energy band with redshift. We tested our method against 
wo X-ray samples in the hard band: 29 XMM-Newton observations 
ollowing the targets from the XMS surv e y (Barcons et al. 2007 ), and
he first scan X-ray sources from the HEAO 1 experiment A2 survey
Piccinotti et al. 1982 ). The XMM-Newton data were used to produce
mages and sourcelists in six X-ray energy bands, corresponding to 
ix redshift ranges, to account for a target rest-frame band of 2–
 keV. We used the spectroscopic optical identifications from the 
XIS scheme for the redshift measurements of the XMM-Newton 
ata, as well as four extra published optical IDs of bright sources that
ere not included in the AXIS optical identifications. We also used 

he optical identifications and redshift measurements from Piccinotti 
t al. ( 1982 ) for the HEAO 1 X-ray data. 

We constructed XLFs of AGN using two techniques; one using 
he method of Page & Carrera ( 2000 ) to make a binned XLF, and one
sing an ML fit, which makes use of the full unbinned source sample
Page et al. 2021 ). Both techniques were computed for the standard
ethod (fix ed observ er-frame band) and our new method (fixed rest-

rame band). We then used an analytical model described by a PLE to
t the XLF data points. The model consists of a smoothly connected
ouble power-law with a factor accounting for how it evolves with 
edshift. 

The new method presented here eliminates the need to model 
he effects of intrinsic AGN absorption on the observed XLF 

ehavior. We were able to demonstrate the viability of this method 
n constructing XLFs. We found that for both the fixed rest-frame
nd observer-frame methods, the binned data points are reasonably 
onsistent with the PLE model curves. We also find that our PLE
est-fitting results were consistent with Ebrero et al. ( 2009 ) and
eda et al. ( 2003 ). Furthermore, we found an intrinsically stronger
volution in optical QSO LF studies ( \ Croom et al. 2004 , 2009 ; Ross
t al. 2013 ) compared to our results of the X-ray selected AGN LF
n our work. 

As was shown by our comparison of the fix ed observ er-frame and
xed rest-frame XLFs in Section 7.1 , the ML-fit results for both
ethods were consistent with each other (in the case where only

igh-luminosity sources are sampled at high redshift). Even though 
he two methods produce similar results for the data that we have
ested them on in our paper, we do not expect that to remain true if we
ere able to reach better co v erage of the luminosity–redshift plane
y going fainter in X-ray flux. The power of the new method will
e important if we include the fainter sources at high redshift, as the
volution of the shape of the XLF at the fainter sources is indicated
n Ebrero et al. ( 2009 ) and Aird et al. ( 2015a ). Hence, we expect to
ee the benefits of the new method when lower luminosity AGN are
ncluded at high redshift, and the absorption distribution becomes a 
 ey f actor in modelling the XLF. Encouraged by the success of the
ilot study of this paper, this is an obvious direction of our future
ork, which could be applied on a huge scale with the upcoming era
f X-ray observatories. 
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Table A1. List of the XMM-Newton fields used in this work, with their general properties. 

Observation Target name RA Dec R RA Dec OOT OOT OOT 

Target Target Target OOT OOT angle width height 

[deg] [deg] [arcsec] [deg] [deg] [ ◦] [arcsec] [arcsec] 

0012440301 PB5062 331 .292917 − 1 .922328 140 331 .2614 − 1 .8289096 161 .2 40 765 .0 
0081340901 IRAS22491-18 342 .955833 − 17 .873617 32 – – – – –
0092850201 a PKS 2135-147 324 .437917 − 14 .548672 120 324 .40925 − 14 .459297 163 .7 44 765 .0 
0100240801 UZ LIB 233 .0975 − 8 .534811 140 233 .12562 − 8 .4441865 17 .7 40 765 .0 
0100440101 PHL 5200 337 .126667 − 5 .314756 16 – – – – –
0102040201 B2 1128 + 31 172 .79 31 .235006 140 172 .84967 31 .315799 32 .7 44 765 .0 
0102040301 B2 1028 + 31 157 .747083 31 .048911 140 157 .78327 31 .139418 19 .0 72 765 .0 
0103060101 PKS 2126-158 322 .300417 − 15 .644567 120 322 .2726 − 15 .554186 163 .5 40 765 .0 
0106460101 Cl0939 + 472 145 .7575 46 .995658 160 – – – – –
0109910101 A 1837 210 .402083 − 11 .12865 440 – – – – –
0111000101 CL 0016 + 16 4 .638333 16 .435547 148 – – – – –
0111220201 Markarian 3 93 .9025 71 .037764 76 93 .816661 71 .125597 162 .6 32 765 .0 
0112260201 A 399 44 .472831 13 .110249 307 – – – – –

A 401 44 .704176 13 .489401 405 
0112370301 SDS-2 – – – – – – – –
0112371001 SDS-1 – – – – – – – –
0112620101 S5 0836 + 716 130 .35125 70 .894739 160 130 .23089 70 .805634 24 .0 52 765 .0 
0112650401 G133-69 Pos 1 – – – – – – – –
0112650501 G133-69 Pos 2 – – – – – – – –
0112880301 EQ Peg 352 .969583 19 .938461 160 352 .91519 20 .028585 151 .5 48 765 .0 
0124110101 b Mkn205 185 .4325 75 .310856 140 185 .11684 75 .258375 56 .8 36 765 .0 
0124900101 MS1229.2 + 6430 187 .88 64 .23835 140 187 .71887 64 .174053 47 .0 40 765 .0 
0112370401 + 

c SDS-3 – – – – – – – –
0112371501 
0123100101 + 

c MS0737.9 + 7441 116 .017917 74 .565156 120 115 .96813 74 .469032 188 .0 40 765 .0 
0123100201 
0100240101 + 

c HD 117555 202 .699167 24 .230853 160 202 .72695 24 .322476 18 .0 40 765 .0 
0100240201 
0106660101 + 

c LBQS 2212-1759 – – – – – – – –
0106660601 

This includes the XMM-Newton observation number, the target name, the centre (RA Target , Dec Target ) and radius (R Target ) used to exclude the area around the 
target source with a circular region in ds9 , 3 and the centre (RA OOT ,Dec OOT ), angle (OOT angle ), width (OOT width ), and height (OOT height ) used to exclude the 
area around the OOT streaks with a rectangular region in ds9 . a Different exposures were merged within the same XMM-Newton observation (see Table A2 ). 
b Different exposures (with different frame modes) within the same XMM-Newton observation were reduced separately and the final images were summed (see 
Table A3 ). 
c Different XMM-Newton observations were merged for the same target (see Table A4 ) . 
3 Smithsonian Astrophysical Observatory 2000 . See https:// ds9.si.edu/ for more information. 

Table A2. Pairs of EPIC exposures (marked as Exposure A and Exposure B per instrument) used when merging extra eventlists within the same 
XMM-Newton observation. 

Observation M1 Exposure A M1 Exposure B M2 Exposure A M2 Exposure B PN Exposure A PN Exposure B 

0092850201 S001 U003 S002 U003 S003 –
0112370401 a S002 U002 S003 U003 U002 –
0123100101 a S002 – S003 – S001 U014 

Instruments that only had one exposure were left blank for Exposure B . a Merged with another XMM-Newton observation (see Table A4 ). 
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Table A3. Two sets of properties (Set A and Set B) corresponding to different 
M1, M2, and PN science exposures within the same the XMM-Newton 
observation (0124110101). 

Set A Set B 

Set A Set B 

M1 Threshold a 1.2 3.7 
M2 Threshold a 1.2 3.7 
PN Threshold a 29.0 5.7 
M1 Exposure S004 S008 
M2 Exposure S005 S009 
PN Exposure S003 S001 
M1 Frame Mode Full frame Large window 

M2 Frame Mode Full frame Large window 

PN Frame Mode Extended full frame Full frame 

These sets were reduced separately due to having different frame modes, 
which prevented us from directly merging the event lists. The final images, 
exposure maps, and background maps from Set A and Set B were summed 
together before making the final sourcelist in the reduction process. The 
properties listed in this table include the M1, M2, and PN rate thresholds 
used to filter out intervals of flaring particle background rate lightcurves 
(produced at E > 5 keV using a time bin size of 20 s). The science exposures 
used for each set are also listed, along with the frame mode for each EPIC 

instrument. a In units of count s −1 . 

Table A4. Details regarding the four sets of observations that were merged 
together in this work. 

Merge set Target name Observation 

SET 1 SDS-3 0112370401 a 

0112371501 b 

SET 2 MS0737.9 + 7441 0123100101 a 

0123100201 b 

SET 3 HD 117555 0100240101 
0100240201 b 

SET 4 LBQS 2212-1759 0106660101 b 

0106660601 

The table lists the target name of the XMM-Newton field and the two XMM- 
Newton observations that were merged together for each given target field. 
a Different exposures were merged within the same XMM-Newton observation 
(see Table A2 ). 
b Observation chosen by AXIS for the specified target. 
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