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Abstract: Automation technologies have altered media localisation workflows as much as practitioners' workstations and habits. Subtitling systems and streaming services now often integrate built-in automatic speech recognition (ASR) engines, sometimes even combined with machine translation engines, to produce subtitles from audio tracks. The rise of post-editors in the audiovisual translation (AVT) sector, specifically subtitling, has been a reality for some time, thus triggering the need for up-to-date training methods and academic curricula. This article examines the uses and applications of editing practices for machine-generated timed transcriptions in subtitler training environments. A situated learning experience was designed for an international team of eight AVT trainees and three educators to edit raw machine-generated subtitles (both inter- and intra-lingually) for educational videos. The publication of an accessible video book by a publishing house was the ultimate objective of this project, undertaken by an international team of English- and Spanish-speaking postgraduate students and graduates. The feedback collated after this experience through an online questionnaire proved paramount to understanding the use of subtitle post-editing for ASR-produced templates in AVT education. Interestingly, most respondents believed that subtitle post-editing training, be it intralingual or interlingual, should be further embedded in translation curricula while also identifying bottlenecks that AVT educators may find useful when developing activities of this nature.
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1. Introduction

Our society experiences an ever-growing daily consumption of audiovisual content (Nikolić & Bywood, 2021), especially thanks to the democratisation of streaming platforms and the internetisation of information (Lobato, 2018). New technologies, especially those that can generate content with little human support, such as automatic speech recognition (ASR) and machine translation (MT), are gaining momentum in the media localisation industries (Burchardt et al., 2016; Díaz-Cintas & Massidda, 2019). Professional systems can now produce machine-generated, auto-timed subtitle templates from audio input employing ASR to further automate the subtitling process, in which dedicated automation technologies are becoming a staple tool (Mehta et al., 2020).

In the age of artificial intelligence and the fourth industrial revolution (Schwab, 2017), the rise of professionals who can edit texts before and after the use of automation tools in media localisation, specifically in subtitling, is a reality (Georgakopoulou & Bywood, 2014; Bywood, Georgakopoulou & Etchegoyhen, 2017). Subtitlers face increasing volumes of editing work, but scholarly attention has been scarce on this front (Athanasiaidi, 2017; Koponen et al., 2020). Following the Machine Translation Manifesto produced by Audiovisual Translators Europe (2021), training would-be subtitlers in pre- and post-editing is necessary to meet industry demand, which calls for up-to-date training methods that expose students to those technologies and professional editing (Bolaños-García-Escribano & Declercq, 2023).

This article examines a didactic experience in which ASR-generated content was used in a subtitler training setting to localise educational videos for publication. Despite the growing body of literature on translation automation and the teaching of post-editing, most research efforts have been devoted to MT engines (Torrejón & Rico, 2012; Bowker, 2015; Rico, 2017). ASR technologies have featured prominently in fields such as respeaking and live subtitling (Romero-Fresco, 2011) and interpreting (Defrancq & Fantinuoli,
2021). Yet, little research has been carried out on the inclusion of ASR – combined with editing – in the subtitling classroom. Most audiovisual translation (AVT) scholars merely mention the existence of ASR technologies in the industry (Bolaños-García-Escribano, Díaz-Cintas & Massidda, 2021) or its benefits for professional dubbing (Mejías Climent & Lozano, 2021). Their growing importance makes their examination increasingly relevant for subtitler training purposes. This article discusses the results of a pedagogical project in which an international team of eight translation trainees edited raw automatically generated captions and subtitles for an accessible video book entailing nine video presentations (240 minutes). The experience took the form of a situated translation project in which participants worked on subtitle templates for educational videos with the help of experienced translator trainers and staff from an international publishing house.

**Machine-generated subtitle templates and editing**

Audiovisual texts, made of sounds and images, encompass four different types of signs to produce meaning, i.e., audio-verbal, audio-nonverbal, visual-verbal and visual-nonverbal (Delabastita, 1989), thereby building complex semantic composites (Sokoli, 2005; Zabalbeascoa, 2001). AVT practices constitute different language transfer modes whose linguistic output can be written for subtitling (e.g., interlingual subtitling, captioning) or spoken again for revoicing (e.g., voiceover, dubbing). There has been increasing academic interest in the complex semiotic texture of audiovisual texts (Gambier & Gottlieb, 2001; Pérez-González, 2014, 2018; Bogucki & Deckert, 2020), with many studies discussing translational techniques and reception.

In this article, an emphasis will be put on subtitling, which has many sub-types, depending on whether they are either interlingual or intralingual, open or closed, among other characteristics. Following the development of digital formats, subtitling has been an ally of
globalisation and the preferred mode of AVT on the internet (Díaz-Cintas, 2012, 2023). Automation tools have been progressively integrated into subtitling workflows in the past few years (Burchardt et al., 2016) alongside the use of pre-timed templates, which prompt subtitlers to focus on the translation rather than the spotting of clips (Nikolić, 2015; Georgakopoulou, 2019). Such developments have arguably been particularly useful in turning subtitling into an inexpensive AVT practice for interlingual translation, which is increasingly being used on social media, video games and streaming platforms, as well as in corporate communication and tutorials. According to the latest market surveys (Valuates Reports, 2022), the volume of interlingual subtitles needed for international dissemination should continue increasing; moreover, subtitling comes third among the services most commonly offered by top translation service providers (Hickey, 2023).

Technology has been a prominent ally of all types of translation activity, facilitating the transfer of source-language text into the target version while enhancing productivity and cost-efficiency with the help of computer-aided translation tools (Bowker, 2002; Quah, 2006). In the AVT industry, however, the use of automation tools has been considerably timider, with only a few tools starting to offer MT or ASR tools a couple of decades ago (Georgakopoulou, 2018). AVT-specific systems are used to tackle the technical challenges of revoicing and subtitling practices, namely spotting, visualisation of the sound waveform, shot changes, characters per line and display rates, among others in the case of subtitling, and notations, pauses and character tags in the case of revoicing. However, other than spell checkers, few automation tools have been integrated into mainstream subtitling software (Athanasiadi, 2015, 2017), with most advancements being developed for more agile cloud-based platforms (Bolaños-García-Escribano & Díaz-Cintas, 2020).

Subtitlers’ productivity is determined by the efficiency of the technologies used and the time required for the target files to be deemed fit for purpose. In this sense, using automation tools followed by post-editing (and sometimes preceded by pre-editing)
only makes sense if the degree of editing is low and translators can escalate their output. Much research has been devoted to understanding how machine-generated translation output, generally of a lesser quality than human translations (Läubli & Orrego-Carmona, 2017), can be improved and how it affects translators’ work in terms of cognition-related aspects such as effort (Moorkens et al. 2015). To reach acceptable quality standards, machine-translated raw output has to undergo a human revision of the output, aka post-editing (BSI, 2015). Post-editing differs from revision in many aspects, such as the nature of the errors encountered in the translated text and the expected quality level (Mossop, 2020). Often individually elaborated for each institution (Allen, 2003), post-editing guidelines lack homogeneity in the industry, but there seems to be consensus, as explained by Hu & Cadwell (2016), that there are two main types of post-editing depending on how much the output ought to resemble human-generated content; the terms full (aka “publishable quality”) and light (aka “good enough” or “fit for purpose”) can be found in commonly used post-editing guidelines such as the one published by TAUS (2016).

In AVT scholarship, and as maintained by Matamala (2017), MT and post-editing have received substantial attention, with a number of EU-funded projects yielding a sizable amount of research outputs. The latter include the likes of MUSA (Multilingual Subtitling of Multimedia Content, 2002–2004), eTITLE (European multilingual transcription and subtitling services for digital media content, 2004–2005), SUMAT (Subtitling by Machine Translation, 2011–2014), EU-BRIDGE (2012–2015), CompAsS (Computer-Assisted Subtitling, 2018–2019), MuST-Cinema (Multilingual Speech-to-Subtitles, 2020–), and MediaVerse (A Universe of Media Assets and Co-creation Opportunities at Your Fingertips, 2020–2023), among others. Of particular interest were EMMA (European Multiple MOOC Aggregator, 2014–2016) and TraMOOC (Translation for Massive Open Online Courses, 2015–2018), which focused on the application of MT technologies to localise educational videos from English into eleven languages (Kordoni et al., 2016).
There seem to have been fewer efforts devoted to ASR in interlingual (media) translation, with only a few studies on the post-editing of ASR-generated content, such as Matamala et al. (2015), Tardel (2020), and Vitikainen & Koponen (2021). Large-scale projects on the use of ASR technologies in AVT include TransLectures (Transcription and Translation of Video Lectures, 2011–2014), EU-BRIDGE (Bridges Across the Language Divide, 2012–2015), HBB4All (Hybrid Broadcast Broadband for All, 2013–2016), and MeMAD (Methods for Managing Audiovisual Data: Combining Automatic Efficiency with Human Accuracy, 2018–2021). Another scholarly attempt at integrating ASR into AVT was a small-scale project entitled ALST (Accessibilidad Lingüística y Sensorial: Tecnologías para la audiodescripción y las voces superpuestas, 2013–2015), which focused on audio description and voiceover and did not show promising results for ASR output “[...] probably due to the testing conditions” (Matamala, 2015, p. 81). Yet, I very much agree with Georgakopoulou (2019, p. 526), who claimed that “[...] ASR certainly has the potential to revolutionize the AVT industry further through improvements and innovations in its use.”

Today, ASR and MT engines seem to be making far-reaching inroads into subtitling, with advanced speech-to-text and transcription tools that offer high accuracy rates, such as AWS (https://aws.amazon.com/transcribe), HappyScribe (https://www.happyscribe.com), Omniscien (https://omniscien.com), Rev (https://www.rev.com), and Speechmatics (https://www.speechmatics.com). Some companies are developing their own systems – or finetuning their proprietary tools – to further automatise in-house translation labour using ASR combined with MT systems (Mehta et al. 2020). In contrast, professional subtitling systems are starting to offer ASR and MT functionalities thanks to API integrations; for instance, MateSub (https://matesub.com) and SyncWords (https://www.syncwords.com) can generate auto-timed templates in various languages employing ASR and MT, whereas commercial cloud subtitling software programs such as OOONA Tools (https://ooona.
oonatools.tv) now integrate ASR for automatic template creation as well as MT engines – such as AppTek (https://www.apptek.com), XL8 (https://www.xl8.ai), and Amazon Translate (https://aws.amazon.com/translate) – for automatic template translation followed by post-editing.

This article focuses on ASR as a means to produce machine-generated, auto-timed intralingual transcriptions in the form of editable subtitle templates. In this article, the terms editing and post-editing are indistinctly used to refer to the revision of ASR-generated transcriptions, whereas pre-editing was not considered because the ASR technologies used in this study can produce timed transcriptions without any human input. To assess the potential usability of ASR-generated subtitles, however, one has to determine how they meet their purpose, that is, whether the target-language templates can attain good-quality standards both technically (i.e., spotting) and linguistically (i.e., transcription). Despite high accuracy rates reported by many ASR developers, light and full editing will almost always be required for ASR-generated content to be deemed fully acceptable and of professional standard. According to Bolaños-García-Escribano & Declercq (2023, p. 576), there are “[...] six different types of editing that traditionally take place in the AVT industry – i.e., pre-editing, post-editing, revision, proofreading, reviewing QC [quality control] and post-QC viewing.” They also report on the additional editing-related complexity posed by the subtitling of media programmes, and that truncation (i.e., reduction of information) can occur at any point when producing subtitles. This type of editing regards the partial or total condensation of information to override spatio-temporal restrictions that are inner to subtitling. Indeed, subtitle post-editors necessarily truncate subtitles when post-editing auto-timed templates to abide by character-per-line and display-rate limitations, among other factors.
Research methodology and materials

To better understand the potential of using ASR-generated subtitle templates alongside post-editing in the classroom, a situated learning experience was designed. In situated learning, pedagogical practices take place in “[...] authentic, real-world professional settings” (González-Davies & Enríquez-Raído, 2016, p. 1), which can vary depending on each community of practice. This study involved a team of would-be subtitling professionals who had previously received subtitling-specific training during their undergraduate and postgraduate studies. It followed an international e-conference on the role played by media accessibility in translation education and language-learning environments, which took place in 2020. Professional respeakers provided live captions for accessibility purposes, but these could not be exported in subtitle format. To overcome this hurdle, a project was developed between the host institution of the e-conference and the publishing house to undertake the localisation of the video chapters and make them fully accessible to the target readers. The video chapters, preceded by an introductory lecture, were finally published in 2021 by UCOPress in an ISBN-borne video book edited by Bolaños-García-Escribano, Veroz-González & Ogea-Pozo (2021). It was offered in an accessible interactive format (FlipHTML5) and included timed intralingual captions and interlingual subtitles.

Designed to be a collaborative project between UCL’s Centre for Translation Studies and the University of Córdoba, Spain, postgraduate students and recent graduates were allowed to apply for a place in a funded project whose main aim was the localisation of a video book employing intralingual captioning (English) and interlingual subtitling (Spanish to English). The situated nature of this learning experience lies in the fact that the work was carried out following a professional commission (i.e., the intended publication of an accessible video book) of authentic materials (i.e., educational videos) from a real-world client (i.e., the publisher). Those postgraduate translation students who applied
for a position were interviewed and selected based on merit and availability throughout the project (May to September 2020), which was partially funded by UCL with a ChangeMakers grant (https://www.ucl.ac.uk/changemakers/ucl-changemakers). The Spanish university’s publishing house was ultimately responsible for processing and publicising the project’s outcome (i.e., the video book). Those selected to participate were offered monetary retributions for their work. A written agreement outlining the participants’ responsibilities and expected outcomes was established between the project members and the participating students. As part of this collaboration, the staff partners involved in the project provided ad hoc training on subtitling – including ASR and subtitle templates – and editing, and produced the project’s guidelines and teaching materials. They also helped assist and supervise the students and mediate with the client (i.e., the publisher) as and when necessary.

The original clips contained over 240 minutes of video footage (60 minutes in Spanish and 180 minutes, in English). The video book was published in English with intralingual captions. In addition, intralingual and interlingual subtitles were produced for the 60-minute Spanish-language video. A total of eight student collaborators – four Spanish natives and four English natives1 – were assigned different tasks: three English-speaking project members were responsible for the post-editing of 180 minutes of English-language video content, whereas two Spanish-speaking project members edited the 60-minute Spanish-language video (i.e., intralingual captioning), and two English-speaking participants were

---

1 The low number of participants is an obvious limitation of this study in terms of how the research results can be extrapolated beyond this small-scale study. However, I would like to argue that situated learning experiences often include a low number of students due to the complexity of academia-industry partnerships. In this particular case, because of the length of the ASR editing tasks, priority was given to providing students with individualised feedback as well as maximising the limited funding available for participants to receive fair monetary retributions for their work.
responsible for the Spanish into English subtitles (i.e., interlingual subtitling). A dedicated shared communication and file-sharing hub was created in a Microsoft Teams channel, in which several built-in applications were used for participants to distribute the work and communicate with each other effectively. The staff members managed the whole workflow remotely, and the different activities were arranged and monitored using a Gantt chart as well as the file-sharing folders within the channel. Participants could report on the status of their ongoing work so that staff members could monitor progress and supervise the workflow by inspecting the deliverables and providing feedback in writing as and when necessary.

The workflow (see Figure 1) was devised and explained to the participants and the rest of the project’s stakeholders. Participants were provided with key deadlines and the tools necessary to undertake the work (e.g., subtitling editors, file-sharing tools, communication channels) between May and September 2020. The video books were submitted to the publisher in late 2020 and ultimately published in early 2021.

**Figure 1:** Rough workflow for the post-editing of ASR-generated templates

![Figure 1: Rough workflow for the post-editing of ASR-generated templates](image)

Source: Author

Participants received specific instructions, in the form of guidelines and other written materials, on producing and revising machine-generated subtitles. These had been automatically generated, from original audio in English and Spanish, employing Microsoft Stream’s built-in ASR tool. The subtitle templates – i.e., the auto-timed intralingual transcriptions – were downloaded in SRT format and shared with the students via the project’s dedicated file-sharing channel.
Student collaborators were responsible for the subsequent intralingual post-editing tasks. A smaller sub-team was responsible for the Spanish-to-English translation of the Spanish-language clip, for which the same ASR-generated subtitle template was obtained using Microsoft Stream. To undertake the subtitle post-editing tasks, students were given access to the professional version of cloud-based subtitling editor OOONA Tools (https://ooona.ooonatools.tv). They were trained on how to use the OOONA Review Pro editor. The interface of this tool, which can be seen in Figure 2 below, allowed the students to have a clear vision of what was being done in the editor.

**Figure 2:** Interface of OOONA Review Pro (including annotations)

Source: Author
Each student was allocated a mutually agreed, reasonable amount of editing work. All modifications committed in the post-edited templates were automatically logged by the tool, and participants could also make annotations to share with their counterparts for revision purposes. They could also generate a summary of revisions and compare both file versions at a glance. All the post-edited subtitle files were peer-reviewed by fellow participants, who were advised to aim for the highest quality possible (i.e., publishable quality). Therefore, participants were advised to undertake a full post-editing of the templates, followed by a detailed review of the resulting templates. Participants could discuss any challenging sections and share their revisions, as well as request feedback from staff members through the dedicated communication channel. Meanwhile, the 60-minute Spanish-language subtitle template, also produced using Microsoft Stream, was subsequently post-edited by two members of the Spanish-speaking team and translated into English by two English-to-Spanish trainees who cross-reviewed their work. Upon completion of their revision, participants exported the post-edited subtitle file. After the peer-review of the subtitle files was completed, staff members carefully completed quality control checks and produced the final templates. Staff members also provided feedback to the relevant post-editors and reviewers before liaising with the end-client to produce the final versions of the video chapters. The final subtitles were burnt in the videos using the OOONA Burn & Encode tool using accessible parameters such as non-serif and readable fonts and ultimately sent to the end-client to request feedback.

This situated learning experience focused on teaching ASR-generated subtitle post-editing in a real-world media localisation project that used authentic materials for publication. To foster their editing skills, participants carried out a series of quality checks whose ultimate aim was enhancing technical accuracy as well as the linguistic correctness of the ASR-generated subtitles. A post-project questionnaire, containing an informed consent form, was distributed among the participants. The responses obtained were extracted and analysed using Microsoft’s online survey tool (MS
Forms). Due to the low number of responses and the nature of this situated learning experience, the discussion of the results in the next section centres on the qualitative value of the responses and capitalises on how this type of experience can inform the teaching of ASR followed by post-editing in subtitler training environments.

**Results and discussion**

Among the participants (N=8), five filled in the questionnaire at the end of the project. Participants were either postgraduate students from the UCL’s Centre for Translation Studies or recent graduates (or postgraduate students) from the University of Córdoba, Spain. They were all under 30 years of age and had completed undergraduate studies in modern foreign languages or translation. All of them had previously received subtitling-specific training at both undergraduate and postgraduate levels, though one of them reported having acquired subtitling skills through independent courses alongside their undergraduate course. As for post-editing, only one of them had received no training at all, which could have been considered a limitation to the experience insofar as their training is concerned. Needless to say, insufficient post-editing training can lead to situations in which post-editors over-edit and have an uninformed perception of post-editing; therefore, the ad hoc training and materials provided to the students aimed to attenuate the negative impact of this situation. Although still undertaking postgraduate studies at university, some of them were working as translators or subtitlers on a regular basis, and two of them had between one and three years of experience in the industry (which is an interesting datum given their early age, as mentioned above).

The participants’ perception of the quality of the ASR-generated output was gauged to establish the perceived accuracy of the transcription on a scale from 0 to 10 (the latter being the highest quality possible). The technical dimension encompassed the spotting, formatting and layout of the subtitle lines, whereas
the linguistic dimension referred to word recognition as well as grammar and spelling.

On the one hand, the average rating of the technical quality of the spotting was 4.40 out of 10 (three respondents chose 5 while the other two chose 3 and 4, respectively). The most common problems reported by the students affected timecodes and synchronisation (including the automatic enforcement of minimum gaps) as well as segmentation and line breaks. Figure 3 below shows randomly selected consecutive subtitles that do not have a minimum separation gap – i.e., the end time of a subtitle coincides with the start time of the one that follows, but there should be a couple of frames to separate subtitles that appear one after the other. Additionally, one of the subtitles (comprised of one single word) has such a short duration (12 frames instead of the usual 1 second) that the resulting display rate (27.4 characters per second) would make it virtually imperceptible for the average viewer. These errors, however, can be easily amended by carrying out a technical check after setting up the file properties using a professional subtitle editor.

**Figure 3:** Subtitle editor showing issues regarding minimum gaps, reading speed and segmentation

![Subtitle editor screenshot](image)

*Source: Author*

The average rating of the linguistic quality, on the other hand, was considerably higher (6.20 out of 10), though not entirely satisfactory, with four respondents choosing 7 and one choosing 3.
The latter did not offer much detail on why their score was on the lower end of the spectrum; however, the rest of the respondents commented positively on punctuation and the fact that fairly few corrections had to be made. Misrecognised words were mainly caused by the presence of geographical names (e.g., “Cardbus” instead of “Córdoba”, “in crack off” instead of “Krakow”), people’s names (“John Maria” instead of “Gian Maria”) and cryptic acronyms (e.g., “as DH” instead of “SDH”), and so forth. The accuracy of automatic transcriptions is dependent on the audio quality of the source video and the clarity of the diction as well as how accented speech is processed, not least because foreign or non-neutral accents can be difficult to recognise for ASR engines (Kitashov, Svitanko & Dutta, 2018). Indeed, one of the participants gave a rather insightful reflection on the limitations of ASR tools: “Some of our speakers are not English natives, so the different accents may interfere. And when they gave an online talk, they might become nervous and hesitate when they speak English. […] the shaking internet connections might have a negative influence on the sound quality and the speech recognition.” These factors are particularly relevant for educational materials inasmuch as conference talks and recorded lectures often take place live, where there is plenty of room for improvisation. Educational videos can feature a variety of accents as well as other elements such as room noise and interruptions, which may detract from the quality of the delivery and ultimately the audio track.

Respondents heavily criticised the many instances of poor segmentation and awkward sentence division that were present in the subtitles. The ASR tool transcribed text without considering subtitling-specific conventions such as line-breaking and characters-per-line rules², as illustrated by Figure 4 below, which shows how the original subtitles did not follow conventional line-breaking

---

² As seen in similar studies, such as Tardel (2020) and Vitikainen & Koponen (2021), most ASR tools are not designed to comply with subtitling-specific guidelines. However, there are paid professional platforms, such as Matesub (https://matesub.com), which allow users to decide on gaps, number of lines and other subtitling-specific conventions.
principles and split up structures that should always appear together (e.g., “lots of people”, “are you (...)”). Participants claimed that the segmentation of the dialogue was not conducive to a comfortable reading of the subtitles either, and they, therefore, needed to merge and remove many subtitles (see crossed-out red box on the left-hand side of Figure 4).

Figure 4: Subtitle editor with the raw subtitle template and the post-edited template

Respondents had to give their opinion on the most frequent errors that had been identified while post-editing the machine-generated subtitle. According to the results found in Figure 5, the most frequent errors were inaccurate timing, inappropriate line breaks and poor segmentation (i.e., technical accuracy). The least frequent errors were additions, misspellings, and capitalisation (i.e., linguistic correction). In the open-ended questions, respondents reported an infelicitous number of omissions, misrecognitions, and duration issues. They also expressed concerns about language correctness (grammatical and lexical infelicities). The different challenges experienced by the respondents arguably depended on the video files with which they worked and how the ASR tool performed in each instance. Other reasons include the participants’ lack of experience in ASR technologies and subtitle post-editing, but also the fact that they might have focused on the above-mentioned low technical quality.
The above results indicate that linguistic errors were perceived to be far less present in the ASR-generated templates, with virtually no additions being made and grammar being sufficiently good, in their opinion. The widespread presence of subtitling-specific technical errors, such as timecodes and duration, alongside the many instances of poor segmentation and line breaks, show that commonly used ASR tools have not been designed to produce subtitles of a high professional standard. Most off-the-shelf ASR tools provide timed transcriptions unsuitable for publication or distribution in formal settings.
Students were then asked about post-editing from different angles. Indeed, their perception of their translation, subtitling and post-editing skills was gauged alongside other elements, such as the nature of the tasks and the usefulness of post-editing to localise educational videos. Interestingly, the closed questions indicate that the students seemed rather positive about post-editing overall (see Figure 6).

**Figure 6: Participants’ opinions on subtitle post-editing**

Source: Author
The questions on whether they were ready to post-edit subtitled material and whether they considered it a good experience and important for educational videos were very positively rated. Only one student considered subtitle post-editing to be repetitive, annoying or challenging, and again only one of them would have preferred to produce the subtitles from scratch. This is consistent with previous studies in which students were exposed to similar machine-generated content, e.g., Matamala et al. (2015) and Moorkens (2018), among others. Perhaps one of the most intriguing results is the fact that, although all five respondents considered subtitle post-editing interesting, manageable and a good skill to have, two of them would not like to do it professionally. On the understanding that post-editing is increasingly present in the translation market (not only in AVT), four would also include it as a technical skill in their CVs or professional portfolios. This may indicate that participants were not entirely satisfied with the post-editing tasks – at least in their current form and because of the many errors caused by current ASR engines – while showing they were conscious of the manifold effects that artificial intelligence and automation technologies have on the translation profession. These results should be compared to similar studies in which reflections revolve around pay, experience and cognition (e.g., Da Silva & Costa, 2020), but also those that posit that post-editing training is becoming more normalised these days (Guerberof-Arenas & Moorkens, 2019).

In the open-ended question, participants could offer more detailed responses, which include statements in support of subtitle post-editing as a new, relevant practice, such as the following: “Subtitling a video from scratch might be a bit overwhelming”; “while computers will never be able to do as good a job as we can (thankfully!), they can help us to work more effectively and efficiently”; “subtitle post-editing is getting more popular and people tend to perform this type of task more often”; and “we can’t deny reality and we have to adapt our skills to the new labour work.” Vitikainen & Koponen’s (2021) argued that machine-generated,
auto-timed subtitles were produced more slowly on average than respeaking, and it seems that the participants from this small-scale study had a similar experience. These results, however, would have to be further evaluated, taking into consideration that more training on subtitle post-editing would be necessary since many “[…] students tend to think that any edit is valid as they are accustomed to editing their own work” (Guerberof-Arenas & Moorkens, 2019, p. 224), especially when considering they have little post-editing experience, as the questionnaire responses suggest.

Overall, respondents considered this experience to be useful but seemed equally aware that ASR technologies have many shortcomings when used in professional subtitling. This echoes Tardel’s (2020, p. 99) study, which concluded that “[…] current state-of-the-art ASR seems not to come near the effects correct transcripts have in terms of temporal, technical and cognitive effort.” Several participants would be keen on including post-editing as part of their hard skills when looking for jobs in the industry (“saying that subtitle post-editing does not enhance employability would be going against the trend”), but they would not necessarily enjoy it professionally. Arguably, this paradoxical situation experienced by would-be subtitlers is a reality that is here to stay as automation tools evolve and translation curricula struggle to embed industry-led transformations in the classroom. In light of the comments made by participants concerning their perception of the task, it would be worthwhile adding cognition to the equation and examining the role played by cognitive effort (Krings, 2001) in subtitle post-editing following research methods such as those proposed by Koponen et al. (2020) and Tardel (2021). Further research is needed to ascertain the extent to which automation tools, such as ASR engines, can support the translation and editing processes in subtitling.
Conclusion and final remarks

This article has examined the post-editing of ASR-generated content in subtitler training environments. The discussion revolves around a situated learning experience involving subtitling trainees (mainly postgraduate students) who post-edited machine-generated subtitle templates for an accessible academic video book on media accessibility. Despite the rising interest in MT among industry stakeholders, as well as the subsequent responses from professional translators associations (Audiovisual Translators Europe, 2021), the use of ASR to generate subtitle templates has received scarcer attention from AVT scholars. Interest in ASR technologies has traditionally led to scholarly contributions in respeaking and live captioning rather than post-synchronisation subtitling or their use in subtitler training programmes.

In light of the swift technological changes led by industry developments, the pedagogical uses and applications of ASR tools in the subtitling classroom are worth being further explored. As a case in point, this learning experience prompted participants to undertake authentic revision tasks involving the editing of machine-generated subtitle templates. This learning experience prompted voluntary participants to edit ASR-generated content for publication purposes. Despite the fact that this authentic, situated project was positively rated overall, the respondents raised major issues concerning the quality of the machine-generated subtitle templates. Participants were particularly concerned about the poor technical quality of the templates and the ASR tools’ inability to apply subtitling-specific conventions. The main issues affecting the ASR-generated subtitles used in this study had to do not only with linguistic aspects such as word recognition (particularly specialised terms and proper names) but, more importantly, with the fact that subtitling conventions (e.g., segmentation, line breaks, respect of shot changes) had not been observed. As a result, the subtitle templates that were automatically generated with Microsoft Stream, an off-the-shelf video-streaming platform with a built-in
ASR engine, had considerable room for improvement and could not be used without undertaking full post-editing of the content.

The identification and amendment of errors using professional subtitling systems constitute a legitimate approach to the learning and teaching of subtitling conventions, especially in terms of adjusting text-timed output to specific guidelines and technical parameters. The feedback received, in the form of a post-project questionnaire, confirmed this assumption. Participants reported on the benefits of reviewing ASR output as well as performing checks on each other’s revisions. The positive feedback on this particular learning experience indicates that the use of automatic transcriptions in subtitle format can be helpful for students to spot text-timing errors and amend them by applying subtitling conventions seen in the classroom. Moreover, most students considered that subtitle post-editing was important and useful for disseminating educational videos. A paradox was identified inasmuch as the participants were aware of the importance of post-editing in today’s industry but expressed a reluctance to undertake post-editing projects (at least willingly) in future professional endeavours. In future, a human-computer interaction approach to the teaching of ASR-produced subtitle templates could be envisaged. The fact that students handle ASR tools themselves (preceded and followed by editing as and when necessary) could lead to an improved perception of the task for use in the professional realm.

In the last decade, Macklovitch (2015, p. 575–576) stated that “[…] the fact that the [ASR] technology is not yet satisfactorily integrated with the other support tools that translators have come to rely on”, but ASR technologies have nowadays been democratised (e.g., YouTube Studio) and are also being further embedded in commercial subtitling software for professional purposes (e.g., MateSub and OOONA). With the rise of ASR tools in the subtitling industry, however, it only follows that future subtitlers will be further exposed to scenarios in which template revision, editing and quality checks feature alongside more traditional approaches such as timing text from scratch or non-assisted template origination.
It is important that future AVT specialists recognise poor-quality machine-generated subtitles to decline jobs that would be too time-consuming or not worth the effort considering pay and working conditions. If exposed to real-world subtitling projects at an early stage, subtitlers-to-be can identify the main challenges they may encounter later in their careers, particularly regarding post-editing work, thus allowing them to make informed decisions when negotiating with agencies and end-clients. Following this principle, this article has shed light on the teaching of post-editing of ASR-generated content, showcasing a project-based, situated learning experience that exposed postgraduate students and recent graduates to localising authentic materials for publishing an accessible video book. It is hoped that this initiative can help foster further international collaborations of situated AVT learning experiences as well as raise awareness about the importance of accessibility when publishing educational materials in video format.
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