Quantifying the impact of unmeasured confounding in observational studies with the E value
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ABSTRACT

The E value method deals with unmeasured confounding, a key source of bias in observational studies. The E value method is described and its use is shown in a worked example of a meta-analysis examining the association between the use of antidepressants in pregnancy and the risk of miscarriage.

Introduction

Randomised controlled trials are the gold standard of causal inference of the benefits and risks of drug treatments. Successful randomisation removes both measured and unmeasured baseline confounding, enabling causal interpretation of an observed association.1 Randomised controlled trials, however, are not practically or ethically suitable for many types of research questions, including rare risks of treatments. Notably, few randomised controlled trials include pregnant women. Instead, the primary source of information on the safety of treatments in pregnancy is observational studies, relying on routinely collected (secondary) data from registries and other electronic databases.2 3 Observational studies based on secondary data allow adjustment of the analysis for the confounders measured in a particular database, whereby residual (unmeasured) confounding from poorly measured, unmeasured, or unknown characteristics might remain.

Approaches to removal or quantification of unmeasured confounding include external adjustment (correction of findings by using external information); use of instrumental variables (emulating randomisation); self-controlled designs (removal of time independent confounding); or negative and positive controls (benchmarking findings against established associations).4–7 Another option to deal with unmeasured confounding in observational research is to use the E value, a readily calculated and easily interpreted statistical tool that assesses the minimum strength of potential unmeasured confounding needed to explain away an effect. The E value was introduced in 2017 by VanderWeele and Ding.8 In common with many new epidemiological tools, integrating the E value into applied health research has taken time, and many researchers might still be unfamiliar with the method. In this paper, we want to raise awareness about the E value and encourage researchers to include this tool among their standard methods in sensitivity analyses. We first describe the E value method and then we show its use in a worked example of a meta-analysis combining the evidence for the association between the use of antidepressants in the first trimester of pregnancy and the risk of miscarriage.

The E value method

In a study with a specific exposure and outcome, the E value is the minimum strength of association that the unmeasured confounders should have with both the exposure and the outcome to explain away the observed association.8 The exposure refers to any characteristic that may explain or predict the presence of a study outcome.9 For a particular observed exposure-outcome risk ratio (RR), the E value can be calculated based on formula (1), involving only the estimate itself.10

\[
E \text{ value} = \sqrt{\frac{1}{\text{RR} - 1} \left(\frac{1}{\text{RR}} \right)}
\] (1)

The same approach applies to odds ratios and hazard ratios if the outcome is rare. If the outcome is common, the odds ratio and hazard ratio must be modified (eg, by replacing RR in formula (1) with the square root of the odds ratios).8

A strong association has a large E value, which suggests that the unmeasured confounding must be strongly associated with both the exposure and outcome to fully explain the association. In contrast, a small E value suggests that weak unmeasured confounding would be enough to explain the association. A lower E value might indicate that confounding rather than causality is a more plausible explanation than a higher E value. The E value does not have a specific range, and whether its value is considered large or small depends on the particular context.
exposure and outcome and the amount of controlled confounding.\textsuperscript{11} For example, when examining the association between the use of glucocorticoids and the risk of suicide among patients with cancer, the incidence rate ratio was high (7.2) and the dose-response pattern showed that the highest cumulative dose was associated with a 20-fold increase in risk compared with non-use. In this example, the calculated E value indicated that to explain away the association, a hypothetical confounder would need to be associated with a 14-fold higher use of glucocorticoids and a threefold greater risk of suicide. The authors judged that such a confounder is not likely to exist given the confounding already adjusted for in the analysis.\textsuperscript{12} Thus labelling the E value large or small depends on knowledge of the subject matter, the strength of the observed association, and amount of confounding removed.

The E value can be calculated without any assumptions regarding unmeasured confounders, such as being binary or consisting of only one unmeasured confounding factor.\textsuperscript{10} The E value estimates the overall strength of potential unmeasured confounding rather than the effect of individual confounding factors. With this information, investigators can assess whether one or several specific unmeasured confounders could plausibly explain away the observed association in a particular study.

In addition to the E value, Ding and VanderWeele introduced the joint bounding factor, B (formula 2).\textsuperscript{10}

\[
B = \frac{\text{RR}_{\text{UD}} \times \text{RR}_{\text{EU}}}{(\text{RR}_{\text{EU}} + \text{RR}_{\text{UD}} - 1)}
\]

\text{RR}_{\text{EU}} denotes the strength of association between the unmeasured confounder and the exposure. B does not require assumptions about the structure of the unmeasured confounding.\textsuperscript{10} \text{RR}_{\text{UD}} denotes the strength of association between the unmeasured confounder and the outcome, as illustrated in a directed acyclic graph representing a simplified form of the confounding structure (figure 1).

The joint bounding factor, B, could take an infinite number of values depending on \text{RR}_{\text{EU}} and \text{RR}_{\text{UD}}. If the joint bounding factor \text{B} is set to equal the observed risk ratio, the joint bounding factor describes the different combinations of \text{RR}_{\text{EU}} and \text{RR}_{\text{UD}} that would have the joint minimum strength to explain away the association. The E value=B when \text{RR}_{\text{UD}}=\text{RR}_{\text{EU}} which is one possible combination of \text{RR}_{\text{EU}} and \text{RR}_{\text{UD}}. A range of different possible combinations exist, which are often illustrative for the setting studied (figure 2).

For example, if \text{RR}_{\text{EU}} is known, the joint bounding factor can be used to estimate the minimum strength of association between the unmeasured confounder and the outcome (\text{RR}_{\text{UD}}) needed to explain away the association.\textsuperscript{8} In other settings, information might be available on the magnitude of the association between the strongest unobserved confounder and the outcome (\text{RR}_{\text{UD}}). The joint bounding factor can similarly be used to estimate \text{RR}_{\text{EU}}.

**Example: meta-analysis of the association between use of antidepressants in pregnancy and risk of miscarriage**

One in five women have depression during pregnancy, and about 13\% of pregnant women take antidepressants.\textsuperscript{13,14} Because both untreated depression and drug treatments might adversely affect pregnancy, treatment of depression in pregnant women involves balancing the benefits of treated depression against the potential treatment related risks to the mother and unborn child. Information about the safety of the use of antidepressants is therefore important for the healthcare professional when making these decisions.

We conducted a meta-analysis combining the evidence for the association between the use of antidepressants in the first trimester of pregnancy and the risk of miscarriage. Eligible studies were identified by a search in the PubMed and Embase databases from 2000 to February 2021, based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (online supplemental appendix).\textsuperscript{15} The combined effect
was estimated with the random effects model and Episheet software (figure 3).16

The weighted estimate for the risk ratio of miscarriage in those who received treatment with antidepressants was 1.41 (95% confidence interval 1.22 to 1.63). To evaluate if this estimate is potentially biased by unmeasured confounding, we applied the E value, which we estimated at 2.17. Thus the unmeasured confounders must be associated with both use of antidepressants and risk of miscarriage by a risk ratio of at least 2.17 to fully explain away the observed risk ratio of 1.41. Tobacco and alcohol are prevalent and plausible confounders associated with both miscarriage and depression and hence with the use of antidepressants (figure 1).17–20 We used these confounders in our application of the E value method. Petersen et al estimated that the risk of substantial (>35 units/week) alcohol use and use of antidepressants was RR_EU=10.25.18 Sundermann et al found that alcohol use (>35 units/week) increased the risk of miscarriage (RR_UD=3.1).17 Because both estimates are stronger than the calculated E value, substantial alcohol use could explain the observed association between the use of antidepressants and risk of miscarriage.

Based on data from Johansen et al, we estimated that the association between smoking and use of antidepressants was RR_EU=2.06.21 Because the risk ratio was <2.17 (the E value), smoking could not fully explain the association when applying the E value method. By using the joint bounding factor, however, smoking could still explain the observed association if the association between smoking and miscarriage is sufficient. Figure 4 shows the different combinations of RR_EU and RR_UD that jointly would have the minimum strength required to explain the association.

Smoking had an RR_EU value of 2.06, which requires RR_UD=2.3 to fully explain the association. Pineles et al found an increased risk of miscarriage associated with smoking of 1.32.19 Because this value is below the required RR_UD of 2.3, smoking is unlikely to explain the observed risk ratio of 1.41 on its own. The E value can similarly be applied to the results of any individual study.

**Discussion**

Confounded estimates could make safe treatments seem unsafe and might potentially limit treatment options for pregnant women. Equally problematic is that treatments might seem safe when they are not, hindering the use of safer alternatives. In our example, the weighted estimate from the meta-analysis suggested that the use of antidepressants in pregnancy increased the risk of miscarriage. Hence the treatment would be considered unsafe to use during pregnancy. The use of the E value method, however, suggested that the association could be explained away by unobserved confounding, plausibly attributable to alcohol consumption. In other words, an analysis incorporating adequately measured alcohol consumption could give a null finding. The E value method also showed that confounding by smoking could not explain the observed association. Tools helping to understand the potential role of confounding are
therefore important when analysing observational studies.

The ultimate goal of causal inference is removal of confounding. In a particular dataset, total confounding might come from a few or many confounders. Unmeasured confounding is a combination of unknown and residual confounding. The E value is a relatively new addition to the strategies for assessing unmeasured confounding in observational studies. Although the E value does not allow partitioning of confounding sources, it provides an estimate of the joint unmeasured confounding, needed for causal inference. Another advantage of the E value is that no assumptions are needed about the structure of the unmeasured confounding, and it is simple to calculate from the risk ratio. The E value is therefore easy to implement as a sensitivity analysis in observational studies. Knowledge of the subject matter should help identify whether any specific unmeasured confounders can plausibly cause the potential confounding.

The E value has limitations. A low E value does not always mean that an unmeasured confounder (eg, the smoking example) could fully explain the association but possibly only to some extent. Similarly, a high E value does not always rule out unmeasured confounding. For example, confounding by indication might strongly confound an association even when the E value is high. Some unmeasured confounders (eg, those with a low prevalence) that fulfil the requirements of the E value might not explain the observed effect. Thus the prevalence of a particular confounder should be considered carefully. Moreover, the E value deals with confounding that inflates the magnitude of an association and cannot help evaluate confounding that masks a true association.

Another important caveat, applicable to any setting, is that any estimate of $RR_{ul}$ and $RR_{ol}$ used in computing the E value is itself subject to an assumption of no bias. Finally, confounding is not the only source of bias in epidemiological studies. Therefore, the results of an E value analysis should be part of a series of sensitivity analyses addressing all threats to validity.
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Methods for meta-analysis

1. Study eligibility criteria
To get an overview of which studies should be included in the meta-analysis we defined the inclusion criteria by defining population, exposure, comparator, and outcome (PECO) \(^1\). Non-original research e.g., reviews, replies and meta-analyses were excluded.

In the population each pregnancy must only be included once in the meta-analyses to avoid bias of the weighted estimate and therefore the population in each study must be carefully considered. Especially information regarding the country and the time of which the population are recruited must be obtained and compared between the studies to avoid overlapping cohorts.

The exposure included any antidepressants in the first trimester. The risk of spontaneous abortion differs greatly within gestational age and therefore it is necessary to define the exposure window when examining studies of pregnant women \(^2\). Spontaneous abortion is defined as loss before the 22\(^{nd}\) week of pregnancy, and in most cases it occurs before the 12\(^{th}\) week \(^3\). Consequently the etiologically relevant window in the included studies must be between the conception and the 22\(^{nd}\) week of pregnancy in case the pregnancy should be considered exposed to antidepressants. We therefore included studies that obtained information on antidepressant exposure in the 1\(^{st}\) trimester.

The comparator group must be pregnancies that are not exposed to the antidepressant during the etiologically defined window. There are several options when defining this group. It could consist of unexposed pregnancy (regardless of depression diagnosis), pregnancies exposed to nonteratogens or pregnancies exposed to other antidepressants than the antidepressant concerned, a so-called active comparator group. Pregnant women with a diagnosis of untreated depression could be used to reduce confounding by indication and thereby increase the internal validity \(^2\). All comparison groups were considered relevant.

The outcome was spontaneous abortion defined as a record of pregnancy loss before the 22nd week of gestation.

2. Systematic literature search
Based on the above principles, we conducted a literature review applying the inclusion and exclusion criteria as follows. We searched the PubMed database and Embase in February 2021 using the terms shown in Table 1:
PubMed (all fields): (antidepressant OR TCA OR SNRI OR SSRI) AND (spontaneous abortion OR miscarriage OR pregnancy loss) Filters: Humans, Danish, English, from 2000 - 2021 (141 hits)

Embase (all fields): ('antidepressant agent' OR TCA OR 'serotonin noradrenalin reuptake inhibitor' OR 'serotonin uptake inhibitor') AND ('spontaneous abortion' OR miscarriage OR 'pregnancy loss') AND [2000-2021]/py (382 hits)

**Table 1** - Search fields used for the systematic literature search in PubMed and Embase

References listed in relevant articles were examined to make sure suitable articles were not overlooked. Two additional articles were found by this strategy (Einarson 2003, Sivojelozova 2005). The filter “humans” was applied in the PubMed search since the aim was to look at human species. Original research articles in English or Danish language published between 2000 to 2021 were included. The inclusion criteria made it possible to look for suitable articles among those obtained by the specific search. This was done by reading the title and abstract of the articles and evaluating the relevance for the research question i.e. the association between antidepressant-use and spontaneous abortion. Two independent reviewers (Christine and Tobias) screened the articles making it less likely to overlook relevant articles. Articles not satisfying the inclusion criteria were excluded. Out of the 471 initially identified articles, 16 were selected for full-text review. Of those, 13 articles met the inclusion criteria and were included the meta-analysis (*figure 1*).
Three of the identified records—all Danish registry-based studies—had overlapping populations (Andersen et al. Kjaersgaard et al. and Johansen et al.). All three articles adjusted for maternal age, income, and education. Both Johansen et al. and Andersen et al. also adjusted for previous spontaneous abortion. Johansen et al. further adjusted for self-reported mental illness, self-perceived health, use of alcohol, smoking, exercise, BMI, and if the pregnancy was planned. We choose to include the study by Johansen et al. for the meta-analysis because it accounted for several confounders that the others did not.

3. Statistical methods

In the main meta-analysis, the aim was to estimate the effect of any antidepressant use in pregnancy and the risk of spontaneous abortion. This entailed different decisions on how the data should be analyzed. Firstly, some of the studies included in the meta-analysis had a second reference group of antidepressant users besides the non-teratogenic comparison-group. As this group used different antidepressant agents than the exposed group it was decided that data from the exposed group and the antidepressant exposed reference group could be combined. When this was the case the prevalence ratio, standard error and 95%-confidence interval were
calculated from the reported data by using Epibasic. The prevalence ratios calculated were all from cross-sectional studies and are thus estimates of relative risk in cohort studies. Secondly, Almeida et al. had two comparison groups: women with and without the diagnosis of depression. As the other studies did not differentiate their comparison group in depressed and non-depressed the two comparison groups were combined to one group. Thirdly, spontaneous abortion is a common outcome, with a prevalence of 15-20%. This is important as the studies included in the meta-analysis used different measures of effect. Usually when it is a common outcome odds ratio and risk ratio cannot be assumed to be the same. However, there are exceptions to this. A nested control study included in our study used density sampling. The odds ratio can in this case be seen as the rate ratio without a rare disease assumption. Furthermore, with the follow up time being short (pregnancy lasts about 9 months) the difference in person-time risk between cases and controls will be limited why the rate ratio can be seen as the relative risk. Finally, to estimate the combined effect both the random effects model and the fixed effect model were considered. Looking at similarities and heterogeneity, some of the studies included in the meta-analysis were alike in setup as several used the same teratology information service and way of collecting data. On the other hand, several studies were different regarding methods and even study design. Additionally, the composition of the antidepressant exposed group was different in the studies, which is why variation in the true effect for each study could be expected. As the random-effects model estimates the mean of the distribution of true effects, this model was chosen to estimate the combined effect. Based on these decisions and calculations the combined effect was estimated using ‘Episheet’ software.

In addition to the main meta-analysis it was of interest and possible based on the studies included to make two separate sub-analyses. The first sub-analysis examined the association between SSRI use during pregnancy and spontaneous abortion. This sub-analysis was of interest as it allows to address the specificity of association, and because SSRIs are the most prevalent antidepressants used by Danish women of reproductive age (Figure 2). The second sub-analysis compared risk of spontaneous abortion in antidepressant-exposed pregnancies with pregnancies among women with untreated depression. This was done to reduce the risk of confounding by indication. Data for the two sub-analyses were extracted from the studies in which relevant information was directly reported or could be inferred from the publication.
The influence of a study result on a publication decision is called publication bias. As a result, published studies do not represent the real population of studies done. Large studies that show an association are more likely to be published than small or “null” studies 1. To visualize this, a funnel plot is often used, with standard error on the vertical axis and natural logarithm to the effect size on the horizontal axis. This means larger studies generally will be grouped at the top of the funnel plot due to smaller standard error and the smaller studies at the bottom. An asymmetrical funnel plot is indicative of potential publication bias.