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High-throughput calculations of charged point defect
properties with semi-local density functional theory—
performance benchmarks for materials screening applications
Danny Broberg1,2, Kyle Bystrom 3, Shivani Srivastava1,2, Diana Dahliah4,5, Benjamin A. D. Williamson6, Leigh Weston7,
David O. Scanlon 8,9,10, Gian-Marco Rignanese 5, Shyam Dwaraknath 1, Joel Varley11, Kristin A. Persson 2,12, Mark Asta1,2 and
Geoffroy Hautier5,13✉

Calculations of point defect energetics with Density Functional Theory (DFT) can provide valuable insight into several
optoelectronic, thermodynamic, and kinetic properties. These calculations commonly use methods ranging from semi-local
functionals with a-posteriori corrections to more computationally intensive hybrid functional approaches. For applications of DFT-
based high-throughput computation for data-driven materials discovery, point defect properties are of interest, yet are currently
excluded from available materials databases. This work presents a benchmark analysis of automated, semi-local point defect
calculations with a-posteriori corrections, compared to 245 “gold standard” hybrid calculations previously published. We consider
three different a-posteriori correction sets implemented in an automated workflow, and evaluate the qualitative and quantitative
differences among four different categories of defect information: thermodynamic transition levels, formation energies, Fermi
levels, and dopability limits. We highlight qualitative information that can be extracted from high-throughput calculations based on
semi-local DFT methods, while also demonstrating the limits of quantitative accuracy.
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INTRODUCTION
High-throughput first-principles calculations using Density Func-
tional Theory (DFT) are finding wide use for screening over
candidate materials for a variety of potential applications1–3. Such
DFT-based, data-driven approaches offer the potential to expedite
materials discovery and design; recent applications include studies
on transparent conducting oxides, next-generation solar cells, and
half-Heusler compounds, as well as automated screening for
infrared, dielectric, and piezoelectric properties4–13. Point defects
influence a range of optoelectronic, thermodynamic and diffusion
properties of materials and can be studied using DFT14–16, yet they
are often limited in their consideration within high-throughput
screening studies. In part, this situation is related to the time-
consuming nature of DFT-based point-defect calculations and the
relatively complex workflows that they can entail, specifically for
semiconductors and insulators, which are the focus of the present
work. In the past few years, progress has been made to automate
the setup and analysis of such calculations, and these efforts have
addressed some of the hurdles toward conducting point-defect
calculations in a high-throughput manner1,17–22.
DFT-based computations of point defect properties commonly

make use of periodic supercells in calculations of the dilute-limit
formation energy14. Such formation energies can be used in
statistical-thermodynamic formalisms to determine properties
such as defect “trap” levels, or equilibrium point defect and

carrier concentrations arising from a given set of growth or
annealing conditions. To capture the dilute-limit assumption that
is implicit in such thermodynamic treatments, large “supercells”
are used to remove the energetic contribution of periodic image
interactions, leading to increased computational cost. Because
these supercells are large, there is interest in the application of
computationally efficient semi-local exchange approximations,
like the generalized gradient approximation (GGA)23. However,
such functionals suffer from a well-known underestimation of the
band gap, an error which compounds for charged defects whose
levels often lie close to the band edges. Additionally, such
calculations suffer from self-interaction errors that impact their
ability to qualitatively and quantitatively describe charge localiza-
tion. This greatly complicates the efficacy of approaches based on
semi-local DFT in accurately capturing defect energetics.
To partially circumvent the issue of band gap underestimation

and charge delocalization errors, hybrid-functional approaches,
which mix exact exchange with semi-local correlation at the
expense of added computational cost, have become a “gold
standard” for point defect computation with DFT, as they strike an
appropriate balance of accuracy with computational cost for a
single material system24–37. Despite their improvement over semi-
local methods in describing the band gap and the degree of
charge localization around a defect, it is worth noting that hybrid
methodologies ideally are fine tuned to experimental values for a
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given material38. An even greater degree of accuracy for electron-
electron interactions can be achieved with beyond-DFT
approaches such as GW39, Quantum Monte Carlo14,40 or many
body perturbations theory41, but these approaches, like hybrid
functional methods, have limitations in their application to defects
and remain significantly more computationally expensive than
those based on semi-local DFT42–44. An alternative approach for
high-throughput defect calculations is to make use of semi-local
functionals with the application of a-posteriori corrections to
remove the energetic contributions from band gap errors14–16.
Such an approach remains an attractive prospect for developing
large databases of defect properties for applications such as initial
property screening over wide compositional spaces. For interest-
ing candidate compounds selected by the initial screening
procedure, more in-depth quantitative follow-up calculations can
be performed at a higher level of theory.
While many thorough reviews on point defect computational

methodology have been written14–16, comparative studies
between DFT-based properties derived from semi-local functionals
and those obtained from hybrid methods have been confined to a
limited set of materials26–28,45–47. To explore the application of
high-throughput defect studies with semi-local functionals, this
work benchmarks several defect properties, calculated in an
automated fashion, to a dataset of 245 previously published
hybrid-functional point defect calculations (23 distinct materi-
als)48–57. The Results and discussion section provides an overview
of the quantities and corrections to be considered in this work, as
well as a quantitative and qualitative comparison for calculated
thermodynamic transition levels, formation energies, Fermi levels,
and dopability limits. The section then concludes with comments
on the viability of high-throughput approaches for calculating
point-defect properties based on semi-local DFT approaches,
emphasizing the potential for such calculations to aid in the
screening of defect properties in semiconductors and insulators.
The Methods section provides additional computational methods
not covered in earlier sections, including details on the automa-
tion procedure that was used for this work.

RESULTS AND DISCUSSION
To understand the benchmarking results considered in this work,
it is important to first establish the computational formalisms that
are being applied to point defects throughout. This section begins
by explaining the computational methodologies implemented,
before proceeding to detailed results and analysis.

Point-defect property formalism
As mentioned in the Introduction, the dilute-limit formation
energy for a single charged defect is commonly calculated using
the supercell approach, wherein a single defect is placed inside a
supercell of the perfect lattice and internally relaxed with DFT14,17.
The dilute limit formation energy for a defect Xq, in charge state q,
is given by:

EfðXq; ϵFÞ ¼ EtotðXqÞ � EtotðbulkÞ �
X

i

niμi þ qϵF þ Ecorr (1)

The first two terms on the right hand side of Eq. (1) are the DFT
total energies for the charged defect supercell and bulk supercell,
respectively. The third term is a summation over atomic chemical
potential values (μi), or the energy cost of adding (ni=+ 1) or
removing (ni=− 1) atoms from the bulk, undefective supercell.
Limiting values of the atomic chemical potentials can be
calculated using the facets of a DFT phase diagram, corresponding
to different growth or annealing conditions58. The fourth term is
the defect charge multiplied by the Fermi level (ϵF), which serves
as the electron chemical potential reservoir. The final term is a set
of corrections which we focus on in this work and elaborate upon

in more detail in the next subsection. Within standard supercell
calculations, this term typically includes the removal of spurious
periodic image interactions and properly aligns the reference
potentials in charged and uncharged systems, but it can also
address errors in the chemical potentials and other possible
deficiencies, as discussed below. The formation energy is
traditionally plotted for a particular choice of atomic chemical
potentials as a function of the Fermi level, with the “zero” value
representing the valence band maximum (VBM). A qualitative
example is displayed in Fig. 1.
For a single defect type with multiple associated charge states,

it is possible to consider defect transition levels which correspond
to the energetic level at which a defect captures (or emits) a free
carrier. These are highlighted as purple boxes in Fig. 1 and are
given by the following equation reflecting the Fermi level at which
two charge states become equal in energy:

ϵðq=q0Þ ¼ EfðXq; ϵF ¼ EVBMÞ � EfðXq0 ; ϵF ¼ EVBMÞ
q0 � q

(2)

where the formation energies (Eq. (1)) of the two defects are
evaluated for the electron chemical potential at the VBM,
producing the Fermi level position of the transition level,
ϵðq=q0Þ, relative to the VBM. Since the same chemical composition
exists for both defects in Eq. (2), the quantity ϵðq=q0Þ has a value
that is independent of the chemical potentials and therefore is not
affected by any ambiguities that may exist in their values for a
specific application. If both defect energies are determined from
their relaxed ground states, then Eq. (2) yields the thermodynamic
transition level. However, due to the errors caused by band gap
underestimation and charge delocalization mentioned earlier,
charge transition levels calculated by semi-local DFT can be
expected to be of limited accuracy.
Another class of quantities which can be considered are those

that are derived directly from the collective consideration of the
ensemble of dominant (i.e., those with the highest concentration)
intrinsic point defects under a fixed set of assumptions for the
growth environment, which set values for the elemental chemical
potentials14,17. This includes what can be referred to as the
“dopability limit,” which is the Fermi level that first produces
defects with negative formation energy, indicating an instability in
the structure with regard to producing defects at that Fermi
level1,59. These quantities are shown as orange circles in Fig. 1.
Pushing the Fermi level beyond the dopability limit violates the
thermodynamic condition of structural stability, and is a good
indicator of the dopability of a material (i.e., whether a system can

Fig. 1 Schematic representation of formation energy diagram for
defects, with a representative cation vacancy (blue) and anion
vacancy (red). Band edges are shown as light dashed lines, while
the Fermi level (dictated by charge neutrality) is displayed as a thick,
dashed line. The upper and lower dopability limits are shown as
orange circles, where the defect formation energies become
negative. Transition levels are called out with purple boxes.
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be doped with a certain carrier type with additional extrinsic
doping). These dopability limits can be particularly useful when
screening for systems with a particular carrier type (p-type vs. n-
type), provided the elemental chemical potentials are properly
treated.
A further set of quantities that can be derived from considera-

tion of the collective set of point defects are the carrier
concentrations and Fermi level. These quantities are derived from
the condition of charge neutrality:
X

fX;qg
q½Xq� þ p� n ¼ 0 (3)

The summation is over all defects, Xq, with concentration [Xq]
given by:

½Xq� ¼ N exp ð�EfðXq; ϵFÞ=kBTÞ (4)

with multiplicity N, Boltzmann constant kB, and a suitably chosen
temperature, T. The charges from the point defects in Eq. (3) are
counterbalanced by the free hole (p) and electron (n) concentra-
tions, determined from Fermi-Dirac statistics, the Fermi level and
the bulk electronic density of states (DOS). For a fixed temperature
and set of chemical potentials, Eq. (3) can be solved self-
consistently to determine the Fermi level, shown as a bold
dashed line in Fig. 1.
It is worth noting that thermodynamics dictates that there is a

range of possible chemical potentials compatible with the
thermodynamic stability of the host material. For the purpose of
this work, we have set one chemical potential that is used to
compare hybrid and semi-local calculations (see subsection on
Benchmark Data Set for more details). For more on the
determination of elemental chemical potentials and enthalpy of
formation, we refer to the works by Stevanović et al.60 and
Chevrier et al.47.

Corrections
Several corrections have been proposed for improving the
accuracy of point defect calculations in semiconductors and
insulators based on periodic DFT supercell methods14–17, which
constitute the term Ecorr in Eq. (1). They can broadly be
categorized into corrections related to supercell periodic image
interactions and corrections related to band gap errors.
The use of periodic supercell methods in DFT-based defect

property calculations lead to spurious interactions with neighbor-
ing image defects. The energy contribution from this interaction
leads to a deviation from the dilute limit formation energy that
needs to be corrected. These finite-size effects have been

discussed at length in many reviews14–17,61,62. For defects in
semiconductors and insulators, charge can accumulate on the
defect and long range Coulomb interactions with neighboring
image charges become a leading energy contribution to the finite-
size effects. Moreover, a charged supercell causes an infinite bulk
system to have a diverging electrostatic energy. To account for
this second effect, a homogeneous background charge is
introduced to neutralize the supercell. This requires the use of a
potential alignment method to remove the effect of the
homogeneous background charge on the defect formation
energetics. To account for both of these effects, a number of
approaches have been proposed63. In this work, we employ the
formalism suggested by Freysoldt et al.64,65, which can be seen as
an extension of previous approaches based on calculations of the
Madelung energy of an array of point charges in a neutralizing
background charge66. The potential alignment correction in this
scheme involves consideration of the planar-averaged electro-
static potential, which can also help to assess the localization of
charge for a given defect.
While an infinitely large supercell would lead to localized defect

levels that are flat (i.e., dispersonless) in the Brillouin zone of the
host crystal, the finite size of the calculation supercell can result in
significant dispersion of the single-particle states associated with a
given defect. To address this effect, solutions such as intelligent
k-point sampling to “average” out the dispersion have been
developed15,67. In practice, the use of a sufficiently large supercell
tends to make the energetic impact of dispersion from bandgap
states negligible.
Several other corrections have been suggested, such as the use

of band edge filling corrections to partially remove artifical
delocalization of near-band-edge defect states16. We considered
such corrections in this work but found their application to be
inconsistent when applied in a high-throughput environment, as
their strong dependence on potential alignment caused small
uncertainties in alignment to produce large variations in the
predicted defect properties. We therefore do not include this
correction in the analysis that follows.
As mentioned above, semi-local DFT functionals like GGA suffer

from underestimation of the band gap. This can lead to significant
errors for calculated defect properties; for example, in cases where
the defect has a level in the band gap, but band gap
underestimation causes this level to be resonant with the host
band states. A natural way to correct for this is to extend the
conduction band minimum (CBM) upwards to fit a value for the
band gap derived from a higher level of theory or from
experiment. We will refer to this procedure as a “basic scissor

Fig. 2 Illustration of three methods for shifting the band edge. A Basic Scissor Operator (left) opens up the conduction band to the hybrid
gap size, while the average electrostatic potential (ESP) referenced shift (center) moves the individual bands to the hybrid level using the
average electrostatic potential as a reference. The average ESP referenced method can be augmented by shifting free carriers located in the
host bands (associated with the defect calculation) with the same band edge shift (right), as described in the text.
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operator,” and a schematic representation of this approach is
shown on the left side of Fig. 2.
The basic scissor operator band edge shift does not renormalize

the Fermi level in Eq. (1) because the VBM is held fixed. An
alternative approach is to renormalize the electron chemical
potential by moving the band edges according to a reference
energy that is common to both the GGA and hybrid calculations.
References that have been demonstrated to work well include the
electronic states of a localized defect transition level located
within the band gap or using the averaged electrostatic potential
(ESP) across a supercell68,69. For the purposes of high-throughput
calculations, the averaged ESP approach is fairly straightforward to
implement, and is chosen in what follows. This averaged ESP-
referenced band edge shift (bes) approach generally leads to
shifts in both the VBM and CBM, as illustrated in the middle panel
of Fig. 2.
In addition to electron chemical potential renormalization, it has

been suggested that shifting single particle defect states in a
manner consistent with the shifting of the CBM and VBM, may
help to improve the accuracy of calculated defect formation
energetics16. For shallow states, a simple way to achieve this is to
fully shift any “free” electrons associated with the defect—
occupied Kohn-Sham eigenvalues that lie above the CBM—by an
amount equal to the CBM shift (see right side of Fig. 2). By
integrating the occupied conduction band states to a single
number of “free” carriers (n), and assuming they shift 100% with
the band edge shift, this free carrier shift correction corresponds
to: nΔECBM. An analogous correction can be applied for “free”
holes, by integrating unoccupied eigenvalues below the VBM and
shifting fully with the VBM shift.
In Table 1 we list descriptions and acronyms for the three

different correction schemes considered in this work. They consist
of a standard charge correction without a band edge shift
(no_bes), an averaged ESP-referenced band edge shift (bes), and
the same band edge shift with the previously described free
carrier shift (bes_free). Additional correction schemes have been
proposed to specify the movement of occupied defect levels lying
within the gap. For example, one can project the single-particle
defect wavefunction onto valence and conduction wavefunctions
to produce a percentage of VB and CB character, which can then
be used to shift the defect band16. An approach for performing
this defect level projection correction was recently described and
implemented in the open-source Python code Pawpyseed, as
detailed by Bystrom et al.70. This correction, along with the basic
scissor operator approach, was considered in the analysis of this
benchmark study but did not substantially improve results relative
to the other corrections. We therefore restrict analysis in this
manuscript to results produced from the correction schemes
outlined in Table 1.
It is worth noting that the delocalization of free carriers is

exacerbated by the underestimation of the band gap, and the free
carrier shift methodology neglects many important contributions
to the formation energy. For example, the relaxation energy
associated with charge localization around a defect often requires

a higher level of theory to accurately capture. The localization of
charge around a defect is a major reason for justifying the use of
more computationally intensive methods such as hybrid func-
tionals. Further, the ability to produce a “fully ionized defect” (a
defect which has not captured any extra charge from the bulk)
proves difficult to achieve with semi-local functional approaches
—particularly in systems with smaller band gaps (<2 eV). As of yet,
no reliable methodology exists for further correcting semi-local
calculations to account for these additional errors associated with
charge delocalization, and they are a source for some of the
remaining errors relative to the benchmark results reported below.

Benchmark data set
For this work, we benchmark defect properties calculated by GGA,
with the correction schemes described earlier, against a set of 245
previously published “gold standard” defect calculations carried
out with careful implementation of hybrid functionals48–57. The
chemistry and types of defects explored in the benchmark set are
displayed in Fig. 3.
For the remainder of this Section, we present and analyze the

differences between hybrid and GGA-PBE-based results (referred
to in what follows as “errors” associated with the GGA-based
approaches) for (i) transition levels, (ii) formation energies, (iii)
Fermi levels, and (iv) dopability limits. For the calculations of
properties in (ii)–(iv), a choice for the chemical potentials was
required. To ensure a consistent comparison, these quantities
were calculated from the phase diagram produced by the same
level of theory; i.e., using the same PAW potentials and exchange
correlations as the defect calculations. Limiting facets of the GGA
and hybrid phase diagrams were chosen to be consistent with
that of previously published work48–57. The Supplementary
Information (Supplementary Table 2) lists the facets used to
compute the chemical potentials for each bulk system in this
study.
For all four properties (i)-(iv) considered in this work, we analyze

the errors resulting from the different correction combinations
outlined in Table 1 and described in detail in the previous
subsection. For each system considered, we analyze the same set
of defects and charge states for both hybrid and GGA. To compute
hybrid formation energies and their associated charge corrections
(i.e., image corrections and potential alignment using the method
by Freysoldt et al.), raw data for every hybrid calculation was
inserted into the defect database structure described in the
Supplementary Information. After successful integration into the
database, the workflow infrastructure was used to compute
formation energy corrections and other relevant defect phase
diagram information.
The primary motivation of this work is to benchmark the

performance of automated, semi-local point defect calculations.
For automation purposes, a single hybrid functional approach was
chosen—namely, the choice of 25% exact exchange as imple-
mented by Heyd, Scuseria, and Ernzerhof (HSE06)25—which has
been shown to balance computational efficiency with significant
improvements in thermochemical results relative to semi-local

Table 1. Overview of correction schemes used in this work.

Name Acronym Description

Charge correction (No band edge shift) no_bes Charge correction with semi-local band gap unmodified

Charge correction with band edge shift bes Charge correction with band edge shifts for the two band edges via a common reference
point (average electrostatic potential)

Charge correction, band edge shift and free
carrier shift

bes_free Same charge correction and band edge shift as bes, with shifting of “free carriers” with their
respective band edge extrema

Note that all approaches include charge corrections (as in no_bes).

D. Broberg et al.

4

npj Computational Materials (2023)    72 Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences



DFT71. As a result of the different (non-HSE06) hybrid implementa-
tions that exist within the benchmark set, some differences exist
between the computed band gaps of the previously published
data and those generated by the automated defect workflow.
Details on computed band gaps, as well as the hybrid version
which was used in each bulk system in previously published data,
is given in the Supplementary Information (Supplementary
Table 1).
While the automation workflow has the ability to rerun defect

calculations in larger supercells, in this study we chose to only run
supercell sizes which contained no more than 300 atoms. In
addition, no local perturbations around the defect site were
introduced at the beginning of the semi-local DFT relaxation.
Symmetry was also left on during the relaxation process to reduce
the computational cost. The hybrid calculations were performed
with more intelligent treatment of local symmetry, as detailed in
the previously published literature48–57. As noted later in this work,
these limitations make it difficult to distinguish errors which are
artifacts of the calculation setup (local structural initialization or
supercell size) from errors which are due to the intrinsic limitations
of the GGA-PBE functional approach. Improvements in automated,
semi-local GGA-PBE through the introduction of local perturba-
tions or increased supercell sizes should be investigated in future
work. In the discussion that follows, we make a point of calling
attention to errors which may be improved with such approaches.

Thermodynamic transition levels
Figure 4 shows the differences in calculated thermodynamic
transition levels (Eq. (2)) between the GGA and hybrid calculations.
The no_bes correction has the largest error of the three

corrections considered, with a mean absolute error (MAE) of
0.7 eV and a mean error of -0.6 eV. The bes and bes_free
corrections improve performance relative to no_bes, with mean
errors within ±0.2 eV and MAEs of 0.4 eV. For these two
corrections, the largest errors mostly occur for transition levels
lying outside the band gap: Out of 301 transition levels lying
inside the gap as hybrid calculations, 88% of the bes-corrected
transition levels have absolute errors <0.5 eV, while only 23% of
the 105 outside-of-gap transition levels fall within this error range.
The errors are on average negative for the uncorrected transition
levels, implying that GGA tends to underestimate the transition
levels. The bes correction has the tendency to reduce the
magnitude of the errors and increase their values such that the
average error becomes slightly positive. The bes_free correction
tends to shift the errors to slightly more negative values relative to
bes.

Fig. 4 Distribution of thermodynamic transition level errors (GGA
—hybrid). Violin plots, for the three corrections under considera-
tion, showing distribution of differences in the thermodynamic
transition levels (in eV) between GGA and hybrid calculations.

Fig. 3 Overview of point defect calculations considered in this work. a Total number of defects, broken down by defect type. b Defects
broken down by crystal system and spacegroup symbol for the host crystalline compound. c Total number of defects, by type, for each
chemistry and structure type.
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While quantitative assessments are useful for comparing
directly with experiment, it can be useful for the purpose of
property screening to consider the more qualitative classification
of the transition levels as being deep or shallow, related to
whether they would be expected to be problematic or not for
optoelectronic applications. To assess the ability of high-
throughput semi-local approaches for screening in this qualitative
manner, we graphically display the success of the three correction
schemes at predicting deep and shallow levels in Fig. 5. This
information is displayed in the style of a “confusion matrix”, where
“True” values are those determined by the hybrid calculations. For
example, the upper left hand number in Fig. 5 shows the no_bes
correction successfully predicted 96.6% of the shallow transition
levels near the conduction band. For this analysis, a transition level
in the window of 25–75% of the gap is considered a “deep” level,
and anything outside of that window is considered a “shallow”
level. Shallow defects can be associated with the conduction band
(shown in blue) or with the valence band (shown in orange). For
each correction scheme, the left side shows the number (and
percentage) that are predicted True, while the right side shows
False predictions relative to the hybrid calculation. Overall success
rates for the no_bes, bes, and bes_free corrections are 87.3%,
79.4%, and 85.8%, respectively. For estimating both shallow and
deep transition levels, the no_bes correction performs best, with a
total success rate of 87.3%, while the bes correction improves at
predicting deep levels, with a 89.3% success rate.
For classifying the levels as shallow or deep, the bes correction

showed improved prediction success for deep levels. This is
consistent with the fact that hybrid calculations often achieve
larger local relaxation than semi-local calculations (resulting in
deeper transition levels) and suggests that this relaxation error can
be partially accounted for by opening up the band gap with a
band edge shift. Upon incorporating a free carrier shift to the
band edge shift correction (bes_free), the number of correctly
predicted shallow levels is increased, but the number of correctly
predicted deep levels is reduced. The net result is a success rate of
85.8% for the bes_free correction, which is an improvement
relative to the bes correction’s 79.4% total success rate, but a

decrease relative to the no_bes success rate. This suggests that
the free carrier shift improves the description of a shallow level
defect after a band edge shift, but the shift is less helpful when
applied to a deep level defect.

Formation energies
Figure 6 displays the error distribution for formation energies with
a Fermi level set equal to the VBM—a value that was chosen to
maintain consistency across all systems. Note that the “true” Fermi
level is fixed by charge neutrality after consideration of all defects
present. The chemical potentials were set to be comparable
between the hybrid and semi-local computations as described
earlier. The MAE in formation energy decreases from 1.58 to 1.24
and 0.98 eV for the no_bes, bes, and bes_free corrections,
respectively. The distribution of errors also skew less negative
with increasing correction complexity, with the respective mean
errors being -0.95, -0.84, and -0.39 eV.
Many of the errors in formation energies shown in Fig. 6 are

very large compared to thermal energies and would thus lead to
several orders of magnitude inaccuracies in calculations of the
corresponding equilibrium defect concentrations. It is thus
important to analyze these results further with an emphasis on
understanding the reliability of predictions for low-energy defects,

Fig. 5 Graphical confusion matrix for transition level predictions by each correction scheme. Three confusion matrices (one for each
correction scheme) showing the number (and percentage) of True/False predictions, relative to the hybrid prediction, for shallow levels in the
conduction band (blue), deep levels (white), or shallow levels in the valence band (orange). “Deep” is defined as a transition level in the
window of 25–75% of the band gap.

Fig. 6 Distribution of formation energy errors (GGA—hybrid).
Violin plots, for the three corrections under consideration, showing
distribution of differences in defect formation energies (in eV)
between GGA and hybrid calculations. Fermi levels are set equal to
the VBM, as described in the text.
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as these have the highest concentrations and dominate in
determining the Fermi level and carrier concentrations. For this
analysis, we consider the “lower hull” of stable defects (from the
hybrid functional benchmark results) which comprise the set of
charged defects which are stable at any value of the Fermi level as
it varies across the band gap.
When considering formation energy errors for the lower hull of

stable defects, the semi-local functional correctly accounts for the
stability of defects lying on the lower hull with success rates of
90%, 97.5%, and 90% for the no_bes, bes and bes_free
corrections, respectively. Importantly, even in cases where the
semi-local functionals do not predict the correct dominant defect,
those defects that are predicted to be on the lower hull in the
hybrid calculations all lie within 0.1 eV of the lower hull in the
semi-local calculations with the bes correction. For the no_bes and
bes_free corrections, an additional four defects lie in the range of
0.35–0.6 eV above the hull. To illustrate this analysis, Fig. 7
compares the energy above hull for each defect calculated with
GGA (x-axis) and hybrid (y-axis) functionals. Each datapoint
represents a single defect type in a specific charge state, with
coloring according to the absolute formation energy error. While
Fig. 7 only displays data for bes corrected defects, the results are

qualitatively similar for all three corrections analyzed in this work.
Data points lying to the right of the red dashed line have a larger
distance to the lower defect hull in GGA than with hybrid. As
stated earlier, the bes correction method produces above lower-
hull values of <0.1 eV for all defects that lie on the lower hull in the
hybrid calculation (y= 0). It is also noteworthy that larger absolute
formation energy errors are produced at larger above-hull values
(where the defects are less likely to influence the defect
concentrations).
Overall, the results in this section suggest that while formation

energies calculated from semi-local functionals can yield large
errors that are only partially improved by the use of the different
correction schemes, they can still yield information that is valuable
for materials screening. Specifically, there is high success at
predicting those defects that lie on or near the lower formation
energy hull. Thus, if a higher level of accuracy is desired for a set of
defects, an initial screening with GGA can be reliably followed up
with calculations of lower-energy defects at a higher level of
theory. For the defects in this study, if GGA were used to screen for
defects which come within 0.5 eV of the ground hull, then the
reduction in the number of the calculations would be 52%, 49%,
and 56%, for the no_bes, bes, and bes_free corrections,
respectively. By avoiding excessive screening with higher levels
of theory, this speeds up the process of screening for electronic
material properties of interest.

Fermi levels
Fermi levels were computed using the charge neutrality condition
given by Eq. (3), at room temperature (300 K). While this work only
focuses on a select set of defects for each bulk system, the true
Fermi level depends on many factors, including the potential for
multiple extrinsic “impurities” (i.e., defects that are not intrinsic),
and the possibility of non-equilibrium growth processes leading to
defect concentrations that differ from their equilibrium thermo-
dynamic values. Regardless, the use of identical defects and
identical thermodynamic conditions in the present benchmarking
analysis provides the framework for an appropriate comparison
between the predictions of hybrid and semi-local approaches.
Specifically, the prescribed set of chemical potential values and a
fixed set of possible defects suffice to define a value of the Fermi
energy from the calculated formation energies, even if this value
differs from that of a real material grown under non-equilibrium
conditions. We choose to omit systems which have only one
defect in consideration, given that a single defect is insufficient to
adequately compute the Fermi level. We also chose to omit
systems with negligible carrier concentrations and without a clear
pinning point for two defects to charge compensate each other.
Such systems result in a Fermi level that is primarily dictated by

Fig. 7 Minimum distance of defect formation energy from lower
hull. Comparison of the minimum distance from the formation
energy of a defect to the lower hull of stable charged defects (the
set of lowest formation energies for all values of the Fermi energy
across the gap), as calculated by hybrid functionals (y-axis) versus
GGA-PBE functionals with the bes correction scheme. Each
datapoint corresponds to a single defect type in a single charge
state, and the coloring corresponds to errors in formation energy
with the Fermi level set at the VBM. The red dashed line corresponds
to equality between the hybrid and GGA-PBE bes-corrected results.
(y= x line).

Fig. 8 Distribution of Fermi level errors (GGA—hybrid). Distribution of differences in Fermi level values, calculated as a percentage of the
band gap, between GGA and hybrid calculations for each of the three correction schemes. Each Fermi level is evaluated using the charge
neutrality condition given by Eq. (3), at room temperature.
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averaging the bulk band edges and are therefore overly reliant on
the density of states. The omission of such systems resulted in a
total of 8 Fermi level values calculated for each correction scheme.
These error values are displayed in Fig. 8, with differences in the
values of the Fermi energies scaled by the band gap. All formation
energies and Fermi level positions are plotted in the Supplemen-
tary Information.
For all three correction schemes, the errors in the scaled Fermi

energies are confined to a window of ± 21%, with mean absolute
errors of 5.5%, 6.5%, and 5.8% for the no_bes, bes, and bes_free
corrections, respectively. The primary outlier for the no_bes
correction is TiO2, which has an error of −21% due to the high
formation energy for the 2+ oxygen vacancy. This formation
energy was subsequently lowered upon the application of the bes
and bes_free correction schemes, which act to renormalize the
values of the Fermi level (as discussed in Section 2.2); these
corrections reduce the error to -14% and -9% for the bes and
bes_free corrections, respectively.
The largest outlier observed for the results involving Fermi level

renormalized corrections was BaZrO3, with an error of 15% for
both the bes and bes_free corrections. The Fermi level pinning
caused by the oxygen vacancy and the Sc on Zr substitution under
the no_bes correction was not substantially modified, on an
absolute scale, upon Fermi level renormalization. Therefore, the
application of an asymmetric shift of the CBM by 2.5 eV more than
the VBM resulted in a Fermi level pinning in the middle of the gap.
This suggests a limitation in the band edge shift approach where
key features of the electronic structure (e.g., hybridization within
the valence band and the resulting coupling with defects) are
more drastically impacted by the choice of functional.
By classifying hybrid-determined Fermi levels in the upper half

of the gap as n-type and hybrid-determined Fermi levels in the
lower half of the gap as p-type, a general trend emerges that the
results derived from semi-local functionals have more negative
errors for n-type systems and more positive errors for p-type
systems (although we acknowledge that there is only one p-type
material in this data set). This trend holds for all of the semi-local
functional results that made use of corrections involving Fermi
level renormalization (i.e., bes and bes_free corrections) and
indicates that Fermi levels determined by these methods are
closer to the middle of the gap than those predicted by hybrid
calculations. While future studies with expanded datasets should
continue to explore the systematic skewing of the Fermi level
toward the middle of the gap for semi-local calculations with band
edge shifts, this observed correlation suggests that Fermi levels
lying closer to the band edges may be more reliable than those
calculated in the middle of the gap. This has interesting
implications for future high-throughput studies and should be
investigated further, given the limited size of the Fermi level
dataset considered in this work.
When considering calculations of the Fermi level in a high-

throughput study, it is useful to consider the determination of
dominant carrier type (i.e., n-type or p-type). Given this, it is
noteworthy that all three correction schemes for the semi-local
functional results are nearly perfect in predicting the carrier types
for the 8 materials considered. The one exception is CaZrO3, which
has a hybrid Fermi level located 55% of the way across the gap
and is therefore predicted to be n-type, while the no_bes Fermi
level is 46% across the gap and predicted to be p-type. This value
is moved to the upper half of the gap with the application of the
bes and bes_free correction schemes. Overall, the success in the
classification of carrier types provides motivation for the use of
corrections involving band-egde shifting within future high-
throughput studies.

Dopability limits
Dopability limits, defined by the values of the Fermi level at which
formation energies become negative, can provide an indication of
the dopability of a material. The upper dopability limit would
prevent the Fermi level from getting closer to the CBM (an
electron killer), while the lower dopability limit would prevent the
Fermi level from getting closer to the VBM (a hole killer). Errors for
22 (21) upper (lower) dopability limits are displayed in Fig. 9. As for
the formation energies and Fermi level results, the comparison
between hybrid and semi-local functional dopability is done with
a specific set of chemical potentials as described earlier. For the
upper dopability limit, errors generally improve with increasing
correction complexity, with average error values of −1.04, −0.33,
and −0.31 eV for the no_bes, bes, and bes_free corrections,
respectively. For the lower dopability limit, errors for the no_bes
correction are spread uniformly around zero, resulting in a
relatively small average value of −0.17 eV, but a much larger
value of 0.65 eV for the MAE. The application of Fermi level
renormalization through the bes correction results in a positive
shift in the average error to 0.55 eV and an MAE of 0.66 eV. The
application of the bes_free correction results in the smallest errors,
with an average error of −0.09 eV and an MAE of 0.44 eV. Overall,
the bes_free correction improves error relative to no_bes,
increasing the number of systems within 0.2 eV of the correct
upper-limit (lower-limit) dopability from 1 (3) to 8 (9). Similar
improvements were made with the bes correction, but with a
wider variation in errors for the lower-limit dopability.
As in previous sections, it is worthwhile to consider the extent

to which semi-local functionals can be used for qualitative high-
throughput screening of dopability. The purpose of dopability
consideration in a high-throughput study would likely be to
screen for materials which can or cannot be doped with a certain
carrier type. The lower dopability limit produces hole killers which
limit the possibility of p-type doping, while the upper dopability
limit produces electron killers which limit the possibility for n-type
doping. Using the metric that any dopability limit within 10% of
the band gap away from the band edges is a free carrier-killer,
Fig. 10 displays graphical confusion matrices for deciding whether
it is possible to dope a system n-type or p-type for the upper and
lower limit dopabilities, respectively. Overall, the three correction
schemes or semi-local functionals perform identically, with a total
success rate of 90.7%, for all three corrections.
A noteworthy limitation of this dataset is an overreliance on

cation-site defects, which frequently act as electron killers and

Fig. 9 Distribution of dopability limit errors (GGA—hybrid).
Distribution of differences in dopability values (in eV) in 22 upper
and 21 lower dopability limits, as determined by the Fermi level
where defect formation energies first become negative.
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have lower formation energies close to the CBM. With this in mind,
it is worth noting that prediction of p-type behavior displayed in
Fig. 10 is generally less ambiguous across the corrections
implemented, as a result of there being fewer defects with low
formation energies near the VBM. Future studies with similar goals
to this work should aim to include more anion-based or “hole
killer” defects, to avoid this issue. Despite this limitation, it is worth
calling attention to the general success of correctly predicting
defects that prevent doping (true positives for “Not Dopable”
prediction in both n-type and p-type cases) for every correction
method. This suggests that an effective strategy for high-
throughput screening could be to use semi-local calculations to
filter systems which are clearly not dopable, with hybrid functional
approaches being used to further cull the list of available
candidates for an application of interest. Such an approach is a
subject for future work with a more comprehensive set of defects
represented. Overall, the general success of all three correction
methods provides motivation for future high-throughput screen-
ing studies of bulk materials with the potential for doping.

Insights for high-throughput computation of point defects
High-throughput computation for materials discovery is a
relatively nascent field which endeavors to speed up time-
consuming growth and characterization experiments in efforts to
discover and design materials with targeted combinations of
properties for a given envisioned technological application. In the
context of point defect calculations in semiconductors and
insulators, valuable information about the dominant type of ionic
defect and electronic carrier type, as well as the extent to which
their concentrations can be altered by extrinsic doping, can be
gleaned from DFT-based calculations. These defect quantities are

critically important for controlling optoelectronic, magnetic, ionic
transport, and thermodynamic properties. Nevertheless, despite
their importance for materials discovery and design, no large-scale
databases of high-throughput calculated defect properties have
been developed to date. This is likely due to the computational
cost of hybrid functional approaches, which are frequently used in
“low-throughput” for a single material system, due to their
reduction of band gap and self-interaction errors relative to
semi-local DFT functionals.
To assess the degree to which these more computationally

efficient semi-local functionals can be used in the context of high-
throughput screening of defect properties, this work presented a
fully automated workflow that was used to benchmark the
performance of defect calculations based on semi-local DFT with
three different sets of a-posteriori corrections (no_bes, bes and
bes_free). The accuracy of each approach was assessed by
comparing the semi-local DFT predictions to a benchmark set of
245 previously published hybrid calculations for four different
classes of defect properties: thermodynamic transition levels,
formation energies, Fermi levels, and dopability limits. For several
of these quantities, statistically similar errors relative to hybrid
values were obtained from the semi-local functionals, indepen-
dent of the correction scheme. However, strong performance and
consistency across all four defect quantities was achieved with the
bes_free scheme.
In Table 2, we summarize the results of bes_free-corrected semi-

local DFT calculations of point defect properties compared to the
benchmark hybrid functional results. These results show an
average error for all quantities ranging from 0.2–0.4 eV, with a
tighter uncertainty (given by the standard deviation of errors) for
transition levels (±0.3 eV) and a wider spread for errors in

Fig. 10 Graphical confusion matrices for potential doping as determined by the dopability limit. Possible p-type doping is determined
from a lower dopability limit of <0.1 of the band gap, while possible n-type doping is determined by an upper dopability limit >0.9 of the
band gap. For each correction method, the number (and percentage) of True/False predictions for dopability, relative to the hybrid prediction
is shown for n-type dopability (allowing Fermi levels closer to the conduction band, in blue) and p-type dopability (allowing Fermi levels closer
to the valence band, in orange).

Table 2. Summary of quantitative and qualitative errors with the bes_free correction.

Value Quantitative result Qualitative result

Thermodynamic transition levels −0.2 ± 0.3 eV avg. error 86% success rate in deep/shallow classification

Formation energies −0.4 ± 1.9 eV avg. error Near-perfect description of stable defects across the gap

Fermi levels −0.15 eV avg. error (6 out of 8 systems within 0.3 eV) 100% success rate for p-type/n-type classification

Dopability limits −0.2 eV avg. error (31 out of 43 within 0.5 eV) 91% success rate for doping potential classification

Table provides a summary of performance by the bes_free correction scheme for quantification and qualification of defect properties analyzed in this work.
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formation energies (±1.9 eV). Uncertainties for the Fermi level and
dopability limits are not reported, given the limited size of the
data set. For qualitative results, partial success was demonstrated
for transition levels, with a 86% classification success rate for
determining whether a level was shallow or deep. Near perfect
qualitative success was shown for stable defects across the gap
and for the classification of Fermi levels as p-type or n-type.
Categorization of the potential dopability of a material also
demonstrated an 91% success rate.
Given these results, semi-local defect calculations with band

edge shifting corrections, performed using fully automated, high-
throughput workflows show promise for initial screening over
defect properties. In particular, the results of this study suggest
semi-local defect calculations with a-posteriori corrections are
successful in qualitatively describing whether a defect is char-
acterized by deep vs. shallow transition levels, the dominant
defect and carrier (p or n) type, and dopability limits. With this in
mind, it is possible to imagine an efficient screening procedure
whereby semi-local functionals with a-posteriori corrections can be
used to assess defects and charge states of interest within a
chemical composition, and then can be followed up with more
computationally intensive hybrid approaches at a higher level of
accuracy. While such an approach shows promise, we emphasize
that it may miss important exceptions resulting from non-
equilibrium growth processes and/or from inaccuracies in the
calculations, such as severe deficiencies in the underlying
electronic structure of the host material.
Future work remains to be done on understanding the

quantitative performance of semi-local functional calculations of
defect properties - especially for reducing formation energy errors.
For example, empirically-derived relaxation energy corrections for
delocalized defect states may prove useful for reducing errors in
formation energies and thermodynamic transition levels in the
future. Given the size of the test set considered here, it is possible
that additional classification or screening schemes for reducing
error and identifying “delocalization” can be derived. Overall, we
hope this study proves to be a useful first step in future large-scale
studies looking to improve the potential for high-throughput DFT
screening procedures to be performed on point defect properties.

METHODS
Several tools have been developed recently to aid in the
automation of defect calculations17–19. This includes the Python
Charged Defect Toolkit (PyCDT) produced by some of the authors
of this manuscript17. Despite the work done to improve the setup
and analysis stages of performing defect calculations, there is yet
to be a demonstration of a fully automated workflow that is widely
distributed and used by the community. To this end, we have
merged the essential functionalities of PyCDT into the pymat-
gen72, atomate73 and maggma74 code bases to produce a fully
automated defect workflow which is compatible with the
Materials Project infrastructure75. Details on the workflow and
database design are outlined in the Supplementary Information.
All DFT calculations in this study were performed in a plane-

wave basis set using the Projector-Augmented Wave (PAW)
method76, as implemented in the Vienna Ab-initio Simulation
Package (VASP)77,78. For the automated semi-local defect calcula-
tions, we make use of the Perdew-Burke-Ernzerhof generalized
gradient approximation (GGA-PBE)23, a plane-wave cutoff of
520 eV, and a gamma-centered k-point grid with a density of
100 k-points per Å−3. This k-point density is twice that used to
perform converged structural relaxations in the standard Materials
Project infrastructure75. All calculations were performed spin-
polarized. The positions of the atoms were relaxed within the
supercell, the overall shape and volume of which was fixed at
values dictated by the reference bulk (non-defected) crystal
structure. The structural relaxations were performed with an

energy tolerance of 10−3 eV. In all calculations, the tolerance for
the electronic self-consistency was 10−4 eV. For the computational
details of all hybrid calculations, the reader is referred to the
previously published work from which the benchmark data is
gathered48–57.
Point defect formation energy formalism details, as well as

details regarding the chemistries and defects analyzed, were
outlined in the previous section.

DATA AVAILABILITY
The data that supports this paper is available on MPContribs: https://doi.org/
10.17188/mpcontribs/1907859.

CODE AVAILABILITY
The codes used to carry out this work are described and referenced in the Methods
section and are available free-of-charge with the exception of VASP.

Received: 27 January 2021; Accepted: 3 April 2023;

REFERENCES
1. Hautier, G. Finding the needle in the haystack: materials discovery and design

through computational ab initio high-throughput screening. Comput. Mater. Sci.
163, 108–116 (2019).

2. Körbel, S., Marques, M. A. & Botti, S. Stability and electronic properties of new
inorganic perovskites from high-throughput ab initio calculations. J. Mater. Chem.
C. 4, 3157–3167 (2016).

3. Chen, W. et al. Understanding thermoelectric properties from high-throughput
calculations: trends, insights, and comparisons with experiment. J. Mater. Chem.
C. 4, 4414–4426 (2016).

4. Gómez-Bombarelli, R. et al. Design of efficient molecular organic light-emitting
diodes by a high-throughput virtual screening and experimental approach. Nat.
Mater. 15, 1120–1127 (2016).

5. Gautier, R. et al. Prediction and accelerated laboratory discovery of previously
unknown 18-electron ABX compounds. Nat. Chem. 7, 308 (2015).

6. Luo, S., Li, T., Wang, X., Faizan, M. & Zhang, L. High-throughput computational
materials screening and discovery of optoelectronic semiconductors. Wiley
Interdiscip. Rev. Comput. Mol. Sci. 11, e1489 (2020).

7. Davies, D. W., Butler, K. T. & Walsh, A. Data-driven discovery of photoactive
quaternary oxides using first-principles machine learning. Chem. Mater. 31,
7221–7230 (2019).

8. Choudhary, K., Garrity, K. F. & Tavazza, F. Data-driven discovery of 3D and 2D
thermoelectric materials. J. Phys. Condens. Matter 32, 475501 (2020).

9. Carrete, J., Li, W., Mingo, N., Wang, S. & Curtarolo, S. Finding unprecedentedly
low-thermal-conductivity half-heusler semiconductors via high-throughput
materials modeling. Phys. Rev. X. 4, 011019 (2014).

10. Brunin, G., Ricci, F., Ha, V. A., Rignanese, G. M. & Hautier, G. Transparent con-
ducting materials discovery using high-throughput computing. NPJ Comput.
Mater. 5, 63 (2019).

11. Woods-Robinson, R. et al. Assessing high-throughput descriptors for prediction of
transparent conductors. Chem. Mater. 30, 8375–8389 (2018).

12. Brandt, R. E., Stevanović, V., Ginley, D. S. & Buonassisi, T. Identifying defect-
tolerant semiconductors with high minority-carrier lifetimes: beyond hybrid lead
halide perovskites. MRS Commun. 5, 265–275 (2015).

13. Choudhary, K. et al. High-throughput density functional perturbation theory and
machine learning predictions of infrared, piezoelectric, and dielectric responses.
NPJ Comput. Mater. 6, 64 (2020).

14. Freysoldt, C. et al. First-principles calculations for point defects in solids. Rev. Mod.
Phys. 86, 253–305 (2014).

15. Van de Walle, C. G. & Neugebauer, J. First-principles calculations for defects and
impurities: applications to III-nitrides. J. Appl. Phys. 95, 3851–3879 (2004).

16. Lany, S. & Zunger, A. Assessment of correction methods for the band-gap pro-
blem and for finite-size effects in supercell defect calculations: case studies for
ZnO and GaAs. Phys. Rev. B. 78, 235104 (2008).

17. Broberg, D. et al. PyCDT: a python toolkit for modeling point defects in semi-
conductors and insulators. Comput Phys. Commun. 226, 165–179 (2018).

18. Goyal, A., Gorai, P., Peng, H., Lany, S. & Stevanović, V. A computational fra-
mework for automation of point defect calculations. Comput. Mater. Sci. 130,
1–9 (2017).

D. Broberg et al.

10

npj Computational Materials (2023)    72 Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences

https://doi.org/10.17188/mpcontribs/1907859
https://doi.org/10.17188/mpcontribs/1907859


19. Naik, M. H. & Jain, M. CoFFEE: corrections for formation energy and eigenvalues
for charged defect simulations. Comput Phys. Commun. 226, 114–126 (2018).

20. Curtarolo, S. et al. The high-throughput highway to computational materials
design. Nat. Mater. 12, 191 (2013).

21. Davidsson, J., Ivady, V., Armiento, R. & Abrikosov, I. High-Throughput Identification
of Point Defects in SiC. https://ui.adsabs.harvard.edu/abs/2022APS..MARG67012D/
abstract (2020).

22. Bhattacharya, S., Chmielowski, R., Dennler, G. & Madsen, G. K. Novel ternary
sulfide thermoelectric materials from high throughput transport and defect cal-
culations. J. Mater. Chem. A. 4, 11086–11093 (2016).

23. Perdew, J. P., Burke, K. & Ernzerhof, M. Generalized gradient approximation made
simple. Phys. Rev. Lett. 77, 3865 (1996).

24. Becke, A. D. A new mixing of Hartree–Fock and local density-functional theories.
J. Chem. Phys. 98, 1372–1377 (1993).

25. Heyd, J., Scuseria, G. & Ernzerhof, M. Hybrid functionals based on a screened
coulomb potential. J. Chem. Phys. 118, 8207–8215 (2003).

26. Lyons, J. L. & Van de Walle, C. G. Computationally predicted energies and
properties of defects in GaN. NPJ Comput. Mater. 3, 12 (2017).

27. Canepa, P., Sai Gautam, G., Broberg, D., Bo, S.-H. & Ceder, G. Role of point defects
in spinel mg chalcogenide conductors. Chem. Mater. 29, 9657–9667 (2017).

28. Dahliah, D., Rignanese, G. M. & Hautier, G. Defect compensation in the p-type
transparent oxide Ba2BiTaO6. J. Mater. Chem. C. 8, 9352–9357 (2020).

29. Peng, H. et al. Convergence of density and hybrid functional defect calculations
for compound semiconductors. Phys. Rev. B. 88, 115201 (2013).

30. Zhang, X., Turiansky, M. E., Shen, J.-X. & Van de Walle, C. G. Iodine interstitials as a
cause of nonradiative recombination in hybrid perovskites. Phys. Rev. B. 101,
140101 (2020).

31. KC, S., Rowberg, A. J. E., Weston, L. & Van de Walle, C. G. First-principles study of
antisite defects in perovskite stannates. J. Appl. Phys. 126, 195701 (2019).

32. Chatratin, I. et al. Role of point defects in the electrical and optical properties of
In2O3. Phys. Rev. Mater. 3, 074604 (2019).

33. Lyons, J. L., Varley, J. B., Steiauf, D., Janotti, A. & Van de Walle, C. G. First-principles
characterization of native-defect-related optical transitions in ZnO. J. Appl. Phys.
122, 035704 (2017).

34. Weston, L., Janotti, A., Cui, X. Y., Stampfl, C. & Van de Walle, C. G. Hybrid functional
calculations of point defects and hydrogen in SrZrO3. Phys. Rev. B. 89, 184109
(2014).

35. Pan, J., Metzger, W. K. & Lany, S. Spin-orbit coupling effects on predicting defect
properties with hybrid functionals: a case study in CdTe. Phys. Rev. B. 98, 054108
(2018).

36. Wickramaratne, D. et al. Deep-Level Defects and Impurities in InGaN Alloys. Phys.
Status Solidi B Basic Res. 257, 1900534 (2020).

37. Lewis, D. K., Ramasubramaniam, A. & Sharifzadeh, S. Tuned and screened
range-separated hybrid density functional theory for describing electronic and
optical properties of defective gallium nitride. Phys. Rev. Mater. 4, 063803
(2020).

38. Deák, P., Lorke, M., Aradi, B. & Frauenheim, T. Optimized hybrid functionals for
defect calculations in semiconductors. J. Appl. Phys. 126, 130901 (2019).

39. Chen, W. & Pasquarello, A. Accuracy of GW for calculating defect energy levels in
solids. Phys. Rev. B. 96, 020101 (2017).

40. Van de Walle, C. G. & Janotti, A. Advances in electronic structure methods for
defects and impurities in solids. Phys. Status Solidi B Basic Res. 248, 19–27 (2011).

41. Lewis, D. K. & Sharifzadeh, S. Modeling excited states of point defects in materials
from many-body perturbation theory. ACS Mater. Lett. 3, 862–874 (2021).

42. Lin, L. Adaptively compressed exchange operator. J. Chem. Theory Comput. 12,
2242–2249 (2016).

43. Carnimeo, I., Baroni, S. & Giannozzi, P. Fast hybrid density-functional computa-
tions using plane-wave basis sets. Electron. Struct. 1, 015009 (2019).

44. Vinson, J. Faster exact exchange in periodic systems using single-precision
arithmetic. J. Chem. Phys. 153, 204106 (2020).

45. Sluydts, M., Pieters, M., Vanhellemont, J., Van Speybroeck, V. & Cottenier, S. High-
throughput screening of extrinsic point defect properties in Si and Ge: Database
and applications. Chem. Mater. 29, 975–984 (2017).

46. Freysoldt, C. et al. Electron and chemical reservoir corrections for point-defect
formation energies. Phys. Rev. B. 93, 165206 (2016).

47. Chevrier, V. L., Ong, S. P., Armiento, R., Chan, M. K. Y. & Ceder, G. Hybrid density
functional calculations of redox potentials and formation energies of transition
metal compounds. Phys. Rev. B. 82, 075122 (2010).

48. Rowberg, A. J. E., Weston, L. & Van de Walle, C. G. Optimizing proton conductivity
in zirconates through defect engineering. ACS Appl. Energy Mater. 2, 2611–2619
(2019).

49. Rowberg, A. J. E., Weston, L. & Van de Walle, C. G. Ion-transport engineering of
alkaline-earth hydrides for hydride electrolyte applications. Chem. Mater. 30,
5878–5885 (2018).

50. Varley, J. B., Samanta, A. & Lordi, V. Descriptor-based approach for the prediction
of cation vacancy formation energies and transition levels. J. Phys. Chem. Lett. 8,
5059–5063 (2017).

51. Varley, J. B., Lordi, V., Miglio, A. & Hautier, G. Electronic structure and defect
properties of B6O from hybrid functional and many-body perturbation theory
calculations: a possible ambipolar transparent conductor. Phys. Rev. B 90, 045205
(2014).

52. Dixon, S. et al. Transparent conducting n-type ZnO:Sc – synthesis, optoelectronic
properties and theoretical insight. J. Mater. Chem. C. 5, 7585–7597 (2017).

53. Quesada-Gonzalez, M. et al. Deeper understanding of interstitial Boron-doped
anatase thin films as a multifunctional layer through theory and experiment. J.
Phys. Chem. C. 122, 714–726 (2018).

54. Swallow, J. et al. Self-Compensation in transparent conducting F-Doped SnO2.
Adv. Funct. Mater. 28, 1701900 (2018).

55. Ponja, S. D. et al. Enhanced electrical properties of antimony doped tin oxide thin
films deposited via aerosol assisted chemical vapour deposition. J. Mater. Chem.
C. 6, 7257–7266 (2018).

56. Powell, M. et al. Phosphorus doped SnO2 thin films for transparent conducting
oxide applications: synthesis, optoelectronic properties and computational
models. Chem. Sci. 9, 7968–7980 (2018).

57. Adamski, N. et al. Hybrid functional study of native point defects and impurities
in ZnGeN2. J. Appl. Phys. 122, 195701 (2017).

58. Zhang, S. B. & Northrup, J. E. Chemical potential dependence of defect formation
energies in GaAs: application to Ga self-diffusion. Phys. Rev. Lett. 67, 2339–2342
(1991).

59. Wei, S.-H. & Zhang, S. B. Chemical trends of defect formation and doping limit in
II-VI semiconductors: the case of CdTe. Phys. Rev. B. 66, 155211 (2002).

60. Stevanović, V., Lany, S., Zhang, X. & Zunger, A. Correcting density functional
theory for accurate predictions of compound enthalpies of formation: Fitted
elemental-phase reference energies. Phys. Rev. B. 85, 115104 (2012).

61. Lany, S. & Zunger, A. Accurate prediction of defect properties in density func-
tional supercell calculations. Model. Simul. Mat. Sci. Eng. 17, 084002 (2009).

62. Castleton, C. W. M., Höglund, A. & Mirbt, S. Density functional theory calculations
of defect energies using supercells. Model. Simul. Mat. Sci. Eng. 17, 084003 (2009).

63. Komsa, H.-P., Rantala, T. T. & Pasquarello, A. Finite-size supercell correction
schemes for charged defect calculations. Phys. Rev. B. 86, 045112 (2012).

64. Freysoldt, C., Neugebauer, J. & Van de Walle, C. G. Fully Ab initio finite-size
corrections for charged-defect supercell calculations. Phys. Rev. Lett. 102, 016402
(2009).

65. Freysoldt, C., Neugebauer, J. & Van de Walle, C. G. Electrostatic interactions
between charged defects in supercells. Phys. Status Solidi B Basic Res. 248,
1067–1076 (2011).

66. Leslie, M. & Gillan, N. J. The energy and elastic dipole tensor of defects in ionic
crystals calculated by the supercell method. J. Phys. C. 18, 973–982 (1985).

67. Corsetti, F. & Mostofi, A. A. System-size convergence of point defect properties:
the case of the silicon vacancy. Phys. Rev. B. 84, 035209 (2011).

68. Alkauskas, A., Broqvist, P. & Pasquarello, A. Defect energy levels in density
functional calculations: alignment and band gap problem. Phys. Rev. Lett. 101,
046405 (2008).

69. Alkauskas, A., Broqvist, P. & Pasquarello, A. Defect levels through hybrid density
functionals: Insights and applications. Phys. Status Solidi B Basic Res. 248, 775–789
(2011).

70. Bystrom, K., Broberg, D., Dwaraknath, S., Persson, K. A. & Asta, M. Pawpyseed:
Perturbation-extrapolation band shifting corrections for point defect calculations.
arXiv https://doi.org/10.48550/arXiv.1904.11572 (2019).

71. Krukau, A., Vydrov, O., Izmaylov, A. & Scuseria, G. Influence of the exchange
screening parameter on the performance of screened hybrid functionals. J. Chem.
Phys. 125, 224106 (2006).

72. Ong, S. P. et al. Python materials genomics (pymatgen): a robust, open-source
python library for materials analysis. Comput. Mater. Sci. 68, 314–319 (2013).

73. Mathew, K. et al. Atomate: A high-level interface to generate, execute, and
analyze computational materials science workflows. Comput. Mater. Sci. 139,
140–152 (2017).

74. Dwaraknath, S. maggma. Github https://github.com/materialsproject/maggma
(2017).

75. Jain, A. et al. The Materials Project: a materials genome approach to accelerating
materials innovation. APL Mater. 1, 011002 (2013).

76. Blöchl, P. Projector augmented-wave method. Phys. Rev. B. 50, 17953–17979
(1994).

77. Kresse, G. & Hafner, J. Ab initio molecular-dynamics simulation of the liquid-
metal-amorphous-semiconductor transition in germanium. Phys. Rev. B. 49,
14251 (1994).

78. Kresse, G. & Furthmüller, J. Efficient iterative schemes for ab initio total-energy
calculations using a plane-wave basis set. Phys. Rev. B. 54, 11169–11186 (1996).

D. Broberg et al.

11

Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences npj Computational Materials (2023)    72 

https://ui.adsabs.harvard.edu/abs/2022APS..MARG67012D/abstract
https://ui.adsabs.harvard.edu/abs/2022APS..MARG67012D/abstract
https://doi.org/10.48550/arXiv.1904.11572
https://github.com/materialsproject/maggma


ACKNOWLEDGEMENTS
This work was primarily funded by the U.S. Department of Energy, Office of Science,
Office of Basic Energy Sciences, Materials Sciences and Engineering Division under
Contract No. DE-AC02-05-CH11231 : Materials Project program KC23MP. This research
used resources of the National Energy Research Scientific Computing Center, which is
supported by the Office of Science of the U.S. Department of Energy under Contract
No. DE-AC02-05-CH11231. This work was partially performed under the auspices of
the U.S. DOE by Lawrence Livermore National Laboratory under contract DE-AC52-
07NA27344. DB would like to thank Chris G. Van de Walle, Nick Adamski, Andrew
Rowberg, and Mark Turiansky along with all of the attendees of the 2018 Gordon
Research Conference for Point Defects in Semiconductors for many constructive
discussions on this paper’s topic.

AUTHOR CONTRIBUTIONS
D.B. contributed to the methodology, software, analysis and writing of the original
draft. K.B., S.S., D.D., and G.M.R. contributed to software, methodology, analysis, and
writing of the manuscript. B.A.D.W., L.W., D.O.S., and J.V. provided datasets and
contributed to writing and analysis of the manuscript. S.D. and K.A.P. contributed to
software and analysis used for this work. M.A. and G.H. were responsible for
supervision, writing and analysis throughout. All authors reviewed the final
manuscript.

COMPETING INTERESTS
The authors declare no competing interests.

ADDITIONAL INFORMATION
Supplementary information The online version contains supplementary material
available at https://doi.org/10.1038/s41524-023-01015-6.

Correspondence and requests for materials should be addressed to Geoffroy Hautier.

Reprints and permission information is available at http://www.nature.com/
reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims
in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in anymedium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this license, visit http://
creativecommons.org/licenses/by/4.0/.

© The Author(s) 2023

D. Broberg et al.

12

npj Computational Materials (2023)    72 Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences

https://doi.org/10.1038/s41524-023-01015-6
http://www.nature.com/reprints
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	High-throughput calculations of charged point defect properties with semi-local density functional theory—performance benchmarks for materials screening applications
	Introduction
	Results and discussion
	Point-defect property formalism
	Corrections
	Benchmark data set
	Thermodynamic transition levels
	Formation energies
	Fermi levels
	Dopability limits
	Insights for high-throughput computation of point defects

	Methods
	DATA AVAILABILITY
	References
	Acknowledgements
	Author contributions
	Competing interests
	ADDITIONAL INFORMATION




