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Abstract
The proposal for a regulation on the European Health Data Space (EHDS) is a much-awaited project. It aspires to create a harmonised framework – a common European data space – for the administration of health data (primary use) across Member States and the promotion of healthcare research and innovation (by establishing rules for the secondary use of health data). As such, although the EHDS proposal is a legal document, in its essence, it includes provisions that introduce not only legal, but also institutional, and technical-infrastructural changes. Overall, together with the Regulation 2017/745 on medical devices, the Data Governance Act (DGA), the Data Act, the AI Act, and the General Data Protection Regulation (GDPR), the EHDS proposal will complete the regulatory canvas for the use of health data in the European Union. Although we are supportive of the EHDS initiative, there are aspects of the proposal that require further debate, reconsideration, and amendments. Following previous work on potential power asymmetries encapsulated in the Proposal, in this commentary, we focus on the provisions of interoperability of the Electronic Health Record (EHR) systems (Ar. 14–32) as well as the provisions on the structure of Health Data Access bodies and their cross-border organisation (section 3). We recommend a series of amendments to orientate the EHDS project better to its constitutive goals: the promotion of public health research and respect for the rights of the individuals.
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Introduction

The proposal for a regulation on the European Health Data Space (EHDS) is a much-awaited project. It aspires to create a harmonised framework – a common European data space – for the administration of health data (primary use) across Member States and the promotion of healthcare research and innovation (by establishing rules for the secondary use of health data).\(^1\) As such, although the EHDS proposal is a legal document, in its essence, it includes provisions that introduce not only legal, but also substantial institutional, as well as technical-infrastructural, changes. Overall, together with the Regulation 2017/745 on medical devices, the Data Governance Act (DGA), the Data Act, the AI Act, and the General Data Protection Regulation (GDPR), the EHDS proposal will complete the regulatory canvas for the use of health data in the European Union (EU).

Although we are supportive of the EHDS initiative, there are aspects of the proposal that require further debate, reconsideration, and amendments. There is an ongoing body of work on various aspects of the Proposal.\(^2\) Following previous work on potential power asymmetries encapsulated in the Proposal, in this commentary, we focus on the provisions of/for interoperability of the Electronic Health Record (EHR) systems (Ar. 14–32) as well as the provisions on the structure of Health Data Access bodies and their cross-border organisation (section 3). We recommend a series of amendments to orientate the EHDS project better to its constitutive goals: the promotion of public health research and respect for the rights of the individuals. The proposal is currently under discussion at the Committee on Civil Liberties, Justice, and Home Affairs (LIBE) and the Committee on the Environment, Public Health, and Food Safety (ENVI), and the joint draft report is expected to be published at the end of March 2023. The commentary is based on the text of the proposal at the time of writing.

Interoperability and privacy in the EHR systems

The Proposal introduces new rules for manufacturers of EHR systems that wish to place their products and services in the EU market, thereby complementing the

---

existing regime established by the Regulation 2017/745 on medical devices and the Regulation (EU) 2017/746 on in vitro diagnostic medical devices. In particular, Articles 14–27 of the Proposal set out a self-regulatory scheme that invites manufacturers to declare their conformity with the general specifications of the Proposal and its Annex – specifications that are primarily linked to issues of interoperability and security. For instance, manufacturers of EHR systems will have to draw a declaration of conformity to the common specifications and the essential requirements laid down in Article 23 of the Proposal, its Annex, and any additional set of rules that will follow by means of implementing acts. In turn, entities that wish to import or distribute EHR systems in the EU market (e.g. Apple’s AppStore or Google’s Play Store) will then have to verify that all relevant declarations of conformity have been made and that the required information is provided by the manufacturer. If, however, they ‘consider or have reasons to believe’ that an EHR system is not in conformity with the Proposal, they can delay import or distribution until the systems’ parameters align with the scheme’s requirements.

There are two aspects of this part of the proposal that merit careful policy attention. The first relates to the interplay between interoperability and privacy, while the second revolves around Big Tech and its potential future in the EHR market.

The relationship between interoperability and health data has always been peculiar. On one hand, interoperability brings efficiency and inter-organisational alignment, but usually comes with privacy compromises, since access to health data becomes more comprehensive and longitudinal. On the other hand, strong privacy protections can enable interoperability while respecting the privacy of the individuals. For example, the DP-3T team demonstrated during the Covid-19 pandemic that one can build an interoperable infectious disease exposure notification system without necessarily compromising people’s privacy. Yet, the issue of privacy and data protection is scarcely mentioned

4. Ibid., Ar. 19 (5).
6. The problem of power and infrastructural dependency in cases where privacy is preserved thanks to proprietary standards and protocols (a scenario not unlikely in future EHDS standardisation discussions) remains out of the scope of this note, but we hope to explore it further as the EHDS initiative evolves.
in the essential requirements and common specifications for the conformity declaration of the EHR systems’ manufacturers.\(^7\)

The omission of extensive attention to privacy and data protection concerns is surprising and requires further consideration. An earlier Recommendation by the European Commission – which the Proposal explicitly acknowledges as ‘the foundation’ for a European EHR common framework – included provisions on ‘citizen-centric’ design and data protection by design and by default.\(^8\) These principles were not included in the final text of the Proposal. Meanwhile, despite their paramount significance for data protection within inter-organisational data flows, the issues of user authorisation (i.e. who will be authorised to access what information across systems) and audit of logs (who accesses what information) are not sufficiently addressed by the Proposal’s specifications.\(^9\) Viewed alongside the provisions for the voluntary labelling of wellness applications, this omission becomes even more troubling, since Article 31 enables developers of wellness applications to achieve interoperability with EHR systems through a self-declaratory labelling scheme that would feed EHR systems with new (sources of) data (i.e. data on wellbeing and lifestyle generated by smart watches and IoT (Internet of Things) devices). As a result, what used to be a data exchange driven by the formal and informal laws of the doctor–patient relationship risks becoming a hazy landscape where information is circulated among and across systems without patients’ knowledge, or implicit or explicit consent.

The Proposal puts important market considerations at stake. Big Tech companies have recently made their first steps into the EHR market in various ways. Amazon has recently partnered with One Medical to create the Amazon Clinic.\(^10\) Meditech, an EHR vendor has announced that its systems (used by over 600 hospitals and clinics) will be integrating with Google’s Care Studio for easy search and access to patients’ data.\(^11\) In parallel, Apple has partnered with two hospitals in the United Kingdom to enable patients to

---

7. The only reference is made in Article 23 (3) (e) which reads, ‘The common specifications may (emphasis added) include elements related to the following: [ . . .] e) requirements and principles related to security, confidentiality, integrity, patient safety and protection of electronic health data’.


9. See, relatedly, van der Linden and others (n 7) 152. In further complicating the issue, the Annex II (2.4.) of the Proposal reads, ‘An EHR system shall not include features that prohibit, restrict or place undue burden on authorised access, personal electronic health data sharing, or use of personal electronic health data for permitted purposes’.


access their medical records through iPhones.\textsuperscript{12} Furthermore, Apple’s newly added ‘medication tracking’ function is likely to further strengthen Apple’s role in the EHR landscape.\textsuperscript{13} At the same time, wearable devices and cloud infrastructures owned and operated by Big Tech are increasingly significant for the creation, maintenance, update, and enrichment of health records. As the interoperability project moves forward, it is likely that (voluntary) standardisation practices will benefit the incumbent systems and tools. In this context – and without disregarding the value of giving people easy access to their health records – uncritical invitation to interoperability that fails to account for market imbalances further risks exacerbating the dependency of critical public functions on Big Tech and its infrastructure.

Commons, governance, and interoperability of the health data access bodies

Chapter IV of the Proposal is devoted to the secondary use of health data. It introduces a governance regime for health data exchanges among entities. An important pillar of this initiative (and of the Proposal overall) is the Commission’s objective to create common European data spaces. Relatedly, the Proposal includes provisions on data altruism – linking its meaning and operation with those of the DGA. However, despite the repeated use of the term ‘common’ (i.e. ‘common standards’, ‘commons specifications’, ‘common data spaces’) or commons-like rhetoric (i.e. ‘altruism’), it is important to differentiate the EHDS initiative from other initiatives for data commons in the healthcare sector.

Broadly defined, commons are both tangible and intangible resources that should be accessible to all members of a certain community (e.g. global, supranational, national, local). Classic examples of the tangible resources include natural resources such as water and air, while intangible resources such as knowledge, languages, and codes are the result of the production in common of (im)material wealth.\textsuperscript{14} Knowledge commons, specifically, are a type of commons for the governance of intelligible ideas, science, information, and data.\textsuperscript{15} The rationale behind the construction of such a commons is that, since knowledge is cumulative, building knowledge is a common good which should be accessible for present and future generations.\textsuperscript{16} The cumulative


characteristic of knowledge makes the governance of knowledge commons special: it encompasses both resource production and use within and beyond the commons community.\textsuperscript{17} Moreover, unlike material commons, the boundaries of knowledge commons are often built (instead of found) using the law and legal tools.\textsuperscript{18} (The most common example is patents).

At first glance, one might think that by imposing a duty on data holders to make several categories of health data available for secondary use,\textsuperscript{19} the EHDS is paving the way for an authentic form of data commons. However, a closer look at the EHDS structure reveals different standards on the nature of entities that qualify as data holders (who bear obligations to share data) and as data users (who may use data collected from other sources), respectively.\textsuperscript{20} This leaves open the possibility for data users to exploit and further enclose their data wealth. Presaging problems like this, Paul Keller and Alek Tarkowski observe while describing the ‘paradox of open’:

Opening up informational resources means exposing them to the power structures governing the networked information ecosystem. As that ecosystem has become dominated by monopolistic intermediaries, it is necessary to re-examine the assumption that opening up resources predominantly results in emancipatory and empowering consequences.\textsuperscript{21}

In terms of ‘giving back to the commons’, Article 46, paragraph 11, of the proposal does prescribe that data users ‘shall make public the results or output of the secondary use of electronic health data’. However, it remains unclear what exactly is meant by research results. At the time of writing, amendments are being considered on this issue, particularly for the protection of the (intellectual) rights of data holders.\textsuperscript{22} Certain questions therefore arise: Will discoveries and inventions be put in the public domain? At which stage of a clinical trial will the data become available? And which data? Will it be possible to access the clinical trial’s primary data or will this be deemed an ‘intellectual property’ of the sponsor? What will happen when there is a conflict between the ‘duty to give back’ and intellectual property claims? How this obligation for ‘public’ will play out in the case of algorithmic tools? Would it suffice for a Big Tech company to develop, for example, an AI diagnostic tool using data from EHDS to make its output public only through an API while retaining total control over the conditions of such access?

In terms of governance, despite the use of commons-like terminology and rhetoric, the proposed structure of the Health Data Access Bodies seems at best loosely aligned

\begin{enumerate}
\item Strandburg et al., ‘Knowledge Commons’, p. 13.
\item Proposal 2022/0140 (COD) for a Regulation of the European Parliament and the Council, Ar. 33 (1) on the European Health Data Space).
\item Terzis, ‘Compromises and Asymmetries’ (n 1).
\end{enumerate}
to a knowledge commons project. This is because – in addition to asymmetries and free-riding by big market players – as ‘Open Future’ and ‘Instrat’ note on their consultation submission, the proposal is extremely vague on the democratic safeguards and accountability provisions underlying the creation of Health Data Access bodies.23 As it stands, processing to create or to acknowledge a health data access body is top-down. The designation of the respective bodies rests on the discretion of the Member State, and in the case where more than one body is designated, the Member State will recognise one of them as coordinator and contact point. As a result, bottom-up dynamics for data subjects’ representation are curtailed.

Inextricably related to governance and the Health Data Access bodies are the provisions related to the infrastructural requirements of the EHDS. According to the proposal, access to, and processing of, health data will take place within a secure processing environment whose technical specifications (i.e. information security and interoperability) will be determined by the European Commission by means of implementing acts at a later stage.24 However, this lack of prioritisation seems at odds with the reality of running data-intensive projects. This is because, in such cases, the technical requirements of the data infrastructure are at least equally significant to the legal norms that are supposed to regulate the transactions therein. Elbowing such issues aside can negatively affect the materialisation of the drafted legal principles. It also misdirects public dialogue by transforming important legal-political questions into technical challenges to be resolved by technical committees at a later stage. For this reason, there are important ‘infrastructural’ questions that need to be dealt in the ‘here and now’ of the legislative process. For instance, will the secure processing environment be supported by and operate within private cloud architectures? What will happen in those rare cases where access to health data is sought for an algorithmic project whose materialisation requires heavy computational capacity that cannot be supported by the native capabilities of the secure processing environment?

Finally, the Proposal introduces a cross-border infrastructure for secondary use of health data, the HealthData@EU, whose goal will be to facilitate health data exchanges among health data access bodies and authorised participants by adhering to the ‘single application’ principles according to which ‘with one application, the data user obtains authorisation from multiple health data access bodies in different Member States’.25 Contrary to EHR systems interoperability, there is some reference to privacy and data protection albeit in recital provisions:

HealthData@EU should accelerate the secondary use of electronic health data while [. . .] respecting the privacy of natural persons and being interoperable. Due to the sensitivity of health data, principles such as ‘privacy by design’ and ‘bring questions to data instead of moving data’ should be respected whenever possible.

24. Supra note 2, Article 50 (4).
25. Ibid., Recital 57 & Article 45 (3).
However, apart from this declaratory principle that is to be followed ‘whenever possible’, the precise nature of the common specifications and the technical requirements underlying the HealthData@EU infrastructure are left to the discretion of the European Commission. There is no guidance as to how principles of privacy or data protection by design and by default will play out in the balance with interoperability.\(^{26}\) In parallel, there is no certainty as to how this new call for interoperability will interplay with existing international data interoperability standards.\(^{27}\)

**Moving forward**

In principle, interoperability is a socio-technical and computational project worth pursuing by means of laws and/or standardisation. It can streamline administrative processes, facilitate evidence-based policy-making at a Union level, and unlock new opportunities and potentialities for research. At the same time, interoperability complicates the application and enforcement of data protection rights by pulling the citizen and her rights further apart. For large projects such as the EHDS to work, trust must be established; one way to achieve this is by demonstrating that the quest for efficiency in health research and administration does not entail privacy compromises. At the same time, the governance mechanisms in place need to be accompanied by a robust framework for accountability, transparency, and representation.

We recommend:

1. Adding explicit clauses for, or references to, the principles of ‘data protection by design and by default’, and ‘privacy by design and by default’ in the common specifications and relevant Annexes of the Proposal presaging the development of privacy-preserving protocols and standards for EHR interoperability;
2. Adding explicit clauses for user authentication and auditing of logs in the common specifications for EHRs and the relevant Annexes of the Proposal with reference to existing standardisation initiatives;
3. Explicitly acknowledging the importance of collaboration between the Market Surveillance Authorities provided for in Article 28 of the Proposal and the Directorate-General for Competition;
4. Creating stricter duties for data users based on the principles of altruism and the collective value of data. These duties should include putting in public domain inventions and discoveries resulting from the secondary use of health data or making data from their own private databases available for healthcare research;
5. Amending Article 36 to include provisions on the institutional structure of the Health Data Access Bodies, accompanied by measures for third-party representation therein; and
6. Incorporating the techno-legal discussion on the technical specifications of the secure processing environment, its modalities, and standards within the already established parliamentary discussion shared by LIBE and ENVI.

---

\(^{26}\) Ibid., Article 52 (13).
\(^{27}\) Horgan et al. (n 4), p. 1638.
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