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Automated machine learning as a partner in predictive 
modelling 

Machine learning promises to underpin personalised 
medicine. However, the expertise required to develop 
and deploy state-of-the-art machine learning algo rithms 
has contributed to the inconsistent quality of model 
development, the shallow range of methods considered, 
and the relatively poor penetrance of machine learning 
models in clinical use. In this Comment, we discuss the 
emerging field of automated machine learning and 
propose that it could have a central role in the future of 
clinical risk prediction. We argue that automated machine 
learning can empower both modelling experts and non-
experts, democratise access to machine learning methods, 
and encode better standards in model development. 
Finally, we advocate that such frameworks be an initial 
step in model development to support practitioners 
to find the most suitable modelling approach for their 
question and to understand if machine learning shows 
benefit.

At present, the development of clinical risk prediction 
models is largely subject to the expertise of the modeller. 
The technical challenge of tuning1 machine learning 
algorithms—a process of trial and error that requires 
an understanding of the function and range of suitable 
values for each algorithm-specific hyperparameter—is 
such that an estimated 95% of time in machine learning 
model development is spent programming, which 
requires substantial training.2 Hyperparameters are a 
key component of controlling how machine learning 
algorithms work. However, less than a third of papers on 
clinical risk prediction using machine learning reported 
any relevant methods,3 despite the importance of 
optimising machine learning models and the availability 
of increasingly sophisticated techniques to partly 
automate this process.1,4 This paucity suggests that most 
developers use default settings, with the implication 
that resulting models will underperform. 

Developing a clinical risk prediction model pipeline 
comprises multiple steps: imputation, predictor 
selection and pre-processing, model algorithm 
selection, training and optimisation, and fitting 
and calibration. Each stage has multiple possible 
methodological approaches, and so there might be 
hundreds—or even thousands—of potential pipeline 

combinations that could make up a complete risk 
prediction model. Manually searching for the most 
appropriate model pipeline from all the possible existing 
combinations is, therefore, impractical, meaning that 
relatively few approaches are trialled3 and that each 
modelling stage is often considered independently 
of another. Questions could therefore arise as to why 
an approach was taken and whether alternatives were 
tested. Furthermore, over the past decade, there has 
been a rapid maturing of machine learning algorithms 
for risk prediction, increasing the practical challenge 
and expertise required to train the myriad statistical 
and machine learning options. However, as the “no 
free lunch” theorem5 suggests, there exists no single 
method (or pipeline) that is ideal for all prediction 
problems. Substantial resources, data, and expertise are 
required to develop, evaluate, and deploy clinical risk 
prediction algorithms. Ethical development of these 
algorithms requires developers to harness the full range 
of modelling techniques at their disposal. 

To solve these problems, software has been developed 
to support the application of a broad range of machine 
learning frameworks to any given prediction task, 
including the use of appropriate hyperparameter optim-
isation techniques.6,7 This concept has recently been 
adapted for the specific challenges seen in health-care 
contexts and extended to optimise entire modelling 
pipelines.8 Such an approach highly automates model 
development while keeping developers informed and, 
when necessary, in control of all key steps. 

Within an open-source framework, automation 
of the technical processes of model development 
presents an opportunity to improve the quality and 
reproducibility of new models (panel). Software 
offering a high level of automation can efficiently 
select and train machine learning pipelines using any 
statistical or machine learning algorithm, performing 
a task that is currently impractical—if not impossible—
even for individuals with substantial expertise. Such 
software can consider all interdependent stages of 
modelling pipelines holistically, encode state-of-the-
art hyperparameter optimisation methods and model 
evaluation techniques, and be iteratively improved 
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by expert methodologists. Without these capabilities, 
model developers are unlikely to routinely apply a 
wide range of potential model frameworks to each 
clinical risk prediction task. As a result, the subsequent 
models might not be appropriate for the data and 
problem of interest. Trialling multiple statistical and 
machine learning approaches allows modellers to better 
understand where machine learning might provide 
advantages and where it is unnecessary. Furthermore, 
a high degree of automation democratises access to 
state-of-the-art machine learning algorithms that 
would otherwise require specialised knowledge that is 
not widely available, particularly within clinical domains. 
As precision medicine often requires bespoke solutions 
for different settings and health-care systems, such 
software can support the dissemination of relevant 
techniques, particularly in settings without access to 
enough biostatisticians and machine learning engineers.

Automation can also encode good practice. By 
focusing on improving the underlying software that 
is used for risk prediction problems, the research 
community can move on from a singular reliance on 
post-hoc review and the use of reporting guidelines at 
the stage of publication.9 Like guidelines and checklists,10 
automated machine learning frameworks might not 

cover all eventualities, but they can support best practice 
for both model development and evaluation. Further, 
applying an automated machine learning framework as 
an early step in model development can ensure there is 
a high-quality benchmark against which any alternative 
approach can be measured when using a given dataset 
for a specific prediction task.

Despite the promise of automation, the approach 
is relatively new and requires further development 
of existing tools. Importantly, automation does 
not remove key decisions from developers, which 
ultimately will underpin their clinical usefulness. In 
addition, no machine learning approach should be 
used in clinical practice without adequate model 
explanation; interpretability techniques should be 
included in automated machine learning software by 
default to support model debugging, development, and 
understanding.

As medicine becomes more personalised, the 
number and use of clinical risk prediction models will 
continue to grow. By democratising access to state-
of-the-art techniques and encoding good practice to 
improve the quality of models, automated machine 
learning frameworks will probably have an increasingly 
important role in precision medicine. Automation 
should be considered as a way of augmenting 
practitioners, such that novel methods can become 
powerful tools in our arsenal, instead of languishing 
unused or even misused due to their complexity. 
Furthermore, open-source software should become 
an increasing focus of the research community in 
conjunction with modelling guidelines to enhance 
the clinical effect of work in this area and embed good 
practice.
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Panel: Principles and recommendations for automated machine learning frameworks 
and their use in medicine

Open source
Automated machine learning software should be open source, with transparent code that 
is independently auditable

Clinical usefulness
Why the model will be used, by whom, in what circumstances, and with what software 
should be considered from the outset

Model performance
The relative performance of a wide range of different statistical and machine learning 
frameworks should be assessed for a given question  

Transparent reporting
All stages of the model pipeline, including the management of missing data, variable pre-
processing, and the statistical or machine learning framework (or frameworks) used 
should be clearly documented; why the final model was selected over other possible 
pipelines should also be logged

Deployment and independent validation
Automated machine learning software should support the deployment of resulting 
models, for example through an application programming interface or website, in such a 
way that that resulting models can also be independently validated without requiring 
specialist programming
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