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Abstract
The European Commission proposed a Directive on Platform Work at the end of 2021. While

much attention has been placed on its effort to address misclassification of the employed as

self-employed, it also contains ambitious provisions for the regulation of the algorithmic manage-

ment prevalent on these platforms. Overall, these provisions are well-drafted, yet they require

extra scrutiny in light of the fierce lobbying and resistance they will likely encounter in the legis-

lative process, in implementation and in enforcement. In this article, we place the proposal in its

sociotechnical context, drawing upon wide cross-disciplinary scholarship to identify a range of ten-

sions, potential misinterpretations, and perversions that should be pre-empted and guarded

against at the earliest possible stage. These include improvements to ex ante and ex post algorith-
mic transparency; identifying and strengthening the standard against which human reviewers of

algorithmic decisions review; anticipating challenges of representation and organising in complex

platform contexts; creating realistic ambitions for digital worker communication channels; and

accountably monitoring and evaluating impacts on workers while limiting data collection. We

encourage legislators and regulators at both European and national levels to act to fortify these

provisions in the negotiation of the Directive, its potential transposition, and in its enforcement.
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1. Introduction
On 9 December 2021, the European Commission published a proposal for a Directive on improving
working conditions in platform work—hereinafter the ‘Platform Work Directive Proposal’ or
‘PWD Proposal’1—following from earlier commitments to improve the labour conditions of plat-
form workers in the von der Leyen Commission Political Guidelines.2 This article attempts to cri-
tique and suggest improvements to its provisions by analysing them in light of a cross-disciplinary
range of literature concerning platforms, labour, digital technologies, and their regulation.

1.1. Beyond misclassification
A fundamental driver of platform work quality deficits is employment misclassification. Many persons
performing platform work are required, in the terms and conditions to which they must agree before
beginning work, to be classified as self-employed, not employees. Nevertheless, their work is often dir-
ectly or indirectly managed in ways that many analysts have argued, and some Member States have
judged, to be consistent not with self-employment but with an employment relationship.3 However,
the task of addressing this problem at EU level is complicated by the fact that the conditions determining
the employment status of a working person vary betweenMember States, and the political challenges of
reaching consensus on a unified, wider definition of employee to incorporate vulnerable self-employed
individuals.4 Seemingly realising the core of the misclassification problem to platform work quality
challenges, the Commission proposes not to unify the definition of employment, but to empower
those performing platform work with a rebuttable presumption of employment status.5 Without chan-
ging national employment definitions, this initiative thus takes particular aim at the difficulties of obtain-
ing information on and demonstrating work organisation in the platform economy.6

1. Proposal for a Directive of the European Parliament and of the Council on improving working conditions in platform
work, COM (2021) 762 final (9 December 2021).

2. Ursula von der Leyen, ‘A Union That Strives for More: My Agenda for Europe’ (2019) Political Guidelines for the Next
European Commission 2019–2024, 10 <https://commission.europa.eu/system/files/2020-04/political-guidelines-next-
commission_en_0.pdf> accessed 12 August 2019. Note, we follow the Commission and use the term ‘platform work’
instead of ‘gig economy’, ‘sharing economy’, or other similar phrasing.

3. See generally Valerio De Stefano, Charalampos Stylogiannis, and Mathias Wouters, Platform Work and the Employment
Relationship (International Labour Organization 2021); Zachary Kilhoffer and others, ‘Study to Gather Evidence on the
Working Conditions of Platform Workers: Final Report’ (CEPS 2020) <https://data.europa.eu/doi/10.2767/26582>
accessed 8 September 2022; Christina Hiessl, ‘The Classification of Platform Workers in Case Law: A
Cross-European Comparative Analysis Collective Bargaining for the Self-Employed’ (2021) 42 Comparative Labor
Law & Policy Journal 465.

4. Martin Gruber-Risak and Thomas Dullinger, The Concept of ‘Worker’ in EU Law: Status Quo and Potential for Change
(ETUI 2018) 13–14.

5. PWD Proposal, art 4.
6. Martin Risak and Doris Lutz, ‘Gute Arbeitsbedingungen in der Gig-Economy—was tun?’ (Arbeit in der Gig-Economy, 4

December 2016) <https://www.gig-economy.at/kapitel-14-gute-arbeitsbedingungen-in-der-gig-economy-was-tun/>
accessed 9 September 2022.
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However, at least some persons performing platform work are likely to be truly self-employed,
and digital labour platforms’ procedures and characteristics drive work quality deficits even for
those individuals.7 Addressing the misclassification problem does not remove all the problems
and imbalances in platform work. These include:

Unaccountable non-payment: Some digital labour platforms allow customers, or reserve for
themselves the right, to refuse payment for completed work. Persons performing work on such plat-
forms face the risk of having spent time on work under the assumption that they would be paid for
that work, and then finding that they will in fact not be paid. In some cases, no justification is
required for such a decision, and the platform offers no dispute mediation procedure in the event
that the person who performed the work wishes to dispute the decision. In some cases, the non-
payment decision is made by error-prone automated systems.8

Account suspension or closure without explanation or recourse: Some digital labour plat-
forms reserve the right to suspend or terminate workers’ access to the platform without providing
any reason and without providing any procedure by which an affected worker can object, clarify
facts, or otherwise take action to restore their access.9 Further, some platforms have been found
to use automated decision-making systems that suspend or terminate accounts based on ‘suspicion’
of fraud—systems that, upon independent inspection, have themselves been found to rely on ques-
tionable categories, assumptions, or decision-making processes.10

Ineffective and unfair automated decision making:Many digital labour platforms use fully or
partially automated systems to evaluate applications for access to work, assign work, and evaluate
work and persons performing work. These systems are complex and often opaque, and their effect-
iveness and fairness is difficult to evaluate.11 Empirical research and investigative journalism
suggest that there are significant problems in practice with these systems, including in some
cases fundamental questions about their ability to effectively and fairly perform their ostensible
functions; for example, serious questions have been raised about the common practice of soliciting
numerical ratings from customers and using those ratings to evaluate and discipline persons per-
forming work.12

Uncommunicative customers and platform administrators:When unexpected complications
such as account closure, poor ratings, or non-payment occur, persons performing work often

7. See generally Kilhoffer and others (n 3).
8. Janine Berg and others, ‘Digital Labour Platforms and the Future of Work: Towards Decent Work in the Online World’

(International Labour Organization 2018) 73–78.
9. Alex J Wood and others, ‘Good Gig, Bad Gig: Autonomy and Algorithmic Control in the Global Gig Economy’ (2019)

33 Work, Employment and Society 56; Alex Rosenblat, ‘Algorithmic Labor and Information Asymmetries: A Case
Study of Uber’s Drivers’ (2016) 10 International Journal of Communication 3758.

10. Lilly Irani, ‘When Managers Rely on Algorithms of Suspicion: Fraud Logics and Their Fallouts’ (Centre for
International Governance Innovation, 4 July 2022) <https://www.cigionline.org/articles/when-managers-rely-on-
algorithms-of-suspicion-fraud-logics-and-their-fallouts/> accessed 4 October 2022.

11. See, e.g., Mirela Ivanova and others, ‘The App as a Boss? Control and Autonomy in Application-Based Management’
(2018) Europa-Universität Viadrina Frankfurt Working Paper Arbeit Grenze Fluss (2) <https://opus4.kobv.de/opus4-
euv/frontdoor/index/index/docId/388>; see generally Kilhoffer and others (n 3).

12. Caroline O’Donovan, ‘That Four-Star Rating You Left Could Cost Your Uber Driver Her Job’ (BuzzFeed News, 11
April 2017) <https://www.buzzfeednews.com/article/carolineodonovan/the-fault-in-five-stars> accessed 4 October
2022; Josh Dzieza, ‘The Rating Game: How Uber and Its Peers Turned Us into Horrible Bosses’ (The Verge, 28
October 2015) <https://www.theverge.com/2015/10/28/9625968/rating-system-on-demand-economy-uber-olive-
garden> accessed 4 October 2022; Alexandrea J Ravenelle, Hustle and Gig: Struggling and Surviving in the Sharing
Economy (University of California Press 2019).
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experience difficulty receiving substantive responses to their inquiries from customers or platform
operators. For example, customers on microtask labour platforms report that they receive too many
inquiries from persons performing work to be able to respond to them substantively. In platforms
where ‘scale’—i.e., the operation of the platform with a small number of staff compared to the
number of customers and persons performing work—is an important part of the business model,
‘bugs’ and other technical problems can produce economic risks for persons performing work if
platform staff are unable to respond effectively and promptly.13

The Commission, aware of these issues and of their significance for persons performing platform
work irrespective of their employment status, set out provisions to address them in Chapter III of the
PWD Proposal, under the heading ‘algorithmic management.’ It is those provisions that this article
focuses on analysing.

On the whole, these provisions are well-considered. The main broad criticism that can and has
been levelled against them is that they risk giving algorithmic management the blessing of legisla-
tion without sufficient debate around whether or in what form it is or should be permissible at all.14

However, in other ways, the Commission’s drafting clearly borrows from, refines, and in most cases
substantially improves previous rounds of EU regulation of digital technologies.

Despite these improvements, the devil remains in the detail. Below, we consider how the rights the
Directive proposes to provide persons performing platform work with respect to algorithmic manage-
ment may not be fully realised in practice, given the existing landscape of platform design, technological
characteristics, and existing regulatory frameworks and challenges. In four thematic categories drawn
from the proposal—transparency; human oversight; information and consultation; communication
and monitoring—we critique the provisions and illustrate how the proposed Directive or its national
transpositions could reduce the scope for platforms to engage in strategic misinterpretations or circum-
ventions of the law, and improve the odds of achieving its core policy aims.

2. Transparency
The PWD Proposal contains a range of transparency measures throughout the text that can be gen-
erally split into ex ante and ex post transparency measures with regard to the timing of the imple-
mentation of monitoring systems or the taking of automated or semi-automated decisions.

2.1. Ex ante measures
The proposal requires digital labour platforms to, by the first working day, provide workers with a
concise, clearly written, transparent, intelligible, and easily accessible document of information
concerning automated monitoring systems and automated decision-making or support systems.15

2.1.1. Automated monitoring. Regarding automated monitoring systems, these need only to be
declared, alongside ‘the categories of actions monitored, supervised or evaluated by such
systems, including evaluation by the recipient of the service’. Such a provision appears only to

13. Lilly Irani, ‘The Cultural Work of Microwork’ (2015) 17 New Media & Society 720.
14. Antonio Aloisi and Valerio De Stefano, Your Boss Is an Algorithm: Artificial Intelligence, Platform Work and Labour

(Hart 2022) 63.
15. PWD Proposal, Art. 6.
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provide rights beyond existing data protection law if a conservative view of the current legislation is
taken. Data protection law requires prior notification of the purposes of data processing,16 and broad
transparency around the categories of personal data being processed. However, as the GDPR only
explicitly requires categories to be provided ex ante ‘where personal data have not been obtained
from the data subject’,17 the PWD Proposal’s requirement to notify individuals around categories
(of actions rather than personal data) could be seen to strengthen the law. However, this would require a
very limited reading of the GDPR requirements, which the European Data Protection Board claims only
omit notification of categories where the data subject would have been aware of them already because of
an explicit act of collection,18 as opposed to much technological monitoring which is passive and hard to
spot or exert agency over.19 Similarly, it could be argued that the PWD Proposal would require the dec-
laration of automated systems with a wider scope than the GDPR would, which only explicitly requires
the declaration of ‘the existence of automated decision-making, including profiling’ falling within the
Article 22 conditions of decisions or measures that are significant and basely solely on automated pro-
cessing.20 However, this again would be a weak reading of the GDPR requirements, as the disclosure of
such systems (as opposed to the elaboration of their logic) seems required to discharge the obligations of
transparency around processing purposes and/or categories of data. Consequently, while the PWD
Proposal may give a firmer basis for data protection enforcement, it adds little to a robust reading of
existing provisions.21

2.1.2. Automated decision-making. Regarding automated decision-making systems, however, the
proposal additionally requires the ‘main parameters’ of the system to be declared, together with
their ‘importance’ and the ways the platform worker’s personal data influence the decisions, as
well as the ‘grounds’ for a subset of especially significant decisions including refusal of remuner-
ation, termination, or other similarly significant decisions.22

This provision extends upon previous algorithmic transparency measures, particularly those
in the GDPR, in several ways. Firstly, it explicitly includes decision-support systems. This is in con-
trast to the GDPR, where the automated decision measures are understood by regulators only to
encompass systems where human oversight is merely a ‘token gesture’.23 The extent to which a

16. Article 29 Working Party, ‘Guidelines on Transparency under Regulation 2016/679’ (2018) WP 260 rev.01 9.
17. ibid 36. Note the absence in Article 13 of a clause such as Article 14(1)(d) GDPR.
18. ibid.
19. cf Vasilios Mavroudis and Michael Veale, ‘Eavesdropping Whilst You’re Shopping: Balancing Personalisation and

Privacy in Connected Retail Spaces’ in Living in the Internet of Things: Cybersecurity of the IoT 2018 (IET 2018).
20. GDPR, Art. 13(2)(f).
21. This is a common theme amongst recent digital environment-related proposals from the European Commission: see, in

relation to biometric classification in the AI Act proposal in relation to the GDPR, Michael Veale and Frederik
Zuiderveen Borgesius, ‘Demystifying the Draft EU Artificial Intelligence Act’ (2021) 22 Computer Law Review
International 97, 107.

22. PWD Proposal, Art. 6(2)(b). Note that prior to ‘decisions likely to lead to the introduction of or substantial changes in the
use of automated monitoring and decision-making systems’, Article 9(1) PWD Proposal also requires Member States to
legislate to ‘ensure information’ is given to platform workers representatives, or the workers themselves if no represen-
tatives exist. This is both a transparency measure and a part of a broader consultation measure, and so is instead dis-
cussed below in section 4.

23. GDPR, Art. 22(1); see interpretation in Article 29 Working Party, ‘Guidelines on Automated Individual
Decision-Making and Profiling for the Purposes of Regulation 2016/679 (2018) WP 251 rev.01 21.
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system is just supporting a decision is hard for a data subject to know or prove, and a legal test
requiring a sole basis for a decision raises significant, difficult-to-resolve practical issues in situa-
tions where decisions have multiple stages, or inconsistent or varied oversight.24 Secondly, while in
data protection law there is a test to see, in effect, whether a decision significantly affects an indi-
vidual, in the PWD Proposal the test is whether it significantly affects that individual’s working
conditions, which is arguably easier to demonstrate and anticipate than are effects on persons them-
selves, which can vary across individuals.25

2.1.3. Main parameters: legislative backdrop. The term ‘main parameters’ (with regard to algorithms)
is rapidly growing in use within the EU legislator’s toolkit, most recently and relevantly in three
pieces of legislation related to digital markets. In both the Platform to Business Regulation (P2B
Regulation) and the Omnibus Directive (an update to EU consumer protection law), certain
traders and search engines are subject to transparency requirements regarding the main parameters
determining ranking, with the notion of ‘parameters’ defined in recitals as ‘general criteria, pro-
cesses, specific signals incorporated into algorithms or other adjustment or demotion mechanisms
used in connection with the ranking’.26 In the Digital Services Act, online platforms presenting
advertising must provide meaningful information about the main parameters used to choose
adverts, and those using recommender systems must set out the main parameters and any
options available for users to change them in clear and intelligible language, including the most sig-
nificant determining criteria and the reasons for the relative importance of these parameters.27 Very
large online platforms must further indicate in an ad repository any parameters intended to include
or exclude any intended groups of recipients from seeing advertisements.28

The European Commission has drafted guidelines to assist providers with the interpretation of
the ranking transparency obligations in the P2B Regulation.29 This interpretation guide is specific to
ranking and search engine systems—so cannot be directly analogised to the situation of algorithmic
decision-making and support in the platform work sector—and is not legally binding itself, but does
indicate the Commission’s thinking as to the meaning of this term. The guidance encourages pro-
viders to highlight parameters that may be ‘unexpected’ or ‘useful’,30 although notes that at a
general level, the main parameters should highlight the most important aspects, rather than focus

24. Reuben Binns and Michael Veale, ‘Is That Your Final Decision? Multi-Stage Profiling, Selective Effects, and Article 22
of the GDPR’ (2021) 11 International Data Privacy Law 319.

25. cf ibid 326–328.
26. Regulation (EU) 2019/1150 of the European Parliament and of the Council of 20 June 2019 on promoting fairness and

transparency for business users of online intermediation services (2019) OJ L 187/57 (P2B Regulation), recital 24;
Directive (EU) 2019/2161 of the European Parliament and of the Council of 27 November 2019 amending Council
Directive 93/13/EEC and Directives 98/6/EC, 2005/29/EC and 2011/83/EU of the European Parliament and of the
Council as regards the better enforcement and modernisation of Union consumer protection rules (2019) OJ L 328/7
(Omnibus Directive), recital 22.

27. Regulation (EU) 2022/2065 of the European Parliament and of the Council on a Single Market for Digital Services
(Digital Services Act) and amending Directive 2000/31/EC [2022] OJ L 277/1, arts 26–27.

28. Digital Services Act, Art. 39. On ad repositories, see Paddy Leerssen and others, ‘News from the Ad Archive: How
Journalists Use the Facebook Ad Library to Hold Online Advertising Accountable’ (2021) Information,
Communication & Society <https://doi.org/10.1080/1369118X.2021.2009002>.

29. European Commission, ‘Guidelines on ranking transparency pursuant to Regulation (EU) 2019/1150 of the European
Parliament and of the Council’ [2020] OJ C 424/01.

30. ibid 8.
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on what users can influence.31 The guidance provides few insights into how to explain systems that are
based on user data and which profile users in complex ways. It provides an example of a system that
uses 10,000 variables to characterise business users and which influence the ranking systems; however,
it also states that they should provide ‘factual insights’ into the impact of personalisation in general
rather than ‘overburdening or confusing’ users by listing variables.32 The guidance is unclear as to
what these ‘factual insights’ would be. Relatedly, the guidance contains a single, particularly unclear
and largely unhelpful paragraph on machine learning, characterising it both as a parameter itself in
ranking, and as a method by which other parameters are changed.33 It unfortunate, therefore, that
this guidance provides little practical help to understand ‘main parameters’ in the platformwork context.

2.1.4. The limits of explanation through parameters. Explaining algorithmic systems has occupied a
great deal of scholarly and practitioner attention in recent years. Much of the technical literature on
explanations of algorithmic systems has focused on ex post explanations of specific model outputs.
These aim to explain a particular output of an algorithmic system in relation to a specific case (a
‘local’ explanation), rather than the system’s general behaviour (a ‘global’ explanation). Local
explanations might help explain why this particular worker was evaluated in a particular way
given their unique circumstances, whereas global explanations explain general patterns across mul-
tiple different inputs and outputs.34

The types of information required in Article 6(2) of the PWD Proposal seem to imply global
rather than local explanation. They are to be provided on the first working day, and generic to all
workers, so cannot be easily provided in advance of a specific decision moment.35

Faithful global ‘main parameter’-style explanations cannot, however, always be obtained for
every model or system.

Firstly, such explanations typically require constraints on just how complex a model can be.36

Simple models can be easy to explain. For example, regression analysis is a form of machine

31. ibid 9. cf Berk Ustun, Alexander Spangher, and Yang Liu, ‘Actionable Recourse in Linear Classification’ Proceedings of
the 2018 ACM Conference on Fairness, Accountability and Transparency <http://arxiv.org/abs/1809.06514> accessed 2
October 2018.

32. ‘Guidelines on ranking transparency’ (n 29) 10.
33. ibid 12. (‘Providers will have to determine whether machine learning is a “main parameter”. If so, even if this is dynamic,

it could be captured by a more “static” description. In line with the guiding principles to adopt a user-oriented approach,
which provides the right level of detail, providers could focus on explaining the expected “amplitude” i.e. size of the
impact of machine learning on ranking. This may include whether it affects all main parameters equally and for
example, give an indication of the timing and frequency with which machine learning may lead to “main parameters”
changing. If such main parameters do change as a result of machine learning, providers need to adjust the description
required under Article 5.”)

34. Wider explanations might try to characterise the model’s behaviour over the entire domain of possible inputs (‘global’
explanations), or go even wider and characterise other features of a model, such as the intent of the modellers and fore-
seen impacts and failure modes; see, e.g., Lilian Edwards and Michael Veale, ‘Slave to the Algorithm? Why a “Right to
an Explanation” Is Probably Not the Remedy You Are Looking For’ (2017) 16 Duke Law & Technology Review 18 (on
‘model-centric’ explanations); Margot E Kaminski and Gianclaudio Malgieri, ‘Multi-Layered Explanations from
Algorithmic Impact Assessments in the GDPR’ Proceedings of the 2020 ACM Conference on Fairness,
Accountability, and Transparency <https://doi.org/10.1145/3351095.3372875>.

35. Unless individuals are given interactive tools to ask ‘what-if’ questions, imagining what their data profile may look like
in the future. See Edwards and Veale (n 34) 61–64.

36. Cynthia Rudin, ‘Stop Explaining Black Box Machine Learning Models for High Stakes Decisions and Use Interpretable
Models Instead’ (2019) 1 Nature Machine Intelligence 206.
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learning which is used by many social scientific disciplines specifically to explain phenomena by
looking at the size, direction and significance of the model parameters the regression process calcu-
lated.37 However, the equivalent model parameters in a neural network, like synapse weights and
biases, make no sense on their own, as they are only one part of multiple layers of transformation
data go through before reaching a result or a classification. The nature of the synergistic and non-linear
relationships that result can mean that simple parameter explanations are misleading.38 In some cases,
this problem may be avoided by constraining a model to minimise these types of relationships, an
approach which does not necessarily come at a huge cost of model performance. There are theoretical
reasons to believe that simpler but similarly well-performing models often exist but are overlooked, but
finding them can be computationally intensive.39 However, in some fields, it will be difficult to avoid
systems sufficiently complex to resist a useful characterisation through ‘main parameters’.

Secondly, faithful global explanations are not explanations at all if they are not understandable,
and this typically requires the input data itself to have some human comprehensible meaning. There
is no use saying that a certain piece of data has a positive or negative effect on an assigned propen-
sity for classification if there is no real social understanding of what that piece of data represents.
This is an issue in abstract data such as voice, language, or typing patterns, where each part of the
dataset has no social meaning—much like explaining an MP3 file. Contemporary use of neural net-
works and deep learning, which mainly only provide benefits over simpler predictive systems in
problems with many variables, suffer from model complexity and data opacity simultaneously.

Insofar as automated monitoring systems may fall under high-risk AI systems for the purposes of the
proposed AI Act, they may have interpretability standards placed on them. However, whether these
standards place meaningful constraints on system complexity or input data opacity will depend
heavily on the standardisation bodies CEN and CENELEC, who are likely to be leading on the substan-
tive standards in this instrument.40 Furthermore, if the Commission attempts to only mandate a single
standard for all AI systems and sectors, they will likely fail to provide much clarity, as it makes little
sense to talk about explainability or interpretability in a domain-agnostic way.41

Consequently, it seems unlikely that Article 6(2) will reliably provide useful information to
those subject to it without explicit limitations to model and input data complexity. Legislators
should consider whether digital labour platforms should be obliged to limit the complexity of
their models to allow such faithful information to be communicated in advance.

2.2. Ex post transparency measures
While Article 6 contains the main transparency-related provisions in the PWD Proposal, additional
transparency measures are included in Article 8. Following the taking of a decision, platform

37. A parameter in a trained machine learning model is in a technical sense generally understood as a value within that model
structure that is tweaked by a machine learning algorithm, which itself is guided by ‘hyperparameters’ determining its
approach to training. For example, in a supervised neural network, each node has a relative weight and a bias value
which change and adapt as they are exposed to more labelled examples in the training process.

38. Solon Barocas, Andrew D Selbst, and Manish Raghavan, ‘The Hidden Assumptions behind Counterfactual
Explanations and Principal Reasons’ Proceedings of the 2020 ACM Conference on Fairness, Accountability, and
Transparency 85 <http://dl.acm.org/doi/10.1145/3351095.3372830>.

39. Lesia Semenova, Cynthia Rudin and Ronald Parr, ‘On the Existence of Simpler Machine Learning Models’ 2022 ACM
Conference on Fairness, Accountability, and Transparency <https://doi.org/10.1145/3531146.3533232>.

40. Veale and Zuiderveen Borgesius (n 21).
41. Rudin (n 36).
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workers are entitled to ‘access to a contact person designated by the digital labour platform to
discuss and to clarify the facts, circumstances and reasons having led to the decision’,42 as well
as a ‘written statement of the reasons for any decision taken’ that falls into certain categories,
such as dismissal or refusal or remuneration, or has similar effects to them.43 While ‘written’
may give the sense of human involvement, it seems plausible that such a statement could be pro
forma—or even created by a text generation system.

Given that the human review provisions, described further below, are designed to ensure human
contact in an individual case, a simple way to strengthen this provision may be to ensure that written
statements must be specifically tailored to individual circumstances. In this case, the ‘local’ explan-
ation type discussed above may form part of the background information used by the designated
human ‘contact person’ who can explain both the algorithm’s behaviour and the broader socio-
technical circumstances leading to the decision. The role of this in broader human oversight is dis-
cussed in more detail later in the article.

Furthermore, there are a range of ex post monitoring requirements. Member States must require
digital labour platforms which are employers to declare work to the relevant national labour author-
ities and share data with them.44 This data must include at least the number of individuals perform-
ing platform work and their contractual and employment status, and any general terms and
conditions that apply to these individuals.45 This data must also be shared with worker representa-
tives, and both representatives and authorities can ask for clarifications, to which the digital labour
platforms must provide a ‘substantiated reply’.46

Disclosure obligations could also be introduced for specific further categories of data. These may
include the number of algorithmically facilitated significant decisions of different types made, such as
termination of accounts, and the number of human reviews undertaken and their results (see further
section 3, Human Oversight, below). Textual inspiration could be drawn from the currently proposed
Pay Transparency Directive.47 Aspects of these disclosure obligations could be subject to change
through implementing decisions, in consultation with relevant social partners and worker representatives.

3. Human oversight
There are many reasons for different types of human oversight of algorithmic decisions. Some
commentators make the case for more algorithmically supported, rather than fully automated,
management decisions.48 Arguments for this typically rely on functional grounds—that the
quality of machine decisions can be augmented with human involvement,49 can keep up with

42. PWD Proposal, Art. 8(1).
43. ibid.
44. ibid, Art. 11.
45. ibid, Art. 12(1).
46. ibid, Art. 12(3).
47. European Commission, ‘Proposal for a Directive of the European Parliament and of the Council to strengthen the appli-

cation of the principle of equal pay for equal work or work of equal value between men and women through pay trans-
parency and enforcement mechanisms’ COM (2021) 93 final.

48. Aída Ponce Del Castillo and Diego Naranjo, ‘Regulating Algorithmic Management’ (ETUI 2022) <https://www.etui.
org/publications/regulating-algorithmic-management> accessed 24 December 2022.

49. See, e.g., the ‘Fitts list’, long hypothesising which functions machines and humans are better at, described in JCF de
Winter and D Dodou, ‘Why the Fitts List Has Persisted throughout the History of Function Allocation’ (2014) 16
Cognition, Technology & Work 1.
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changing phenomena,50 or are needed to maintain critical reflection on moral shifts and difficult
decisions.51 Some go further and believe that human review might highlight systemic bias and
discrimination, but this should be treated with caution, as evidence indicates ‘humans in the
loop’ can both exacerbate and ameliorate these concerns.52 The PWD Proposal does not
require certain types of decisions to never be made using automated systems, instead focusing
on the impacts of both automated and semi-automated systems.53 Regarding automated
systems, such monitoring and evaluation includes an obligation to ‘evaluate the risks of auto-
mated monitoring and decision-making systems to the safety and health of platform workers,
in particular as regards possible risks of work-related accidents, psychosocial and ergonomic
risks’, and to assess and introduce ‘appropriate’ measures.

Alongside functional reasons for limiting full automation, there have long been arguments for
rights for algorithmic review of automated decisions. This category of right has a long history in
European law, with perhaps the first iteration found in one of the earliest data protection laws, in
France in 1978.54 Functional arguments exist for such review rights, such as ensuring individuals
have recourse against erratic systems. However, ex post human review rights are typically justified
by dignitarian arguments, which identify intrinsic issues with automated treatment, characterising it
as dehumanising.55 The PWD Proposal offers automated decision subjects a right to review and
contest significant algorithmically made or supported decisions that affect their working condi-
tions.56 These are in addition and complementary to the explanation rights discussed above, and
could potentially lead to either a rectified decision or compensation.

50. See, e.g., the challenge of separating human labellers from machines in recommender systems, leading to ‘preference
pollution’, in Gediminas Adomavicius and others, ‘Recommender Systems, Ground Truth, and Preference Pollution’
(2022) 43 AI Magazine 177.

51. Sylvie Delacroix, ‘Diachronic Interpretability and Machine Learning Systems’ [2022] 1(1) Journal of Cross-disciplinary
Research in Computational Law. Without human decision-making, there may also be limited ground truth to learn from
and adapt in the future, creating fragility in the system and making it vulnerable to change, a phenomenon Hildebrandt
has described (in relation to artificial legal intelligence) as the ‘new catch 22’: where, as lawyers ‘deskill as the software
achieves high levels of accuracy’, they become unable to ‘check whether the software “gets it right”’. See Mireille
Hildebrandt, ‘Law as Computation in the Era of Artificial Legal Intelligence: Speaking Law to the Power of
Statistics’ (2018) 68 University of Toronto Law Journal 12.

52. Alex Albright, ‘If You Give a Judge a Risk Score: Evidence from Kentucky Bail Decisions’ (2019) The John M Olin
Center for Law, Economics, and Business Fellows’ Discussion Paper Series <https://thelittledataset.com/about_files/
albright_judge_score.pdf> accessed 20 September 2022; Ben Green and Yiling Chen, ‘Algorithmic Risk
Assessments Can Alter Human Decision-Making Processes in High-Stakes Government Contexts’ (2021) 5
Proceedings of the ACM on Human-Computer Interaction 418:1; cf Maria De-Arteaga, Riccardo Fogliato, and
Alexandra Chouldechova, ‘A Case for Humans-in-the-Loop: Decisions in the Presence of Erroneous Algorithmic
Scores’ Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems <https://doi.org/10.1145/
3313831.3376638>.

53. PWD Proposal, Art. 7(2). cf Halefom Abraha, Jeremias Adams-Prassl, and Aislinn Kelly-Lyth, ‘Finetuning the EU’s
Platform Work Directive’ (Oxford Business Law Blog, 17 May 2022) <https://blogs.law.ox.ac.uk/business-law-blog/
blog/2022/05/finetuning-eus-platform-work-directive> accessed 26 September 2022.

54. Loi no 78-17 du 6 janvier 1978 relative à l’informatique, aux fichiers et aux libertés (version en vigueur au 23 juillet
1978), s 3 (France).

55. Lee A Bygrave, ‘Minding the Machine: Article 15 of the EC Data Protection Directive and Automated Profiling’ (2001)
17 Computer Law & Security Review 17; Meg Leta Jones, ‘The Right to a Human in the Loop: Political Constructions
of Computer Automation and Personhood’ (2017) 47 Social Studies of Science 216.

56. PWD Proposal, Art. 8.
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3.1. Strengthening substantive review
Algorithmic contestation rights can be broken down into procedural and substantive dimensions.57

The PWD Proposal has quite detailed procedural processes for reviewing algorithmic decisions. For
decisions significantly affecting working conditions, workers should be able to access a contact
person with sufficient competence, training, and authority who must discuss and clarify the
facts, circumstances, and reasons that led to a given decision. For a further subset of algorithmically
made or supported significant decisions—those equivalent to decisions to terminate or restrict a
worker’s account, determine their contractual status, or refuse remuneration—the employer must
provide a written statement of the reasons for the decision. Where workers are unsatisfied with
such reasons, or believe their rights are otherwise infringed, they can request a review. A ‘substan-
tiated reply’ to such a request must be provided within either one or two weeks, depending on the
business size, and—where rights are infringed—workers must have a decision rectified, or compen-
sation awarded, ‘without delay’.

Human reviewers are often proposed as a backstop to ensure that flawed automated decisions
can be corrected. Yet substituting a human for a machine in a review process does not ameliorate
concerns around the consequences of a decision without a substantive standard of review. This
involves humans rethinking a decision—humans who, unlike machines, can legitimately interpret
open-textured concepts, consider unanticipated circumstances, or choose factors to weigh and the
weights to give them.58 Article 22 of the GDPR lacks such a standard, which is unsurprising given
the difficulty in imposing a single standard on the enormous variety of activities that could be within
its material scope, given the omnibus nature of the data protection regime.

The substantive element of the review in the PWD Proposal is more elaborate than the GDPR’s.
Decisions are required to be overturned or compensated where they ‘[infringe] the platform
worker’s rights’, ‘such as labour rights or the right to non-discrimination’.59 The standard of
review then is defined in terms of the rules that already govern the type of decision being made,
effectively turning a review into a new point of enforcement for existing rules.60 This provision
serves both to create accountability around the functioning of algorithmic systems that could
affect thousands of workers, as well as to support individual justice around specific decisions.
Review rights emphasise an individual remedy. Instead of aiming to improve perceptions of algo-
rithmic procedural justice in all cases,61 they aim to support individuals in securing alternative out-
comes in specific cases of (perceived) injustice.62

However, the reliance on (typically) national law to set the substantive standard of review for
algorithmic decisions highlights a tension at the heart of the PWD Proposal. The algorithmic man-
agement section recognises the need to protect both those with employment relationships and those

57. See, for a framework of algorithmic contestation rights, Margot E Kaminski and Jennifer M Urban, ‘The Right to
Contest AI’ (2021) 121 Columbia Law Review 1957.

58. Danielle Keats Citron, ‘Technological Due Process’ (2008) 85 Wash University Law Review 1249, 1303–1304.
59. PWD Proposal, Art. 8(3), Recital 37.
60. This is complicated in practice by how labour law can provide, for the same activity, different standards of conduct (for a

firm to internally guide decisions) from standards of review (guiding an external adjudicator scrutinising the firm). See,
e.g., David Cabrelli, ‘Rules and Standards in the Workplace: A Perspective from the Field of Labour Law’ (2011) 31
Legal Studies 21.

61. Reuben Binns and others, ‘“It’s Reducing a Human Being to a Percentage”: Perceptions of Justice in Algorithmic
Decisions’ Proceedings of the 2018 ACM Conference on Human Factors in Computing Systems <https://osf.io/9wqxr>.

62. Edwards and Veale (n 34).
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without.63 Yet without a baseline standard of review, the analysis of automated decisions will often
rest on national labour standards around those decisions, which can differ depending on a worker’s
status. For example, the personal scope of unfair dismissal legislation differs widely across the EU,
hinging on different concepts like ‘employee’, ‘employment contract’ or ‘employment relation-
ship’.64 Workers lacking such statuses will get procedural protections—for example, to ask for
reasons—but only a limited substantive test against which such a decision can be challenged.

Yet if the PWD Proposal were to introduce a new baseline substantive test applying to all sig-
nificant platform work decisions made or supported by algorithms, it would likely be seen as an
attempt to harmonise European labour law more broadly through the back door. Such a move is
likely to sound the death knell for the proposal in Council.65 Even for major decisions such as dis-
missal of an individual in an employment relationship, standards of review in Europe do not in
general impinge significantly on managerial prerogative to question whether decisions were eco-
nomically necessary or feasible, and so adding a higher standard such as proportionality or good
faith would be a radical legal transformation.66 Furthermore, changing the standards applicable
to algorithmic decisions, without standardising non-algorithmic analogues, requires justification.
In data protection law, there has been some justified judicial unease around interpretations that
would lead to decisions receiving a higher substantive standard of review simply because they
have been typed into an electronic document, recorded in a database, or sent in an email.67

Consequently, any substantive changes to standards of review introduced by the Proposal should
be focused on ameliorating concerns that arise predominantly because of the algorithmic nature of
the decision. It would be inconsistent for a different standard to apply simply because the decision is
taken or supported by an algorithm—as if the ‘human’ quality excuses some amount of substantive
injustice. Instead, we can focus on how the use of algorithmic systems might end up obstructing the
appropriate application of existing standards: for example, due to difficulties in applying the law to
opaque systems, or indeed a platform’s strategic use of that opacity to deliberately misrepresent,
misdirect, or obstruct. To do this does not just require an unspecified human review, but instead
requires a type of review which pushes algorithmically made or supported decisions to have the
qualities of the genuine, manual decisions we can more easily apply existing rights and obligations
to. Human reviews would thus serve to bring algorithmic decisions back into the realm of human
understanding, rendering them potentially subject to the same level of scrutiny as familiar human
decisions. How might this work?

63. PWD Proposal, recital 16.
64. Guus Heerma van Voss, Bernd Waas, and Beryl ter Haar, ‘Dismissal—Particularly for Business Reasons—and

Employment Protection’ (European Labour Law Network Thematic Report 2011) 34–35 <https://pure.uva.nl/ws/files/
2077416/149059_2011_Thematic_Report_ELLN_Dismissal_and_employment_protection.pdf> accessed 21
September 2022.

65. Consensus remains limited on the substantive tests for decisions around workers. For example, as of mid-2022, only ten
EU Member States have ratified the International Labour Organization (ILO) Convention No 158 on Termination of
Employment. Many Member States either do not consider themselves bound by, or have expressed reservations
around, Article 24 of the European Social Charter concerning termination of employment. See generally Guus
Heerma van Voss and Beryl ter Haar, ‘Common Ground in European Dismissal Law’ (2012) 3 European Labour
Law Journal 215.

66. van Voss, Waas, and ter Haar (n 64) 59; David Cabrelli, ‘The Role of Standards of Review in Labour Law’ (2019) 39
Oxford Journal of Legal Studies 374.

67. See, e.g., Johnson v Medical Defence Union [2007] EWCA Civ 262 [44]–[47].
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3.2. Algorithmic qualities of automated decisions
Algorithmic decisions are commonly based on variables that have no obvious social meaning,
and relationships that cannot be effectively put into words. For example, an audio recognition
algorithm takes as input a huge array of features of the signal that are designed to help compu-
ters distinguish between sounds, but which have no meaning to humans.68 It further combines
these in manners that are not designed to be expressed in words, such as through multiple layers
of a neural network.

Human decisions are not transparent, either. Even where humans explain their decisions in
words, this may not correspond to the psychological process that led to the decision. However,
for the purposes of the law, humans generally must put their decisions into human terms. We do
not dissect brains to find ‘true’ reasons, nor do we generally allow assurances of experience or
expertise to substitute for requirements of reasoning. Unfair dismissal law in the UK, for
example, requires employers to provide a clear reason based on facts and beliefs held at the time
the decision was made—even where the employer had a mixture of reasons, and has not mentioned
all of them at the time of dismissal.69

However, as it stands, algorithms risk being both the mechanism of decision-making and the
believed empirical basis for such a decision. This risks circular logic from which there is little
recourse: that the decision logic is acceptable because it is designed to produce the most
‘correct’ decisions; and that the decision is acceptable because it is grounded in the input data.
Faced with that situation, the human reviewer can do little but to look for obvious bugs or
errors, or point at what is available.

An improvement to the PWD Proposal given here is to separate these out.
A review of the decision should involve a restatement of the reasons for a decision in a

simple, human comprehensible manner, where this new, simplified reasoning substitutes for
the original algorithmic mechanism for the purposes of legal review going forward. It could
be argued that this is disingenuous—such a simplified decision may not faithfully capture
the logic of the algorithmic system initially. It gives the employer room to change their decision
basis—even if the algorithmic decision was heavily influenced by factors correlated with an
individual’s ethnicity, the employer could say that the reasons relate to that individual’s
average journey speed. This would flout algorithmic accountability. But the role of a review
of an individual decision, for the purposes of Article 8 of the proposal, should be distinguished
from algorithmic accountability more generally construed. Both are important. The role of
algorithmic accountability seeks to ensure automated and semi-automated mechanisms do
not manifest easily scalable harm which later may require redress. This may be possible
through audit, explanations, representations, consultation, and involvement, as discussed else-
where in this article—and this proposal should not impact upon these rights, such as transpar-
ency around the functioning of automated systems. However, a human review should
rehumanise the specific decision which caused this harm—to reappraise the situation and to
make a fresh choice, in human interpretable terms. This combination of individually or

68. See generally S Chandrakala and SL Jayalakshmi, ‘Environmental Audio Scene and Sound Event Recognition for
Autonomous Surveillance: A Survey and Comparative Studies’ (2019) 52 ACM Computing Surveys 63:1.

69. Hugh Collins, Keith Ewing, and Aileen McColgan, ‘Unfair Dismissal’ in Labour Law (2nd edn, Cambridge University
Press 2019).
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collectively triggered rights with more collective forms of oversight is a hallmark of data pro-
tection law in its efforts to regulate asymmetric information power.70

This restatement should be combined with a further duty upon the employer to ensure that the
restatement is supported by evidence. In this process, they should have regard to workers in
similar factual situations. If these workers have not been subject to the same decision, why not?
This reduces the possibility that the restatement is spurious.

This altered approach has clear, albeit modest, benefits. It prevents workers being given final,
significant decisions which give deference to unfathomable algorithmic reasoning, which will typ-
ically fail to respect the individual, and gives a right for a final decision to be made on the basis of
human reasoning. The need for a substantive restatement of a decision may make digital labour
platforms less likely to see human review as a formality which itself can be passed out to precarious
workers, such as through the emerging ‘human in the loop as a service’ industry,71 as businesses
would be liable for both the content and reasoning of new decisions. It differs from a rationality
test, which could be discharged by noting that reliance on a certain algorithmic method or approach
was a de facto industry standard—or at least not unique.72 The proposed approach does not guar-
antee a dignity-preserving outcome—a worker could still consider such a decision to be based on
arbitrary characteristics irrelevant to performance at work73 or to lack causal justification,74 or the
observed data might not capture underlying concepts.75 These would remain domains for labour
law, and the tests relevant to the type of decision in question. However, this approach at least
sets the stage for these tests to be carried out, in a way which is politically feasible within this
piece of legislation and this level of integration of European labour law.

4. Information and consultation
The PWD proposal develops the requirements in the Information and Consultation Directive76 for
the particulars of digital labour platforms. In doing so, it makes some optimistic assumptions about
the type of representation that may emerge, particularly around platforms where organisation may
be difficult due to the business model or its cross-border and multilingual nature. We consider these
issues in turn below.

70. Stefano Rodotà, Elaboratori elettronici e controllo sociale (Società Editrice il Mulino 1973); René Mahieu, ‘The Right
of Access to Personal Data: A Genealogy’ (2021) 2021 Technology and Regulation 62 (commenting on Rodotà);
Woojeong Jang and Abraham L Newman, ‘Enforcing European Privacy Regulations from Below: Transnational Fire
Alarms and the General Data Protection Regulation’ 60 Journal of Common Market Studies 283. Kaminiski calls
this pincer movement on algorithmic systems ‘binary governance’; see generally Margot E Kaminski, ‘Binary
Governance: Lessons from the GDPR’s Approach to Algorithmic Accountability’ (2019) 92 Southern California
Law Review 1529.

71. See, e.g., Amazon, ‘Introducing Amazon Augmented AI (A2I) for Human Reviews of Machine Learning Predictions’
(Amazon Web Services, Inc, 24 April 2020) <https://perma.cc/M76G-U9W2> accessed 27 March 2021.

72. Cabrelli (n 60).
73. Hugh Collins, Justice in Dismissal: The Law of Termination of Employment (Oxford University Press 1992).
74. Oscar H Gandy, ‘Engaging Rational Discrimination: Exploring Reasons for Placing Regulatory Constraints on Decision

Support Systems’ (2010) 12 Ethics and Information Technology 29, 31.
75. Sorelle A Friedler, Carlos Scheidegger, and Suresh Venkatasubramanian, ‘The (Im)Possibility of Fairness: Different

Value Systems Require Different Mechanisms for Fair Decision Making’ (2021) 64 Communications of the ACM 136.
76. Directive 2002/14/EC of the European Parliament and of the Council of 11 March 2002 establishing a general frame-

work for informing and consulting employees in the European Community OJ L 80/29 (Information and Consultation
Directive).

Veale et al. 321

https://perma.cc/M76G-U9W2
https://perma.cc/M76G-U9W2


4.1. Formal information and consultation
Article 9 sets out the main requirements regarding information and consultation. It requires that
Member States ‘ensure information and consultation of platform workers’ representatives or,
where there are no such representatives, of the platform workers concerned by digital labour plat-
forms, on decisions likely to lead to the introduction of or substantial changes in the use of auto-
mated monitoring and decision-making systems.’77 Algorithmic management therefore gets
heightened treatment compared to other workplace choices, with the terms ‘information’ and ‘con-
sultation’ aligned with the Information and Consultation Directive.78 Minimal procedural standards
and protection for employee representatives and information under this Directive also apply to con-
sultation under the PWD Proposal.79

These provisions apply only to ‘platform workers’—that is, those persons performing platform
work have employment contracts or employment relationships.80 They do not apply to ‘persons
performing platform work’ who are not ‘platform workers’—legitimately self-employed persons
performing platform work. These individuals are expected to be supported by relevant rights
under the Platform to Business Regulation,81 at least insofar as such individuals are ‘business
users’ within the meaning of that Regulation.82 The Commission has also announced Guidelines
that clarify that persons performing platform work can be exempted from EU antitrust enforcement
for the purposes of collective bargaining.83 The possibility for certain self-employed persons to
bargain collectively is a relatively novel development that may eventually create the policy
context for information and consultation rights for specific groups of self-employed persons,
which have typically remained out of the scope of such rights.84 As the Commission recently
noted, ‘[d]igital labour platforms are usually able to unilaterally impose the terms and conditions

77. PWD Proposal, Art. 9(1).
78. ibid, Art. 9(2); Information and Consultation Directive, Arts. 2(f)–(g). ‘Information’ means ‘transmission by the

employer to the employees’ representatives of data in order to enable them to acquaint themselves with the subject
matter and to examine it’; ‘consultation’ means ‘the exchange of views and establishment of dialogue between the
employees’ representatives and the employer.’

79. In particular, Information and Consultation Directive, Arts. 4(1), 4(3)–(4), 6 and 7.
80. PWD Proposal, Art. 1(4).
81. ibid, Recital 40.
82. Specifically, Recital 40 of the PWD proposal explains:

The rights in Articles 6, 7 and 8 of this Directive pertaining to the protection of natural persons in relation to the
processing of personal data in the context of algorithmic management . . . should also apply to persons in the Union
performing platform work who do not have an employment contract or employment relationship. The rights pertaining
to health and safety at work and information and consultation of platform workers or their representatives, which are
specific to workers in view of Union law, should not apply to them. Regulation (EU) 2019/1150 provides safeguards
regarding fairness and transparency for self-employed persons performing platform work, provided that they are con-
sidered business users within the meaning of that Regulation.

83. European Commission, ‘Guidelines on the application of Union competition law to collective agreements regarding the
working conditions of solo self-employed persons’ (Communication) OJ C 374/2 (Collective Agreement
Communication), paras 28–31. See generally Nicola Countouris, Valerio De Stefano, and Ioannis Lianos, ‘The EU,
Competition Law and Workers Rights’ in Ewan McGaughey, Sanjukta Paul, and Shae McCrystal (eds), The
Cambridge Handbook of Labor in Competition Law (Cambridge University Press 2022).

84. For example, the central actors set out in Art. 2(c)–(e) of the Information and Consultation Directive are the ‘employer,’
‘employee,’ and ‘employees’ representatives’; no mention at all is made of self-employed persons. See PWD Proposal,
Recital 10 (‘[a] body of legal instruments provides for minimum standards in working conditions and labour rights
across the Union,’ including information and consultation rights, those instruments ‘do not apply to the genuine
self-employed.’)
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of the relationship, without previously informing or consulting solo self-employed persons[per-
forming work on the platform].’85

Furthermore, the Commission relies on the data protection treaty basis to extend rights such as
transparency and human oversight to self-employed persons in the PWD Proposal; it is unclear
whether this basis would stretch to rights pertaining to working conditions, such as information
and consultation rights relating to persons performing platform work, and further unclear upon
which basis the Commission would be able to rely to do this.86

4.1.1. Consultation without representatives. The PWD acknowledges two scenarios for the fulfilment
of digital labour platforms’ information and consultation obligations: either with platform
workers’ representatives, or ‘where there are no such representatives, of the platform workers
concerned’.87 The digital labour platform’s obligations to inform and consult are the same in
either scenario. The proposed Directive largely relies on the provisions of the Information and
Consultation Directive to specify the rules platforms must follow to meet those obligations.88

Yet while that Directive gives wide discretion for Member States to ‘determine the practical
arrangements for exercising the right to information and consultation,’89 the primary negotiating
counterparty for the employer foreseen in that Directive is the ‘employees’ [representative].’
There is little guidance indicating how the process of information and consultation might
proceed without representatives.90

This lack of guidance ‘platform operators’ decisions to bias information and consultation
procedures in the absence of worker representatives, who could otherwise help to ensure both
their fairness and their methodological integrity. For example, influential Uber consultations in
the United States, which made heavy use of surveys suffered from serious methodological
flaws, including poorly designed survey questions, which significantly biased consultation
results.91 These risks are particularly acute given many platforms’ relative lack of experience
with worker consultation.

Although the Information and Consultation Directive requires that ‘the timing, method and
content [of consultation] are appropriate,’92 the lack of well-known ‘best practices’ for consultation
in digital labour platforms, especially when there are no formal representatives, may pose a chal-
lenge to effective consultation even when platforms undertake to fulfil their consultation obligations
in good faith. It is unclear what ‘appropriate’ methods could or should be. This is further

85. Collective Agreement Communication, para 28.
86. But see generally Halefom Abraha, this volume, examining the limitations of data protection law in the workplace

context, especially the failure of data protection law to account for the collective nature of workplace interests and work-
place data processing.

87. PWD Proposal, Art. 9(1).
88. ibid, Art. 9(2).
89. Information and Consultation Directive, Art. 4(1).
90. For example, it provides protections for employees’ representatives, but the Directive imposes no obligations on

employers relating to consultation procedures in the absence of such representatives. See Information and
Consultation Directive, Art. 7.

91. Janine Berg and Hannah Johnston, ‘Too Good to Be True? A Comment on Hall and Krueger’s Analysis of the Labor
Market for Uber’s Driver-Partners’ (2019) 72 Industrial & Labor Relations Review 39.

92. Information and Consultation Directive, Art. 4(4)(a).
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complicated by the remote nature of most work organisation in platform work, even where the work
itself is performed at a specific location—and effective practices for digital consultation procedures
are just beginning to be worked out.93

4.1.2. Consultation across languages and borders. The remote nature of platform work organisation
also provides for the possibility that workers may be in many different Member States.
Considered from an economic perspective, this is one of the advantages of the platform
business model: one platform, at least in theory, can match clients and workers in many
countries with roughly the same administrative costs as if it were limited only to one
country. However, in the context of information and consultation, this creates at least
two challenges.

The first is the challenge of language. Generally, consultation in many languages
arises in the context of very large multinational corporations with the resources to provide
translation and interpreting services for worker representatives when appropriate: for
example, at the level of European Works Councils. However, digital labour platforms may
not have the resources or competence to facilitate high-quality multilingual consultation pro-
cesses. Recognising the cost challenges of multilingualism and platforms, under the Digital
Services Act only very large online platforms are obliged to provide terms and conditions
in all languages of the Member States in which they operate, and even these largest platforms
do not need to communicate with users or regulators in the languages of the markets in which
they operate.94

The second is the challenge of diverse laws and customs for worker representation and infor-
mation and consultation. If a platform has a significant number of workers each in a number of
Member States, workers in different Member States may prefer to make use of the representa-
tive structures and information and consultation procedures customary to their own countries;
indeed, because platform workers will typically be employees in national law, digital labour
platforms will likely be required to comply with different requirements for worker representa-
tion and information and consultation in different Member States. This represents a tension
between a lack of European-level legal harmonisation and the platform’s desire for de facto har-
monisation in order to operate at scale and provide what they understand to be their core busi-
ness proposition: to provide and maintain a single set of technical features and ‘workflows’ for
all users, to the extent possible, irrespective of their location. It is widely believed that it is
exactly this ‘scalability,’ enabled by the ostensible universality of a single technical design,
that creates the cost advantage for the platform business model over more ‘traditional’ business
models.95

93. See, e.g., European Foundation for the Improvement of Living and Working Conditions, Social Partners Going Digital:
Using Digital Tools and Adapting Social Dialogue Processes (Publications Office 2021) <https://data.europa.eu/doi/10.
2806/142194> accessed 30 September 2022.

94. Digital Services Act, Art. 14(6), Recital 42.
95. See generally Sangeet Paul Choudary, Platform Scale: How an Emerging Business Model Helps Startups Build Large

Empires with Minimum Investment (Platform Thinking Labs 2015); Sebastian Pfotenhauer and others, ‘The Politics of
Scaling’ (2022) 52 Social Studies of Science 3. In the context of digital labour platforms specifically, see Irani (n 13);
Sangeet Paul Choudary, ‘The Architecture of Digital Labour Platforms: Policy Recommendations on Platform Design
for Worker Well-Being’ (2018) 3 ILO Future of Work Research Paper Series.
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The costs of high-quality consultation recognising diverse languages and procedural norms seem
likely to incentivise platforms to seek legal or technical ‘workarounds’.

4.1.3. Adaptive consultation. From a policy perspective, it would ideally be desirable to establish
concrete minimum standards for information and consultation where no representatives exist,
across languages and across borders. Such standards could reduce the risk of low-quality proce-
dures that effectively bias outcomes, for example by choosing or briefing particular influential
workers or experts, through ‘agenda-setting’ power (e.g., choosing or selectively framing
options in worker surveys),96 or simply through exclusion of significant groups of workers.

Yet participation of platform workers in the design of platform work remains a very new field
of activity, with relatively limited research on it as a proportion of research on digital labour plat-
forms generally.97 Solid evidence-based standards may simply be out of reach in the short term.98

This places it in a different situation from traditional regulation, which assumes that the regulated
entity knows the risks faced and costs, as well as approaches to mitigate them, while the regulator
does not.99 Reflexive mechanisms for regulating in the presence of uncertainty, such as planned
adaptive regulation, are frequently used in areas such as health, safety, or environmental law,100

and proposed in technological areas such as robotics or connected devices.101 They may hold
lessons here, but it is worth noting that these approaches typically involve the regulation of
hazards, while quality of work and industrial relations should be treated differently than risks to
be managed. Consequently, such adaptive regulatory mechanisms are likely to need heightened
accountability to ensure that knowledge creation on effective consultation is both occurring and
aligned with the interests of workers.

Such mechanisms supporting alignment generally fall under discussions of meta-regulation.
Situations where meta-regulation is needed tend to be characterised by both high uncertainty and

96. ‘Controlling the agenda of decision-making or negotiation processes allows particular actors to define the problems,
options and choices available for discussion, along with the framework of values and practices within which they
are discussed, prior to subsequent meetings around the negotiating table.’ See Norman Dandy, Stefano Fiorini, and
Althea Lynn Davies, ‘Agenda-Setting and Power in Collaborative Natural Resource Management’ (2014) 41
Environmental Conservation 311.

97. But see Brian James McInnis and others, ‘One and Done: Factors Affecting One-Time Contributors to Ad-Hoc Online
Communities’ Proceedings of the 2016 ACM Conference on Computer-Supported Cooperative Work & Social
Computing <https://doi.org/10.1145/2818048.2820075>; Thomas Gegenhuber, Markus Ellmer, and Claudia Scheba,
‘Partizipation von CrowdworkerInnen Auf Crowdsourcing-Plattformen’ (Hans-Böckler-Stiftung, June 2018) 91
<https://www.boeckler.de/de/faust-detail.htm%3Fsync_id=HBS-006913> accessed 26 October 2022.

98. This does not mean that there is not plenty to be learned from analogous experience in other sectors, such as planning.
See, e.g., Mathias Hofmann, Sander Münster, and Jörg Rainer Noennig, ‘A Theoretical Framework for the Evaluation
of Massive Digital Participation Systems in Urban Planning’ (2019) 4 Journal of Geovisualization and Spatial Analysis
3.

99. Charles Sabel, Gary Herrigel and Peer Hull Kristensen, ‘Regulation under Uncertainty: The Coevolution of Industry
and Regulation’ (2018) 12 Regulation & Governance 371, 372.

100. Lawrence E McCray, Kenneth A Oye, and Arthur C Petersen, ‘Planned Adaptation in Risk Regulation: An Initial
Survey of US Environmental, Health, and Safety Regulation’ (2010) 77 Technological Forecasting and Social
Change 951.

101. Eduard Fosch-Villaronga and Michiel Heldeweg, ‘“Regulation, I Presume?” Said the Robot—Towards an Iterative
Regulatory Process for Robot Governance’ (2018) 34 Computer Law & Security Review 1258; Irina Brass and
Jesse H Sowell, ‘Adaptive Governance for the Internet of Things: Coping with Emerging Security Risks’ (2021) 15
Regulation & Governance 1092.
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entrenched non-compliance, with regulators needing to motivate regulatees to engage in meaning-
ful experimentation, have the capacity to independently analyse and scrutinise regulatees’ reported
progress, and have a stable enough political environment to engage in incremental learning.102

However, the PWD Proposal has little to say about the capacity of regulators, with obligations
on cooperation and information sharing but no clear institutions proposed through which to do
so.103

Several approaches inspired by meta-regulatory practices can be envisaged that may improve the
proposal in this respect. Digital labour platforms could be obliged to have regard to the state of the
art when designing information and consultation practices, with a view to avoiding bias or other
low-quality processes. Publication requirements by digital labour platforms detailing the choice
of topics and methods for information and consultation, and the reasoning behind those choices,
may facilitate learning and improvement in this area. Giving workers or representatives explicit
rights to file objections to both platforms and relevant authorities regarding potentially deficient,
biased, or otherwise inappropriate information or consultation artifacts (e.g., informational text)
or processes, and where filed to the platform to receive a timely and substantive response, may
further facilitate improvement and accountability. Member States could be directed to ensure
that the relevant authorities—typically labour ministries or inspectorates—have the right to
direct platforms to change their consultation procedures and information artifacts if they fail to
meet expectations. Such expectations could be set through shared research programmes on the
state of the art, guidelines set collaboratively byMember States, specifically mandated transnational
studies, or implementing acts the PWD Proposal could empower the Commission to pass. Further to
these aims, the Commission should explicitly study the areas we have highlighted above around
borders, languages, and representation without established worker representatives.

5. Communication and monitoring
A novel element of the PWD Proposal is the obligation on digital labour platforms to design in,
through the platform’s digital infrastructure or similarly effective means, the possibility for
persons performing platform work to contact and communicate with each other and through
representatives.104

The way in which communication is facilitated by digital labour platforms is likely to influence
how and if the information and consultation discussed above is realised in practice.
Communication is key for platform workers to make sense of information received from digital
labour platforms and to collectively form opinions related to it.105 Even location-based platform
workers are not typically co-located, posing challenges to typical communication.106 The

102. Sharon Gilad, ‘It Runs in the Family: Meta-Regulation and Its Siblings’ (2010) 4 Regulation & Governance 485.
103. PWD Proposal, Art. 19(2).
104. ibid, Art. 15 (‘Member States shall take the necessary measures to ensure that digital labour platforms create the pos-

sibility for persons performing platform work to contact and communicate with each other, and to be contacted by
representatives of persons performing platform work, through the digital labour platforms’ digital infrastructure or
similarly effective means, while complying with the obligations under [the GDPR]. Member States shall require
digital labour platforms to refrain from accessing or monitoring those contacts and communications.’)

105. See generally Hannah Johnston and Chris Land-Kazlauskas, ‘Organizing On-Demand: Representation, Voice, and
Collective Bargaining in the Gig Economy’ (ILO Conditions of Work and Employment Series No 94) 55.

106. See Kilhoffer and others (n 3) 84–86. On general challenges in remote work collaboration which also affect both plat-
form work and collaboration among platform workers for the purpose of organising, see generally Nathan D Bos and
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importance of the specific technical characteristics and administration procedures of tools for sup-
porting platform workers is well-documented in the technical literature.107 Research on online
forums in diverse domains, including education108 and political deliberation,109 shows that the
design of these communication channels plays a significant role in shaping the outcomes achieved
by participants using them. In the context of platform work, if communication channels provided
by digital labour platforms impede effective deliberation—including by being difficult to use,
poorly organised, technically unreliable, or otherwise—then it will be difficult for workers to con-
sistently ‘make collective sense’ of information they are receiving and to effectively be con-
sulted,110 regardless of whether the platform engages with good faith in consultation efforts.
Furthermore, for self-employed persons performing platform work who do not benefit from the
Article 9 information and consultation provisions, the communication channels provided by the
digital labour platform may provide the primary or only practical possibility for informal collective
discussion of working conditions, platform design, or operating procedures, or for organising in
the ways foreseen by the Commission in its Collective Agreement Communication.

Even in the absence of formal information and consultation, such informal discussion can
lead to improvement in working conditions, for example by highlighting technical problems
experienced by many those performing platform work, or by identifying potential improve-
ments to platform procedures. Indeed, some platforms already facilitate such discussions for
exactly this reason; in such cases, informal discussion among those performing platform
work can be seen by the platform as a sort of additional informal and ongoing layer of
quality control and testing for their platform design, technology, and procedures.111 Care has
to be taken, however, that the existence of such processes of feedback, intrinsically linked to
agile software development where users are constant subjects of experimentation,112 are not
considered substitutes for ex ante consultation processes.

5.1. Challenges of civic technologies
The requirements set out in Article 15—channels through which workers can communicate with
one another and with representatives, and which are not monitored by the platform—seem like
the most fertile ground for ‘collective sensemaking’ of data provided by the platform, and

others, ‘Shared Identity Helps Partially Distributed Teams, but Distance Still Matters’ Proceedings of the 2010 ACM
International Conference on Supporting Group Work <https://doi.org/10.1145/1880071.1880086>.

107. See, e.g., Niloufar Salehi and others, ‘We Are Dynamo: Overcoming Stalling and Friction in Collective Action for
Crowd Workers’ Proceedings of the 2015 Annual ACM Conference on Human Factors in Computing Systems
<https://doi.org/10.1145/2702123.2702508>; Alex C Williams and others, ‘The Perpetual Work Life of
Crowdworkers: How Tooling Practices Increase Fragmentation in Crowdwork’ (2019) 3 Proceedings of the ACM
on Human-Computer Interaction 24:1.

108. Jemal Abawajy, ‘Analysis of Asynchronous Online Discussion Forums for Collaborative Learning’ (2012) 1
International Journal of Education and Learning 11.

109. Scott Wright and John Street, ‘Democracy, Deliberation and Design: The Case of Online Discussion Forums’ (2007) 9
New Media & Society 849.

110. Or, in the language of the Information and Consultation Directive, ‘to conduct an adequate study and, where necessary,
prepare for consultation’ (Art. 3).

111. Thomas Gegenhuber, Markus Ellmer, and Claudia Scheba, ‘Partizipation von CrowdworkerInnen auf
Crowdsourcing-Plattformen: Bestandsaufnahme und Ausblick’ (Study No 391, Hans Böckler Stifung 2018) 91.

112. Seda Gürses and Joris van Hoboken, ‘Privacy after the Agile Turn’ in Evan Selinger, Jules Polonetsky and Omer Tene
(eds), The Cambridge Handbook of Consumer Privacy (Cambridge University Press 2018).

Veale et al. 327



subsequent opinion formation amongst persons performing platform work. This is especially
important in the absence of formal representatives, either where they do not exist or, in the case
of truly self-employed persons performing platform work, when there is no provision for them.

The literature on civic technologies—forms of collaboration, coordination, deliberation,
resource gathering, and sharing—is arguably the closest to what the provisions in the PWD
Proposal seek to create. These technologies are not straightforward to create or maintain, and
require significant time, intent, and resources, with dedicated maintenance and support staff that
have dual roles in policy and technology.113 Currently, workers use a variety of communication
platforms, such as Facebook, to discuss and collaborate. Such organising is somewhat mobile if
the tools do not meet their needs. It already seems challenging for a digital labour platform to
itself create a robust, useful, and trusted deliberative platform. These challenges are heightened
in the adversarial situations that can characterise some employer-worker relationships, such as
the platform worker strikes seen across Latin America during the Covid-19 pandemic.114

Creating rich deliberative technologies, particularly at scale, requires active effort beyond just
opening a communication channel and letting it thrive, and close connection with designers—
who in the PWD Proposal are forbidden from processing information about communications
while reflecting and improving the communications system.

The exact way that the communications obligations will play out likely awaits evaluation. But
there are ways to strengthen the legal texts to make sure that a dead communications platform does
not hinder organising. As mentioned, workers typically choose methods of organising off-platform,
which may be accessible through links or requests to join. The PWD Proposal could state that a
necessary feature of a communications platform would be to allow users to easily find links
posted by workers directing them to other platforms that are run, circulated, and approved by sig-
nificant numbers of workers. Such provisions could be further amended via guidance or implement-
ing legislation. In effect, the communications obligations should at minimum function as a gateway
to unite workers and give them channels of communication, even if they are not the home of delib-
eration on the platform.

5.2. Confidentiality of communications
Platforms are forbidden from accessing the contents of communications in the systems they have
established, as well as from processing data relating to private communications of workers more
generally.115 This initially seems like a strong and sensible proposal designed to prevent employer
interference in worker organising. Employers are already regularly criticised for the ways they navi-
gate the sharing of confidential information in information and consultation procedures with
workers, and it is likely some will be tempted to monitor devices and sharing to identify
leakers.116 However, the strong blanket prohibition creates some difficult tensions.

113. Hollie Russon Gilman and Tiago Carneiro Peixoto, ‘Digital Participation’ in Stephen Elstub and Oliver Escobar (eds),
Handbook of Democratic Innovation and Governance (Edward Elgar Publishing 2019) 114.

114. Kelle Howson and others, ‘“Just Because You Don’t See Your Boss, Doesn’t Mean You Don’t Have a Boss”:
Covid-19 and Gig Worker Strikes across Latin America’ (2020) 27 International Union Rights 20.

115. PWD Proposal, Arts. 6(5)(c), 15.
116. See generally Lise Meylemans and Stan De Spiegelaere, ‘What Is Said in European Works Councils Stays There:

Confidentiality and How to Cope with It’ (2019) 41 Employee Relations 1398.
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Communication mechanisms typically require collection of some personal data. At the most
confidential, we can consider communication apps such as Signal or ProtonMail, instant messenger
and email services respectively, which heavily encrypt and minimise personal data collection.
These are amongst the most confidential of widely available communication tools, yet still
both services do require the collection of some metadata. Other mainstream encrypted or par-
tially encrypted communications systems, such as iMessage, WhatsApp or Telegram, collect
significantly more metadata. In sum, ensuring that no metadata is collected remains difficult
for mainstream instant messaging services.117 Furthermore, there are technical challenges
which make it difficult for encrypted instant messenger services to encrypt communication
to very large group chats where individuals wish to broadcast to a group, such as may be
required for very large digital platforms. While there are regular developments in protocols
and standards, these remain open challenges.118 Implementing emerging protocols securely
certainly would challenge smaller digital labour platforms, and highly secured instant messen-
gers still bring usability challenges.119

Furthermore, removing or minimising the collection of information within workplace
communication tools raises a range of challenges in specific situations. What happens if a
worker is being harassed by a colleague online and an investigation is required? What
happens if accountability is needed for a decision within a hierarchical organisation? What
happens if a platform worker discusses personal data of a client with another worker, and
that platform receives a subject access request to disclose it? At some point, a digital labour
platform may have to collect information that relates to private discussions.120 This can be
made difficult if messages sit on workers’ devices, particularly if those devices are not
subject to invasive policies such as mobile device management which require users to surrender
control of their devices.121 This may not even be possible if they answer to more than one
digital labour platform.

The challenge around communications systems and data workers may hold about clients is
tricky. An amended PWD Proposal may need to prohibit data processing for certain purposes,
such as the monitoring or evaluation of employees or their activities, whilst permitting it for
other cases, such as ensuring the security of the system, or investigating genuine issues of har-
assment or other activity. Yet worker perception of employee surveillance may matter just as
much as actual employer data practices.122 This seems particularly likely for digital labour

117. See generally Boel Nelson and Aslan Askarov, ‘With a Little Help from My Friends: Transport Deniability for Instant
Messaging’ (arXiv.com, 4 February 2022) <http://a-rxiv.org/abs/2202.02043> accessed 25 October 2022.

118. See generally the documents and references in the work of the Internet Engineering Task Force (IETF) Messaging
Layer Security working group, Richard Barnes and others, ‘The Messaging Layer Security (MLS) Protocol’
(Internet Draft, Internet Engineering Task Force 2022) <https://datatracker.ietf.org/doc/draft-ietf-mls-protocol>
accessed 19 October 2022.

119. Amir Herzberg and others, ‘Secure Messaging Authentication Ceremonies Are Broken’ (2021) 19(2) IEEE Security &
Privacy 29.

120. See generally Damir Kahvedžić, ‘Digital Forensics and the DSAR Effect’ (2021) 22 ERA Forum 59; Lindsey Blair,
‘Contextualizing Bring Your Own Device Policies’ (2018) 44 Journal of Corporation Law 151.

121. Yong Wang, Jinpeng Wei, and Karthik Vangury, ‘Bring Your Own Device Security Issues and Challenges’, 2014
IEEE 11th Consumer Communications and Networking Conference 80.

122. Nina Gerber and others, ‘Finally Johnny Can Encrypt: But Does This Make Him Feel More Secure?’, Proceedings of
the 2018 International Conference on Availability, Reliability and Security <https://dl.acm.org/doi/10.1145/3230833.
3230859>.
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platforms, whose tendencies towards algorithmic management themselves motivated this
provision.

5.3. Awareness and monitoring
Finally, several provisions of the PWD Proposal require platforms to understand platform workers’
context and the impact work has upon them. These provisions run into practical tensions relating to
methodology and data collection, particularly in the context of today’s digital economy.

5.3.1. Monitoring impact. Complementing the ex post human oversight or review discussed above,
the proposal also creates ex ante and continuous obligations on employers to ‘regularly monitor and
evaluate the impact of individual decisions taken or supported by automated monitoring and
decision-making systems’.123 Such mechanisms are complementary to the damage-control
approaches of ex post review of algorithmic management.124 Elsewhere, the proposal highlights
that automated monitoring and decision-making systems must not place undue pressure on platform
workers or place their physical or mental health at risk.125

A tension exists regarding data collection and the monitoring of impact. The type of impacts the
proposal is concerned with include psychosocial risks. It is not clear that a digital labour platform,
particularly one prohibited from processing data on the psychological state of workers, their com-
munications or their broader lives,126 will be able to assess such impact. That is not to say that the
firm should have the right to monitor these characteristics. Instead, it seems appropriate that an
exemption is possible within the prohibitions to facilitate data collection according to a monitoring
and evaluation strategy that is co-designed by workers and employers. Participatory design with
workers on driving platforms has highlighted the desires of drivers to be able to use data in
ways they wish relating to their own work to maintain financial, physical, and psychological well-
being.127 This work further highlights the importance of qualitative, rather than automatically mea-
sured quantitative data, in understanding these issues.

Furthermore, the PWD Proposal does not propose documentation or publication requirements on
the monitoring and evaluating it outlines. Different levels of such visibility could be envisaged,
such as reporting to employees and to the general public at different levels of granularity. While
it is likely that such platforms will already have to complete a data protection impact assessment
for algorithmic management system,128 there is no obligation to publish this document.129 The

123. PWD Proposal, Art. 7(1).
124. Valerio De Stefano and Simon Taes, ‘Algorithmic Management and Collective Bargaining’ (ETUI Foresight Brief 10,

May 2021) 9 <https://perma.cc/9KE7-YBQL> accessed 27 September 2022; cf Kaminski (n 70).
125. PWD Proposal, Art. 7(2).
126. ibid, Art. 6(5).
127. Angie Zhang and others, ‘Algorithmic Management Reimagined for Workers and By Workers: Centering Worker

Well-Being in Gig Work’ Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems 9
<https://doi.org/10.1145/3491102.3501866>.

128. The Article 29 Working Party stated that an impact assessment is likely to be required under Article 35 GDPR for a
company ‘systematically monitoring its employees’ activities’. See Article 29 Working Party, ‘Guidelines on Data
Protection Impact Assessment (DPIA) and determining whether processing is “likely to result in a high risk” for the
purposes of Regulation 2016/679’ (4 April 2017) WP 248 rev.01 11.

129. ibid 18.
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proposal could both synthesise the DPIA requirements with the monitoring and evaluating require-
ments and ensure they complement each other, as well as outline procedural obligations on timing,
participation, and publication.

5.3.2. Online tracking and prosumer platforms. The prohibition on collecting personal data when
individuals are not offering or performing platform work does not have exceptions.130 Yet even
this prohibition itself requires an understanding of when offering or performing work begins,
ends, or is paused, which can be difficult for tasks which are longer, less delineated, or occur in
the context of multi-homing (the use of more than one platform simultaneously).

This tension is particularly stark, given the ubiquitous nature of data collection in the contem-
porary digital economy. Many digital labour platforms also run large online tracking infrastructure.
For example, Amazon runs embedded infrastructure with tracking potential in approximately 18%
of mobile applications.131 Workers using theirMechanical Turk platform can log in using the same
accounts they may use for other Amazon services, which in turn can be associated with tracking
cookies and similar technologies. When individuals are tracked by this infrastructure, this is
clearly an example of a digital labour platform collecting data when individuals are not performing
platform work, which may violate Article 6(5)(d).

Relatedly, individuals may interact with such platforms as both a consumer and a provider of services
facilitated by digital labour, and thereby become subject to the informational infrastructures on the con-
sumer side of the equation. Platforms have simultaneously banned individuals from both selling and
consuming services, indicating how reputation systems on both are not currently firewalled.132 More
broadly, the distinction between producer and consumer has long been collapsing online, and marketers
have been considering how to actively transform consumers into providers in platform contexts.133

5.3.3. Reconfiguring the prohibition. The exemption-free prohibition on collection is unclear and
perhaps unworkable, given the above blurred lines. In practice, it will hit reality, and risks
forcing regulators and courts to create interpretative loopholes or enforcement gaps which may
impact the legitimacy and credibility of this effort. The cleanest option to deal with the challenges
around online tracking and prosumer trends is likely to be to silo this information, preventing the
processing of personal data across contexts in which a company may operate, and setting up a
requirement for organisational firewalls.134 While allowing those performing platform work to
take action against surveillance giants’ broader business models may be an interesting litigation

130. PWD Proposal, Art. 6(5)(d).
131. Reuben Binns and others, ‘Third Party Tracking in the Mobile Ecosystem’ Proceedings of the 2018 ACM Conference

on Web Science 27 <http://doi.acm.org/10.1145/3201064.3201089>.
132. See, e.g., Maxwell Strachan and Samantha Cole, ‘Banished for an Unleashed Dog: Airbnb Bans Bewilder Guests and

Hosts’ (Vice Motherboard, 3 October 2022) <https://www.vice.com/en/article/7k8eqz/banished-for-an-unleashed-dog-
airbnb-bans-bewilder-guests-and-hosts> accessed 26 October 2022.

133. See, e.g., Bodo Lang and others, ‘Why Do Consumers Become Providers? Self-Determination in the Sharing
Economy’ (2021) 32 Journal of Service Theory and Practice 132.

134. This may resemble some of the ‘siloing’ restrictions in the Digital Markets Act on the combination and cross-use of
data. See Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 on con-
testable and fair markets in the digital sector and amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital
Markets Act) OJ L 265/1, art 5(2).
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strategy, policymaking to tackle online tracking should be designed explicitly with those aims in
mind. The PWD Proposal may wish to go further and push back against prosumer blurring by
requiring accounts to be separate, although this is likely to meet resistance from those that
believe such directions hold innovative and desirable business models.

6. Concluding remarks
In the last decade, EU technology regulation has set high global standards, which have promulgated
beyond its borders (the so-called ‘Brussels Effect’).135 Meanwhile, corporate lobbying of EU legis-
lation has dramatically increased during the same time period.136 Attempts to regulate platform
work are, and will be, no exception.137 In this article we have sought to articulate the ways in
which the fundamentally sound algorithmic management provisions, even if fully implemented
and robustly enforced, might nevertheless be conveniently (mis)interpreted by platforms to under-
mine the original aims of the proposed Platform Work Directive. Technical reasons may be offered
to argue for the necessity of algorithmic management practices which run counter to those original
aims, while other technical reasons may be offered purporting to speak to the impossibility of adher-
ing to them. Similarly, service designs which undermine those goals may be justified on grounds of
user needs, with the interests of workers and customers played off against each other in ways that
ultimately serve those of the platform. Yet we believe none of the requirements of the PWD present
insurmountable technical challenges, nor do they run counter to the interests of users (whether plat-
form workers or customers). By anticipating and confronting these possible convenient misinterpre-
tations well before they are encountered in enforcement action years from now, EU legislators and
regulators can better ensure that the PWD successfully protects platform workers in practice.
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