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ABSTRACT
Recent studies in magnetic nanoarrays show that a variety of complex magnetic states and textures emerge as a function of a single magnetic nanoisland’s aspect ratio. We propose a model that, in addition to fitting experiments, predicts magnetic states with continuous symmetry at particular aspect ratios and reveals a duality between vortex and vertex states. Our model opens new means of engineering novel types of artificial spin systems, and their application to complex magnetic textures in devices and computing.
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I. INTRODUCTION
Remarkable advances in nanofabrication have led to the possibility of engineering designer artificial magnetic systems. In particular, Artificial Spin Ices (ASI) are arrays of magnetically frustrated nanoislands with low-energy state degeneracy, which emulate ice models. Current literature on ASI is expanding from the study of novel phases of matter in many-body physics, to diverse applications, including reconfigurable magnonics, neuromorphic, and reservoir computing. The magnetic islands (MIs) of the original Artificial Square Ice had an aspect ratio typically above four, meaning they were four times longer than wide, causing the island to magnetize in a collinear state along the longitudinal direction (a “macrospin” state). Islands with lower aspect ratios can also support the emergence of equilibrium spin textures that point approximately azimuthally around the center of an MI, vortex domains, or a combination of two vortices, a double-vortex domain, both with zero net magnetization. It is worth stressing that our model fits only the emergence of these states as a function of aspect ratios, but that other geometrical aspects could affect the populations, for instance thickness, which is constant in our experiments. Nonetheless, understanding the emergence of vortex domains in single islands typically requires the use of slow and costly micromagnetic simulations, which numerically integrate the Landau–Lifschitz–Gilbert equation—precluding study of large many-island arrays. The emergence of vortices occurs when the island aspect ratio is around two to three. This has been recently used experimentally to amplify the number of configurations that arrays of nanoislands can have, in particular, granting an advantage for reservoir computing via enhanced microstate space and hence computational richness. Increasingly numerous island states introduce an enriched microstate space and emergent metamaterial memory dynamics. Given this growing interest, we developed a simple yet feature-rich model to explore the emergence of vortices in magnetic nanoislands. Such model will guide the ASI field in developing islands and their interactions that encourage the formation of complex and dynamic magnetic textures. It is important to stress that our model is computationally efficient, enabling study of large many-body arrays without the need for hundreds to thousands of variables per spin required by the equivalent micromagnetic simulations.

Artificial spin ices can be used to engineer phases of matter. Since at large aspect ratios, the interaction between fully magnetized (macrospin) nanoislands can be approximated using the dipolar interaction model: collinear islands behave ferromagnetically, while orthogonal ones antiferromagnetically. Since each island in an ASI has two possible magnetic states, one can map a single vertex in a spin ice as an Ising model, with \( s_{\nu} s_{\sigma} s_{\delta} \) the coupling for perpendicular spins, and \( J_{\perp} \) for collinear ones, the Hamiltonian of a coordination-four spin ice vertex can be written in the form

\[
H_{\text{vert}} = \frac{1}{2} (J_{\perp} (s_{\nu} - s_{\sigma})(s_{\sigma} - s_{\delta}) - J_{\parallel} (s_{\nu} s_{\sigma} + s_{\sigma} s_{\delta})).
\]  

(1)

These interaction patterns can be repeated in any ASI, which is a decimation of a square ice. However, as this model fails to
accommodate the existence of multiple states in an island, here we argue that a similar but continuous model of a vertex can be used to study the complex features of a single island.

II. MODEL

We employ a generalized bipartite mean field model\textsuperscript{37} to multiple domains. We partition our system in magnetic domains composed of large numbers of Ising spins. For a magnetic system such a spin ice, one can either choose the magnetic domains to be those of a fully magnetized island, e.g., a macrospin, or those internal to an island. We assume that our system is partitioned into \( K \) subsystems composed of \( N \) spins, based on the symmetry of the problem. The first approximation is that each subsystem is composed of perfectly aligned Ising spins, an approximation which is justified for island’s aspect ratios above one. The spins in domain \( A \) interact with the spins in the domain \( B \), with a certain exchange interaction \( J_{AB} \), and among themselves with a certain effective interaction \( J_{AA} \). The graph that describes the interaction between the sets is described by an adjacency matrix \( A_{AB} \), \( A = 1, \ldots, K \). Each subset of spins is of size \( N_1, \ldots, N_K \). After a brief calculation, we can see that, in the spirit of the bipartite case, the Hamiltonian for a larger set of mean field spins is given by

\[
H = \sum_{i=1,A=1}^{N} J_{AB} A_{AB} \left( \sum_{j=1,C=1}^{N} S_i \right) \left( \sum_{k=1,C=1}^{N} S_j \right) + \sum_{i=1,A=1}^{N} \lambda_i \left( \sum_{j=1,C=1}^{N} S_i \right),
\]

where \( A \) has only zeros and ones, while \( J_{AB} \) are coupling constants. As in the case of the bipartite mean field model, we introduce for every set of spins a mean field parameter \( m_A = \frac{1}{N} \sum_{j=1,C=1}^{N} S_j \), and a Lagrange multiplier \( \lambda_A \) to enforce the constraints. Rescaling all the couplings by \( J_{AB} \rightarrow J_{AB} / \sqrt{N_1 N_2} \). The partition function reads (derivation in the supplementary material)

\[
Z \propto \int D m \exp \left( -N_{BH} \right),
\]

\[
H_{\text{eff}} = -\frac{1}{\beta} \sum_{A} \lambda_A m_A - \sum_{A} \frac{J_{AA}^{AB}}{2} m_A^2 - \sum_{AB} \frac{J_{AB}^{AB}}{\zeta} \log \cosh(\lambda_A),
\]

where \( \zeta \) is a phenomenological parameter, \( m_A \) is the mean field, and \( \lambda_A \) a conjugate field. As we can see, the exponent is proportional to \( N \). We then obtained, via Steepest Descent in the thermodynamic limit, the emerging mean field equations, given by

\[
m_A = \tanh \left( \beta Q_{AB} m_B + \beta \lambda_A \right).
\]

in terms of effective couplings \( Q_{AB} = J_{AB} A_{AB} \).

It is interesting at this point to note that the fixed points of these equations are, for sufficiently low temperature, the minima of the Hamiltonian

\[
\mathcal{H} = \frac{1}{2} \vec{m}^T Q \vec{m},
\]

but whether the minima may be reached or not depends on the type of dynamics. As we show in the supplementary material, this model is able to encode the ground states of various spin ice models. One important comment is that if we study spin ice vertices, the effective matrix \( Q \) has the same structure as the Hamiltonian of a vertex. The key difference is that while the vector \( \vec{S} \) is composed of discrete states, the vector \( \vec{m} \) is composed of continuous magnetic states \( -1 \leq m_i \leq 1 \). As such, the minimum of the Hamiltonian of Eq. (4) can be studied using its eigenvectors and eigenvalues. When the \( m_i \) represent subdomains, the key advantage over micromagnetic simulations is that stable states become a tractable eigenvector problem.

III. MAGNETIC ISLAND AND EIGENVALUES

OF 4 × 4 STRUCTURED MATRICES

Let us now restrict our discussion to the behavior of a single MI, which is the building block of all artificial spin ices. We consider a partitioning of the island as in Fig. 1(a). We assume that the island can be divided in four subdomains \( m_1, \ldots, m_4 \) assumed to be oriented to the right when positive. By symmetry considerations, we can then introduce three couplings \( J_f \) between the domain \( 1 \) and \( 4 \) and \( 3 \) and \( 2 \) across the diagonal, \( J_d \) for the domains \( 1 \) and \( 2 \) and \( 3 \) and \( 4 \), and then \( J_i \) for \( 1 \) and \( 3 \), and \( 2 \) and \( 4 \). Since our effective spins are continuous, one can also introduce a diagonal component \( q \). While this interaction is important for the dynamics, since by symmetry considerations \( q \) is identical for all the spins, it is not relevant in our considerations below.

The interaction matrix is then given by

\[
Q = \begin{pmatrix}
0 & J_i & J_d & J_f \\
J_f & 0 & J_i & J_d \\
J_d & J_i & 0 & J_f \\
J_f & J_d & J_i & 0
\end{pmatrix}.
\]

What is remarkable is that for this matrix, the eigenvectors do not depend on the particular values of \( J_f, J_i, J_d \), although clearly the eigenvalues do. The eigenvalues \( \eta_i \) and eigenvectors of this matrix are \( \eta_1 = J_d - J_f, \eta_2 = -J_i + J_f, \eta_3 = -J_d + J_i, \eta_4 = J_d + J_f \), with corresponding eigenvectors, \( \vec{v}_1 = (1, -1, -1, 1), \vec{v}_2 = (-1, -1, 1, 1), \vec{v}_3 = (-1, -1, 1, 1), \vec{v}_4 = (1, 1, 1, 1) \). Clearly, also the states with opposite signs are valid eigenvectors.

As it turns out, if we look at the graphics of Fig. 1(a), these correspond, respectively, to (1) an antiferromagnetic order state, which we interpret as a two-vortex state; (2) a domain-wall non-magnetized state; (3) a one-vortex state; and (4) a fully magnetized state. To show that this nomenclature is justified, we initialized micromagnetic simulations (OOMMF package https://math.nist.gov/oommf/) of islands in each of these four-domain states and allow them to relax to their stable configurations, shown in Fig. 2. We find the relaxed four-domain states correspond accurately to the various macrospin, vortex, and double-vortex textures states, matching experimental observations. We have used random initial magnetization conditions for an oval shape matrix of aspect ratio 2 with the material parameters of Permalloy.

Our simulations were performed on a grid of 100 × 50 points, with 2 nm\(^2\) cell size, using the parameters for Permalloy. As we can see in Fig. 2, these initial states relax into the fully magnetized, one-vortex, and two-vortex states, respectively (the red lines), showing that our interpretation of the paper is correct from a micromagnetic perspective.

If one considers this a squashed square ice vertex, there is a duality between “vertex type” states and the single island eigenvectors. In fact type I vertices, correspond to the two-vortex state. Type II vertices may be constructed from the one-vortex and fully magnetized states. Type IV vertices, highly energetic magnetic charge states, are non-magnetized state equivalent of the domain wall type.
Type III vertices are superpositions of these eigenvectors, fittingly as they exist as excitations from the spin ice ground state. This simple model incorporates immediately, only via symmetry considerations, the experimentally observed magnetic states of a single MI and those relevant to square ice studies. Interestingly, only four degrees of freedom analytically capture what previously required micromagnetics, despite only crudely approximating the shape of vortices. Finer structures would emerge if more degrees of freedom were allowed through the introduction of a subdivided grid, but these alone present a compelling correspondence to nature. Whether the underlying magnetic interactions are due to exchange, dipolar interactions, or a combination of the two, is irrelevant in this model insofar as the appropriate behaviors are captured. Despite the fact that the entire field of ASI requires this feature, it is often given for granted.

Focusing on a single island, what is then important is which eigenvalue is the minimum one as a function of the parameters $J_f, J_a, J_d$. Since we know that one of the states has to be fully magnetized, we can safely set $J_f < 0$ and study the minimum eigenvalue.
problem as a function of $J_a$ and $J_d$ only. The result is shown in the diagram of Fig. 1(b). In the top right region $J_a > 0, J_d > 0$, we have as the ground state the one-vortex state. In the top left region $J_a < 0, J_d > 0$, we have the two vortex states. The bottom left of the diagram is given by fully magnetized states, while the bottom right by a non-magnetized state, which is however rarely observed. The interface lines between two regions $i, j$ imply that we have eigenvalue degeneracy in the ground state. Thus, on those particular lines $J_a = \pm J_f$, or $J_d = \pm J_f$, we have that the magnetic ground state can be written in a continuous superposition of the form $\tilde{v}_{ijk}(\theta) = a_{ij} e^{i\theta} + b_{ij} e^{i\theta}$ [U(1) symmetry]. At the interface between three regions $i, j, k$, the degeneracy becomes triple, and the corresponding eigenvector at that particular point can be written in terms of Euler angles as $\tilde{v}_{ijk}(\theta, \phi) = \cos \phi \cos \theta \tilde{v}_i + \sin \phi \cos \theta \tilde{v}_j + \sin \phi \tilde{v}_k$ [O(3) symmetry]. The dashed black color lines of Fig. 1(b) are due to the fact that the ground state becomes an excited state, which is then degenerate. The semi-magnetized states shown in Fig. 1(a) are never observed in experiments. One way to explain this phenomenon is that these can only be obtained as a superposition of all the eigenvectors $v_1, \ldots, v_8$. However, in the ground state phase diagram, there is no point of contact between the four eigenvectors, so these states should only be seen at higher temperatures.

IV. EXPERIMENTS

Let us now use the model above to interpret the experimental data on islands with various aspect ratio.

Permalloy nanomagnets of thickness 25 nm were fabricated via electron beam lithography with 1 μm inter-island spacing such that dipolar interaction between neighboring islands is negligible and islands behave as isolated. 1350 nanoislands were fabricated with lengths of 460–715 nm, widths of 225–275 nm, and aspect ratios of 0.5–3.0. The islands were effectively annealed via an AC demagnetization protocol, initially saturating islands at 65 mT (well-above their coercive fields) and then oscillating down to 0 field in 0.5 mT steps. We then counted the different occurrence of magnetic texture states (macropin, vortex, and double-vortex). A subset of the islands imaged via magnetic force microscopy (MFM) are shown in Fig. 3(a). As we can see, as a function of the aspect ratio we only observe states given by a macrospin and single and double vortices. Thus, in the phase diagram of Fig. 1(b) we must be in a region around $J_a \approx -J_f$ and $J_d \approx J_f$. Because the nanomagnets are at room temperature (the energy barrier between states is much higher than the thermal energy at 300 K), the system can be trapped in a metastable state. To reproduce these results, we introduce a form of dynamics for the Hamiltonian of Eq. (4). Note that for $r = 1$ the majority of the population is in the one-vortex state, and for $r \approx 2$ we are predominantly in the macrospin state. At intermediate aspect ratios, we observe an increasing population of two-vortex states. As a result, we hypothesize that parametrically, we are moving along a curve $J_d = -E_d (r + r_a)$, $J_d \propto E_d J_f$. If $E_d = J_f$, then at $J_d = J_f$ we are at the triple point, which allows the coexistence of all states. Such function is shown in Fig. 1(b), which is the yellow dashed curve. A sample of the experimental results is shown in Fig. 3(a), and the vertices populations for different aspect ratios are shown in Fig. 3(b), averaged over 1350 experiments, with light lines. The theoretically obtained populations after a Metropolis annealing are shown in the same figure (averaged over 100 samples per point), and are given by hard dashed lines. We see a good match between the experimental and the theoretical results, with fitting parameters $E_d = 0.6$, $E_a = 0.6$, $r_a = 1.2$, all of order one.

V. CONCLUSIONS

We provided a simple model of the emergent states of magnetic nanoislands, as a function of its aspect ratio, showing that these are the eigenvectors of a $4 \times 4$ matrix representing the couplings. This seemingly arbitrary coarse graining of a nanoisland not only explained previously seen vortices but located a triple-point region in parameter space where macrospin, vortex, and double-vortex magnetic textures are tristable in zero-field and hosted reconfigurably in a specific nanostructure. Our experimental results then support this, highlighting the efficacy of our model in engineering designer system energetics and microstate landscapes. It is worth mentioning that single-vortex and double-vortex, but our experiments support the population switching predicted by our model.

Simultaneously, this justifies the lack of domain wall states and opens the possibility of observing degenerate continuous ground states, which is a prediction of this paper. By simple symmetry
considerations, we attained a mapping between ASI vertex states and MIs states that generated new insight into why magnetic domains form. As shown in the supplementary material (see App. F, Sec. V), our model also reproduces the low energy regime of known spin ices. While micromagnetic simulations are sufficiently fast for understanding properties of 1–10 nanomagnets before an experiment, this mean-field model excels at handling 100–10 000 nanomagnets and grasping their non-Ising behaviors. Emergent states grant higher memory capacity, analogies to more complex models in statistical physics, and the potential to embed a wider class of computational problems within patterned nanomagnet arrays. Our model also enables dynamical analysis to explain observed emergent phenomena such as avalanches and coupling to magnon modes.

SUPPLEMENTARY MATERIAL
See the supplementary material for more details on the experimental results, derivations of the mean field theory, and further numerical studies corroborating the validity of the multi-vortex states and of the low energy states obtained via the mean field theory.
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