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Abstract
This opinion piece considers the construct of tolerance of uncertainty and suggests that it should be viewed in the context 
of three psychological factors: uncertainty aversion, uncertainty interpretation, and uncertainty determinability. Uncertainty 
aversion refers to a dislike of situations in which the outcomes are not deterministic and is similar to conventional con-
ceptions of (in)tolerance of uncertainty. Uncertainty interpretation refers to the extent to which variability in an observed 
outcome is interpreted as random fluctuation around a relatively stable base-rate versus frequent and rapid changes in the 
base-rate. Uncertainty determinability refers to the (actual or perceived) capacity of the individual to generate any meaningful 
expectancy of the uncertain outcome, which may be undeterminable if predictions are updated too quickly. We argue that 
uncertainty interpretation and determinability are psychological responses to the experience of probabilistic events that vary 
among individuals and can moderate negative affect experienced in response to uncertainty. We describe how individual dif-
ferences in basic parameters of associative learning (modelled by a simple learning window) could lead to this variation. To 
explain these hypotheses, we utilise the distinction between aleatory uncertainty (the inherent unpredictability of individual 
stochastic events) and epistemic uncertainty (obtainable knowledge that the individual lacks or perceives to be lacking). We 
argue that when expectancies are updated quickly, epistemic uncertainty will dominate the individual’s representation of the 
events around them, leading to a subjective experience of the world as one that is volatile and unpredictable.
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Many of our behavioural decisions are based on prior expe-
rience. If a behaviour has generally resulted in a positive 
outcome, then we are likely to engage in that behaviour 
again. If a behaviour resulted in predominantly negative 
outcomes, we are likely to avoid repeating it in the future. 
The nature of behaviour-outcome associations often is sto-
chastic: outcomes occur probabilistically about a stable 
base rate. For example, you might have a temperamental 
cat who purrs on average 7 of every 10 times you stroke 
it, but scratches you on the other occasions. An individual 
who decides not to stroke the cat, given this 3:7 odds ratio 
of punishment to reward, may be described as risk averse 
compared with an individual who decides to stroke the cat 

again given the same experiences. One explanation for risk 
aversion in this context could be a heightened sensitivity to 
negative outcomes: “punishment sensitivity.” Indeed, this 
is the conventional view that has been adopted in research 
on anxiety (Aylward et al., 2019; Torrubia et al., 2001), and 
the inverse relationship (low levels of risk aversion associ-
ated with punishment insensitivity) has been argued to be 
important for other psychopathologies (Mitchell et al., 2002; 
Moul et al., 2012). However, there are mechanisms that can 
generate the same predicted risk aversion without having 
to assume individual differences in sensitivity to reward or 
punishment. We will describe three potential mechanisms 
for individual differences in risk aversion in the context of 
probabilistic outcomes.

As this special issue clearly indicates, tolerance for uncer-
tainty has been recognised as an important transdiagnostic 
construct across anxiety disorders and related psychopathol-
ogies (Carleton et al., 2012; Gu et al., 2020) and has been 
argued to have a genetically derived, biological basis (Bro-
sschot et al., 2016; Hirsh et al., 2012). The exact definition 
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of “tolerance of uncertainty” varies, but the main tenet is that 
people differ in how they respond emotionally and behaviour-
ally to events with a probabilistic outcome, that is, a situa-
tion in which an outcome sometimes (but not always) follows 
from the known antecedent cue that predicts its occurrence.

Defining uncertainty

The concept of uncertainty itself takes different forms across 
psychology and decision making research (see Kozyreva and 
Hertwig (2021) for a discussion of different taxonomies of 
uncertainty). There is a longstanding distinction drawn by 
Knight (1921) between risk and uncertainty. Whereas risk 
refers to known or at least knowable information about the 
long-run probability of an event, Knightian uncertainty 
refers to (a lack of) information that cannot pragmatically be 
measured—perhaps because it pertains to a unique event for 
which there is no prior knowledge, or because prior meas-
ures are likely to be obsolete (causal states that determine 
the probabilities have changed)—and for which subjective 
estimates must be relied upon. This distinction has shaped 
economics, psychology, and related disciplines over the past 
hundred years.

Aleatory uncertainty and epistemic 
uncertainty

A related distinction, which is particularly useful for our 
arguments, draws a psychological boundary between alea-
tory uncertainty and epistemic uncertainty (Fox & Ülkü-
men, 2011; Hacking, 2006). Aleatory uncertainty refers to 
the unpredictability of individual events, by virtue of the 
stochasticity of probabilistic distributions. This aleatory 
uncertainty is broadly aligned with the Knightian concept 
of risk in that it concerns information that is available given 
sufficient sampling or experience—an estimation of the base 
rate can be calculated despite probabilistic variability.

Epistemic uncertainty refers more directly to the igno-
rance of the individual about the state of the events in ques-
tion. That is, it refers to the state of not yet knowing the 
discoverable properties of the events. Uncertainty, therefore, 
is widely recognised to take different forms, and the infor-
mation that an observer possesses (e.g., about the probability 
of the relevant events) and uses (e.g., to make predictions 
about the future) is critical to these forms.

The literature on aleatory versus epistemic uncertainty 
highlights the fact that uncertainty must be considered in the 
context of what the individual has learned. Assuming that this 
knowledge might well be different across individuals, it leads 
to the possibility that uncertainty might not be experienced in 
the same way by learners given the exact same probabilistic 

sequence of events. We outline several psychological factors 
that might contribute to individual differences in tolerance 
of uncertainty, based on variations in the way information is 
accumulated and used to form judgments and predictions.

Uncertainty aversion

Individuals with low tolerance of uncertainty may have 
negative emotional responses to uncertainty and may avoid 
behaviours for which the outcome is uncertain (Grupe & 
Nitschke, 2013; Gu et al., 2020). Those with a low tolerance 
may determine the 3:7 odds of being scratched by the cat to 
be unacceptable, because they are averse to not being sure 
of the outcome beyond knowing that there is a 30% chance 
of being scratched on any given occasion. The implication 
here is that the individual is aware of the underlying prob-
abilities, that is, of estimable risk. Such a view assumes that 
the individual has reasonable knowledge of the objective 
probability of the outcome (Dewitt et al., 2020) and that this 
probability is sufficiently stable to inform future choice: they 
appreciate the aleatory uncertainty involved, and their deci-
sion to approach or avoid the cat is a response to calculated 
risk. According to this account, tolerance of uncertainty is 
driven by the extent to which the individual feels averse to 
the odds of an unfavourable outcome and the extent to which 
they accept this risk. For our purposes, and in line with pre-
vious literature, we are simply defining uncertainty aversion 
as the extent to which an individual experiences negative 
thoughts or sensations in response to a situation for which 
the outcome is not deterministic. In this regard, the majority 
of experimental research in intolerance of uncertainty could 
be described as assessing uncertainty aversion by compar-
ing emotional, physiological, and behavioural responses to 
nondeterministic versus deterministic cues (Lin et al., 2014; 
Morriss et al., 2019). Thus, in isolation, this uncertainty 
aversion account is not concerned with the extent to which 
an individual experiences stability in the odds over which 
risk is defined or whether they have been successful in form-
ing an estimation of the odds in the first place. However, we 
argue that the subjective stability of the odds and the indi-
vidual’s ability to form an estimation of the odds, influence 
their experience of probabilistic environments as possessing 
aleatory versus epistemic uncertainty. It is these two factors 
that we address next.

Estimating the odds

Whereas uncertainty aversion describes a dislike of situa-
tions in which the outcomes are not deterministic, a consid-
eration of the mechanisms underlying the learning processes 
that give rise to contingency information suggest other fac-
tors may also be at play. There are numerous models of 
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learning and of making choices under uncertainty, many 
inspired by simple prediction error algorithms of associa-
tive learning and reward learning (Behrens et al., 2007). 
Differences in the values taken by parameters of these algo-
rithms, such as learning rate and decay rate, result in differ-
ent amounts of information being used to form expectan-
cies of outcomes based on prior experience (Behrens et al., 
2007; Dayan et al., 2000). Most models of this nature make 
a fundamental prediction about the relationship between the 
speed of information updating and the manner in which past 
events control our current predictions. When the updating of 
our predictions is fast (e.g., achieved through a high learning 
rate), our expectations about future events are dominated by 
what has happened on the occasions that we most recently 
experienced: a small window of recent prior experiences 
control our expectations and behaviours. When updating is 
slower, that window of prior events that have a functional 
effect on our current behaviour stretches further back in our 
leaning history (Moul et al., 2021) .

We have previously demonstrated that this property can 
be modelled simply and effectively by a learning window 
(Moul et al., 2021): the next expected outcome is generated 
from the simple average of the outcomes that fall within a 
window of experiences that project backwards over prior 
history starting from the most recent outcome. Given a 
probabilistic behaviour-outcome association with stochas-
tic variation about a stable base rate, a normal distribution 
of individual differences in the width of this window results 
in different expected outcomes. Akin to the effects of fast 
learning and fast decay rates, a narrow window generates 
outcome estimates based on only the average of the most 
recent outcome events. Wider windows form outcome esti-
mates based on the average of a longer history of outcomes. 

As illustrated in Fig. 1, the result of this is that individuals 
with a narrower window generate expectancies that fluctuate 
more wildly from the objective base-rate than individuals 
with a wider window (Moul et al., 2021).

This computational approach to modelling prediction 
generation is incredibly simple, and not surprisingly, it is 
formally very similar to several others reported in research 
on decision making from experience and reinforcement 
learning. It could be viewed as an extension of the natural 
mean heuristic (Hertwig & Pleskac, 2008; Sutton & Barto, 
2018), where a mean expected value is calculated from 
instances experienced in the past, but the sampling of past 
instances to derive this mean are constrained in a consistent 
way (i.e., a limited number of recent events). Other models 
use similar constraining assumptions. For instance, Ashby 
and Rakow (2014) used a sliding window of information 
model that calculates an expected value from a window of 
the most recent experiences and showed that, for model-
ling subjective valuations from experience, the model com-
pared favourably to alternatives that used all experiences 
to estimate expected values. Erev et al.’s (2008) k-sampler 
model works off a similar principle of deriving a prediction 
based on the mean value calculated over a limited set of past 
instances, although the sample of instances used to make 
valuations is chosen less deterministically. As noted, the 
width of this window determines properties of information 
use and information loss that are similar to other computa-
tional approaches such as learning updated by a delta rule 
(Rescorla & Wagner, 1972). The point of significance here 
is that we hypothesise that the width of this window—the 
extent of past instances that have a functional influence on an 
individual’s predictions—may vary in a trait-like way across 
individuals. Some may be disposed to using very few (and 

Fig. 1  Expected outcome predictions for a trial sequence with a 3:7 out-
come base-rate for individuals with a narrow, medium, and wide window 
width. Solid lines indicate outcome predictions on each trial. Dashed 

lines indicate the range of predictions for each window width. Wider win-
dow widths will change value less frequently, whereas narrower window 
widths will produce more frequent changes and less stability over time
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only very recent) events, whereas others may form more 
long-run predictions based on a wider window of events. 
Importantly, if this is true, then it may have consequences 
for the way people experience, interpret, and navigate non-
deterministic events.

Outcome estimates as a function of learning 
window width

The fluctuations in expected outcome produced by a nar-
rower window would result in a diminished ability to deter-
mine the stable base-rate of the outcome. The implications 
of this are twofold. 1) The individual may interpret the 
underlying base-rate as volatile; rather than a single stable 
base-rate, the individual may interpret their experiences 
as being indicative of base-rates that change relatively fre-
quently (Gershman et al., 2010). In this situation, even if the 
individual is able to estimate outcome probabilities based on 
what has recently happened, any prediction they make must 
be considered alongside the belief that the base-rate may 
change at any moment, rendering their past learning largely 
irrelevant to their estimate of the base-rate in the future. This 
would be a key basis for perceiving high epistemic uncer-
tainty even in the face of considerable past experience. In 
this situation, the relevance of past experience is called into 
question resulting in the perception of insufficient informa-
tion. 2) The individual may be unable to determine any use-
ful estimate of the current base-rate. If the probability of 
the outcome appears to be changing quickly then the learner 
may not be able to form an estimate based on anything more 
than the outcome they have just observed. Further, they may 
internalise this failing as a property of themselves rather 
than the stochastic environment that surrounds them. The 
interpretation of an action-outcome contingency as one pos-
sessing a volatile base-rate and the belief that the base-rate 
cannot be determined constitute two examples where knowl-
edge representations may emerge differently from simple 
learning mechanisms.

Interpretation and determinability

To be clear, we are defining uncertainty interpretation as the 
degree to which predictions and judgments generated from 
past learning are viewed as stable and reliable (i.e., reflect-
ing the experience of slow-changing base-rate probabilities 
derived from relatively constant underlying causes) or vola-
tile and unreliable (i.e., reflecting the experience of rapidly 
changing base-rates derived from highly variable underlying 
causes). As learning window width decreases, the outcome 
predictions that are generated fluctuate more wildly around 
the actual base rate such that the perception of volatility, 

and of variable underlying causes, is increased. Uncertainty 
determinability is defined here as the extent to which any 
estimate of the next expected outcome is able to be generated 
and, in turn, the learner’s representation of their capacity to 
generate such a prediction.

As window width diminishes, the individual’s capacity 
to respond quickly to change is enhanced, but this comes 
at the cost of poorer precision in estimating base-rates that 
are stable in the longer term. Estimates based on narrower 
windows fluctuate more with incidental variation in proba-
bilistic outcomes and necessarily convey less information 
about the base rate. A corollary of these limitations is that 
a stable probabilistic action-outcome contingency could be 
experienced as unstable and/or incalculable, and thus not 
possessing a base-rate that can be determined. Without an 
estimation of the stable base-rate of an outcome, the individ-
ual experiences more epistemic uncertainty where another 
individual might experience aleatory uncertainty associated 
with a quantifiable risk. If the degree of risk is unknown, 
the individual is left with no situation-specific information 
to guide their behavioural choices and, at best, they have 
to extrapolate from other sources (i.e., make an educated 
guess). At worst, the individual may hold the belief that they 
are helpless and left with no choice but to make completely 
uninformed decisions.

The perceived absence of salient or sufficient information 
to guide behaviour, and the aversion to this also features in 
current definitions of intolerance of uncertainty (Carleton, 
2016). As such, the definitions we present are not designed 
to replace current conceptualisations of intolerance of uncer-
tainty. Rather, we propose them as potential mechanisms 
that could explain individual differences in intolerance of 
uncertainty. Critically, we argue that individual differences 
in basic parameters of associative learning can lead to vari-
ation in the ability to generate outcome predictions from 
probabilistic events, which influences perceptions of knowl-
edge state.

The manner in which individuals use past experiences 
to generate expectancies and predictions (i.e., guided by 
a relatively wide vs. narrow window of past events) may 
have downstream implications for how uncertainty around 
a probabilistic outcome is interpreted and how and whether 
long-run event probabilities can be intuitively calculated by 
the individual. Why should that matter for an individual’s 
intolerance of uncertainty? People tend to show an aversion 
to choices that have uncertain outcomes when they believe 
that the source of the uncertainty is their own lack of knowl-
edge about something that could otherwise be known (Fox 
& Tversky, 1995; Heath & Tversky, 1991). This broadly cor-
responds to the idea that epistemic uncertainty, in particu-
lar, is aversive. Alternatively, when the uncertainty is due 
to factors that the individual believes are unknowable—the 
inherent randomness of flipping a coin, for instance—then 
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the (aleatory) uncertainty does not elicit negative affect in 
the same way.

Learning window width influences the interpretation 
and determinability of uncertainty. It may not be the case 
that individuals who decide not to stroke the cat again find 
the 3:7 odds of being scratched unacceptable (uncertainty 
aversion) and may not find the scratch itself particularly 
aversive. Rather, it may be that they have experienced the 
odds of being scratched as constantly changing (uncertainty 
interpretation) or that they have been unable to determine 
any stable odds of being scratched (uncertainty determina-
bility). In either event, the individual is left with no stable 
information on which to base their decision. Objectively, 
their experience of the cat is the same as someone with a 
wide window; subjectively their experience is less stable, 
less predictable, and less useful.

Understanding the relative contributions of these three 
mechanisms to the tolerance of uncertainty is important 
given individual differences in uncertainty tolerance, its 
association with psychopathologies (Carleton et al., 2012; 
Gu et al., 2020), and the research literature that implicates 
aberrant associative learning mechanisms in anxiety disor-
ders (Grupe & Nitschke, 2013). Future research needs to 
develop ways to explicitly test these three components. One 
approach may be to give learners different levels of scaf-
folding in how they represent a probabilistic task in order 
to regulate how uncertainty is interpreted. For example, 
task instructions that include explicit base-rate expecta-
tions should limit interpretation of differences in intoler-
ance of uncertainty to those of uncertainty aversion alone. 
Indeed, research has begun to look at the impact of contin-
gency instructions on the relationship between intolerance of 
uncertainty and indices of threat conditioning and extinction 
(Morriss et al., 2022; Morriss & van Reekum, 2019). Alter-
natively, results from tasks that index the speed of updating 
and outcome expectancies independently from risk and deci-
sion making could be used to gauge whether these factors 
have a relationship to anxiety and other indicators of risk of 
psychopathology.

When we conduct research in the area of learning and 
decision-making, we tend to make the assumption that the 
contingencies we program are the contingencies experienced 
by our participants. Thus, we expect our participants to 
behave in ways that accord with those contingencies. How-
ever, individual differences in basic learning parameters, or 
the width of the functional window of past events being used 
to make predictions, effectively change participants’ experi-
ences and representations of those contingencies. One par-
ticipant’s emotions and behaviours may be appropriate to the 
experimental world that they inhabit whilst being radically 
different from another participant’s, which are equally as 
appropriate to the experimental world that they experience. 

We often interpret these differences in behaviour in terms 
of personality or psychopathology: risky behaviour, anxiety, 
poor decision-making. Recently, it has been argued that we 
need to take more time to consider how individuals repre-
sent task structure in probabilistic decision-making tasks 
(Szollosi et al., 2022). In line with this argument, when it 
comes to understanding psychopathology, we may need to 
consider whether individual differences in simple parameters 
of associative learning, such as those that can be modelled 
by learning window width, may affect people’s representa-
tions of uncertain events, and how these representations can 
give rise to dramatic variations in our experiences of, beliefs 
about, and reactions to events in our world.
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