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Abstract

ZIP14 is a member of the LIV-1 family, a sub-family of the Zrt-, Irt-like Protein

(ZIP) family. These proteins import zinc into the cytosol, regulating zinc

concentrations to control physiological processes. As a zinc transporter, ZIP14

regulates inflammation, the sensitivity of multiple signaling pathways, and in

cancer, over-expression of ZIP14 in skeletal muscle causes cachexia. During

iron overload, ZIP14 directs excess iron into the pancreas and liver. In the

intestines, ZIP14 prevents excessive manganese absorption from the diet.

Pathological mutations in human ZIP14 cause manganism or hyperostosis

cranialis, due to effects on manganese and zinc transport, respectively. This

is the first detailed study of ZIP14 structure and function, and the effects of

the disease-causing mutations. Homology modelling was used to predict the

structure of ZIP14, and further mutations were designed based on this structure.

Epitope-tagged ZIP14 and ZIP14 mutants were expressed in HeLa cells and

studied with a range of techniques, including western blotting to measure

total cellular levels of the protein, immunofluorescence microscopy to assess

intracellular localisation, flow cytometry to quantify total and cell surface protein

levels, and Fe55 uptake to assess ion transport. Mutations inhibiting dimerisation

of the extracellular domain and subsequent formation of an inter-molecular

disulphide bridge decreased localisation at the cell surface in a concentration-

dependent manner, as well as preventing iron transport. Effects of mutations in
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the predicted metal transport pore differed: P379L primarily altered trafficking,

G383R prevented iron uptake. A combination of the coevolution analysis of

the transmembrane region, and the effects of the L441R and N469K mutations,

showed that dimerisation of the transmembrane domain was also important for

cell surface localisation, but not for metal transport. In summary, this research

provides a convincing structure for the ZIP14 protein, and sheds light on how

aspects of this structure relate to ZIP14 trafficking and function.
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Impact statement

ZIP14 is a transporter protein capable of importing zinc, manganese, iron and

cadmium into cells, and is widely expressed throughout the body. The transport

of zinc by ZIP14 helps to control the response of many signalling pathways to

their hormones and coordinates immune responses so that they are effective

against pathogens without harming the host. In cancer patients, ZIP14 can be

overactive and cause severe weight loss, increasing the risk of mortality. ZIP14

also regulates absorption of manganese from the diet. Most mutations in ZIP14

lead to parkinsonism symptoms due to the deposition of excess manganese

in the brain, with one causing a disorder in bone overgrowth due to effects on

intracellular concentrations of zinc.

In this study, the structure of ZIP14 was predicted using computational methods,

and the effects of various ZIP14 mutations were tested for their effects on the

location of ZIP14 in the cell, and ZIP14 transport function. The experimental

results and computational analysis led to a greater understanding of ZIP14

structural features, which could contribute to research into the effects of, and

treatments for pathological ZIP14 mutations.

These findings have the potential to impact the research of others; those

working on ZIP14 or homologous transporters, or transporters that use similar

mechanisms. In the long-term, these findings could contribute to research in

immunology, management of cachexia, or numerous other conditions involving
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hormones whose action is affected by ZIP14 function.

The skills developed during this doctoral training, including knowledge

of experimental techniques, protocol optimisation, data analysis, and

bioinformatics, has also informed my pedagogical development. This

development will strongly influence my future design and delivery of

educational activities for Life Sciences students, including more opportunities

for experiences that will equip students with the transferable skills needed to

succeed in research and other fields.

To disseminate research findings, I have presented at the 2022 Young

Researcher Symposium (London Metallomics Consortium), and manuscripts

are being prepared for publication in peer-reviewed journals. In addition,

pedagogical projects influenced by the skills learnt during my doctoral degree

are being delivered to, or developed for, UCL Life Sciences undergraduates, and

I also have plans to engage in outreach activities for young people interested in

pursuing careers in STEM.
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Chapter 1

Introduction

Zinc, iron and manganese are essential micronutrients, acting as cofactors

and components of numerous proteins and enzymes (see Salgueiro et al. [1],

Gurzau et al. [2] and Chen et al. [3] for reviews). Deficiencies in each of these

metals lead to distinctive disorders, including anaemia, growth retardation and

immune dysfunction (see Ackland and Michalczyk [4], Dev and Babitt [5], and

Finley and Davis [6] for reviews). These metals are not only harmful when

deficient, as excessive amounts lead to toxic and potentially fatal effects (see

Plum et al. [7], Siah et al. [8] and Hauser et al. [9] for reviews). Transporters

of these metals, such as ZIP14, are carefully regulated in order to differentially

control the local concentrations of these metals according to the organ, tissue,

subcellular location and metabolic status of the organism.

1.1 ZIP14 Homology and Family

ZIP14, also known as SLC39A14, is a member of the Zrt-, Irt-like Proteins (ZIP)

family, named after its founding members Zrt1 and Irt1, a zinc transporter from
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Saccharomyces cerevisiae and an iron transporter from Arabidopsis thaliana,

respectively [10, 11]. This family includes transporters found in a wide range

of organisms, including archeae and mammals [10]. Based on homology with

other members, ZIP14 is placed within the LIV-1 subfamily, named after ZIP6

(figure 1.1) [11, 12]. The ZIP family are generally zinc transporters, transporting

zinc into the cytoplasm from outside the cell, or from organelles [11].

Figure 1.1: Phylogenetic tree of human ZIP proteins. LIV-1 family members are indicated.

Adapted from Taylor et al. [12].
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Based on the homology of ZIP14 with the LIV-1 subfamily and the larger ZIP

family, ZIP14 has been predicted to have eight transmembrane helices (TMs),

with both N- and C- extracellular termini, and a large, variable, intracellular

loop between TMs 3 and 4 (figure 1.2) [11]. The LIV-1 family members have

conserved residues on both TMs 4 and 5, HNF and HEXPHEXGD respectively,

believed to be required for the transport of zinc, and for zinc selectivity [11].

ZIP14, and the closely related ZIP8, both differ somewhat from other members

of the LIV-1 family, in that the first residue of the HEXPHEXGD motif is a

glutamate, possibly altering the solute profile [11, 13].

Figure 1.2: Predicted topology of ZIP14. a) The long extra-cellular N-terminus, with

three N-glycosylation sites. b) The long intracellular loop with histidine-rich region. c) The

modified HEXPHEXGD sequence, part of the predicted metal translocation pore. d) The short

extracellular C-terminus. Adapted from Taylor et al. [13].

ZIP14 contains three N-glycosylation sites, at residues 77, 87, and 102

(numbering according to the human sequence). These sites are all in the

predicted extracellular N-terminus [13, 14]. Immunofluorescent staining and co-

localisation with protein markers locates ZIP14 in early endosomes, lysosomes,

40



Chapter 1

and at the plasma membrane [13, 15]. In rat liver slices, ZIP14 is located

primarily at the sinusoidal membranes, which are in contact with the blood

supply [16].

Human ZIP14 has two alternative exons, 4A and 4B, though the resultant

proteins are nearly identical, differing by only 22 amino acids out of ZIP14’s

492, and there is no yet known physiological significance of the two isoforms

[14], although they may be of use as cancer markers. Alternative splicing of

ZIP14 is regulated by Wnt signalling, and the ratio of the two isoforms is altered

in tumours where Wnt signalling is dysregulated [17]. In papers referencing

the two isoforms, the naming is inconsistently used. For future reference, the

isoform incorporating exon 4B (Q15043-1) will be referred to as ZIP14 A, and

the isoform incorporating exon 4A (Q15043-3) as ZIP14 B. An alternative exon

9 has also been reported, giving rise to isoform C (Q15043-2), although there

is no information on its function or its expression patterns.

1.2 Expression of ZIP14

The various ZIP family members have different patterns of tissue expression,

subcellular location, and regulate different aspects of zinc transport [18]. The

pattern of ZIP14 tissue expression has been examined in mice and humans.

The results vary, but ZIP14 is expressed in many tissues, with increased levels

of ZIP14 mRNA found in liver, small intestine, pancreas, and heart [13, 14].

Some differences in tissue expression were observed between isoforms A and

B. In mice, ZIP14 A expression was fairly similar in all the tissues tested, while

ZIP14 B showed higher levels of expression in the liver and duodenum [14].

In humans, ZIP14 A was again expressed in all the tissues tested. ZIP14 B

expression was much lower than ZIP14 A expression in all tissues tested, with
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the exception of the liver and the pancreas [19].

Regulation of ZIP14 expression is extremely responsive to inflammatory

cytokines [20–25], and has also been associated with other phenomena,

such as adipogenesis. In mouse 3T3-L1 cells (an adipocyte cell line), ZIP14

expression spiked during early differentiation, rapidly decreasing again within

24 hours [26].

1.2.1 Knockout Phenotype

ZIP14 knockout mice have altered zinc [21], manganese [27], cadmium [28] and

iron [16] metabolism in the liver. They display abnormalities in growth, motor

function, glucose homeostasis, and immune function. These abnormalities

are typically related to manganese dyshomeostasis, and faulty regulation of

signalling pathways by zinc.

Zip14 knockout mice have impaired growth, difficulty standing on their hind legs

and moderately increased body fat [21, 29, 30]. There are higher concentrations

of manganese in the blood and areas of the brain, with a low concentration in the

liver [27]. Pancreatic islets are enlarged and plasma insulin is increased, which

may explain the lower plasma glucose, decreased expression of gluconeogenic

enzymes and increased expression of lipogenic enzymes observed in these

mice [21, 31]. Knockout mice also have increased intestinal permeability leading

to mild chronic endotoxemia [32] and insulin insensitivity of adipose tissue [33].

Regulation of zinc transport during inflammation is strongly affected, resulting

in aggressive, but ultimately less effective immune responses [21].
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1.3 Metal Transport by ZIP14

ZIP14 transports zinc, manganese, iron and cadmium [13–15, 19, 26, 34–

36], and is believed to be a carrier, more specifically a bicarbonate symporter.

During ZIP14 transport there is no net movement of charge, indicating that

another ion is also transported [35]. Zn2+, Mn2+, Fe2+ and Cd2+ uptake by

ZIP14 is stimulated by the presence of bicarbonate in the medium [14, 35],

and Cd2+ uptake is inhibited by DIDS (4,4’-diisothiocyanostilbene-2,2’-disulfonic

acid) [14], known to inhibit bicarbonate transporters [37].

Attempts to determine the Vmax and Km of mouse ZIP14 A and B for ZIP14

solutes have produced inconsistent results (table 1.1) [14, 36]. Despite the

dependence of Vmax values on transporter concentration, metal uptake was

reported relative to total cellular protein in stably-transfected mouse fetal

fibroblasts, or per oocyte for Xenopus laevis oocytes, as the protein content of

oocytes ”varied widely” [14, 35, 36]. More relevant than total ZIP14 expression,

is the expression of ZIP14 at the cell surface, which was also not determined.

Given these caveats, mouse ZIP14 B had a higher Vmax than mouse ZIP14 A

for transport of Mn and Cd, while mouse ZIP14 A had a higher Vmax for transport

of Zn and Fe (table 1.1) [14, 36]. In stably-transfected mouse fetal fibroblasts,

both ZIP14 A and B had a low Vmax for Cd relative to Mn. In X. laevis oocytes,

ZIP14 A had a low Vmax for transport of Cd relative to Zn and Fe, while ZIP14 B

had a low Vmax for Fe relative to Zn and Cd (table 1.1) [14, 36]. Like the results

reported for mouse ZIP14, human ZIP14 B is reported to transport manganese

more rapidly than ZIP14 A [14, 19].

Unlike Vmax, Km is unaffected by transporter concentration, though measured

values will be elevated by the activity of other transporters in the experimental

system. Endogenous expression of surface transporters is very low in Xenopus
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Table 1.1: Reported Km and Vmax values for mouse ZIP14 isoforms. a) Metal uptake was

measured in mouse fetal fibroblasts stably transfected with mouse ZIP14 isoforms [14]. b) Metal

uptake was measured in X. laevis oocytes injected with capped RNA encoding mouse ZIP14

isoforms [35, 36].

ZIP14 A ZIP14 B

a) Km (mM) Vmax

(pmol/min/mg
protein)

Km (mM) Vmax

(pmol/min/mg
protein)

Refs.

Mn 4.4±0.5 330±29 18.2±2 1140±100 [14]

Cd 0.14±0.02 25±3 1.1±0.02 113±12 [14]

b) Km (µM) Vmax

(pmol/oocyte/hr)
Km (µM) Vmax

(pmol/oocyte/hr)
Refs.

Cd 0.31±0.01 0.51±0.01 0.54±0.78 1.6±0.07 [36]

Zn 0.78±0.027 1.67±0.10 0.36±0.03 1.05±0.01 [36]

Zn 1.9±0.6 [35]

Fe 0.64±0.16 0.92±0.08 0.19±0.12 0.38±0.07 [36]

Fe 2.3±0.5 [35]

laevis oocytes, making them an ideal system for the study of transporters, and

explaining the much lower Km values (∼1000-fold lower) obtained for ZIP14

transport in oocytes, relative to those obtained in mouse fetal fibroblasts (table

1.1) [14, 35, 36, 38]. Since low Km values correspond to high affinity for the

solute, these results suggest that mouse ZIP14 A has a higher affinity than

ZIP14 B for Mn and Cd, and a lower affinity for Zn and Fe (table 1.1) [14, 36].

The results of Girijashanker et al. [14] suggest a much higher affinity of both

ZIP14 A and B for Cd relative to Mn. Results obtained in oocytes suggest that

ZIP14 A shows the highest affinity for Cd relative to Zn and Fe, while ZIP14 B

shows the highest affinity for Fe relative to Zn and Cd (table 1.1) [35, 36].

If the kinetic properties of mouse and human ZIP14 isoforms are similar, then a

comparison of typical human serum concentrations of Mn (ranges from ∼7-16
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nM in healthy individuals, higher in liver cirrhosis [39]), Zn (ranges from ∼9-

15 µM in healthy individuals, is lower in liver cirrhosis [40]), Fe (NTBI should

not be present in healthy individuals, but may reach ∼20 µM in iron-overload

conditions [41]), and Cd (∼2 nM in healthy individuals, is typically higher in

smokers [42]) with the relevant Km values may be instructive (figure 1.3). Such

a comparison shows that the Km values for uptake of Cd by ZIP14 A and B are

much higher than typical serum Cd concentrations, with the result that uptake

of Cd should be highly responsive to changes in serum [Cd] (table 1.1). Even

considering that the ZIP14 Km values for Mn are likely to be artificially high, it

remains possible that the the true Km values for Mn are higher than serum [Mn]

(Km values obtained for Cd in X. laevis oocytes are three orders of magnitude

lower than those obtained in mouse fetal fibroblasts for the same metal, while

serum [Mn] is six orders of magnitude lower than the Km values for Mn obtained

in mouse fetal fibroblasts), meaning that uptake of Mn by ZIP14 would also be

responsive to changes in serum [Mn].

Figure 1.3: Measured Km values of mouse ZIP14 relative to typical concentrations of

metals in human serum. Blue bars represent approximate metal concentration ranges

in serum of healthy individuals, red bars/gradients represent ranges/changes in the serum

concentrations of metals in specific disease conditions (Mn - liver cirrhosis; Zn - liver cirrhosis;

Fe - iron overload; Cd - smoking), double-headed arrows represent the range of Km values

measured in X. laevis oocytes for mouse ZIP14 A and B isoforms (table 1.1). *The measured

Km values for Mn were obtained in mouse fetal fibroblasts and may be relatively high. †In healthy

individuals, plasma iron is bound to the protein transferrin. However, in iron-overload disorders,

saturation of transferrin leads to free plasma iron (see section 1.3.1 for more information).
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In contrast, the Km values for uptake of Zn, and potentially Fe during iron

overload, are lower than human serum concentrations for both ZIP14 A and B

(table 1.1). ZIP14 would therefore be saturated relative to zinc, as well as iron in

iron overload conditions. The implication is that while controlling ZIP14 uptake of

Mn and Cd could involve regulation of cell surface ZIP14 expression, controlling

ZIP14 uptake of Zn and Fe would necessitate regulation of cell surface ZIP14

expression.

Competition studies are conflicting [14, 35, 36, 43]. Carried out in different

cell types, and using different concentrations of metals, they are not directly

comparable and do not agree in generalities or specifics. Added variability

may be due to regulatory effects of certain metals on ZIP14, or on other metal

transporters. In one study, a 10-fold excess of unlabelled iron led to only a

60% decrease in uptake of 55Fe, rather than the expected 90%, suggesting an

unexpected complexity in the experimental system being tested [35].

The optimum pH for Cd2+ and Fe2+ uptake by mouse ZIP14 is ∼pH 7.5 [14, 35],

while some iron transport can be observed at pH 6.5, and none at pH 5.5 [15,

35]. Mouse ZIP14 zinc uptake is functional over a much broader range of pH

values, though the optimum is also pH 7.5 [35].

1.3.1 Iron

Iron, a redox-active transition metal, is capable of causing significant oxidative

stress via Fenton chemistry [44]. In healthy persons, plasma iron is typically

bound to transferrin in the ferric form (Fe3+), referred to as transferrin bound iron

(TBI) [8]. At high concentrations of iron in the plasma, increased transferrin

saturation leads to the formation of non-transferrin bound iron (NTBI), the

majority of which deposits in the liver, followed by the pancreatic acinar cells,
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and then the heart [16, 45]. ZIP14 transports both TBI and NTBI [15, 34].

1.3.1.1 Non-Transferrin Bound Iron

Initially, ZIP14 was believed to only transport NTBI. Overexpression of ZIP14

increases NTBI uptake [34, 35], ZIP14 suppression significantly decreases it

[34, 46], and in ZIP14 knockout mice, iron overload does not lead to the usual

deposition of NTBI in the liver and pancreatic acinar cells [45].

Both NTBI and TBI are in the ferric form; however, ZIP14 transports ferrous iron

(Fe2+). Overexpression of the prion ferrireductase (ferrireductases convert ferric

iron to ferrous iron) has been found to increase ZIP14 uptake of ferric, but not

ferrous iron [47], and ferrous iron chelation prevents ZIP14 uptake of ferric iron,

showing that ferric iron must be converted to the ferrous form before transport

[34].

1.3.1.2 Transferrin Bound Iron

ZIP14 is also implicated in the transport of endosomal TBI into the cytosol. Holo-

transferrin binds to the transferrin receptor, causing its endocytosis. As the pH of

the endosome decreases, the iron is released from transferrin, and must then

be reduced to ferrous iron by ferrireductases in the endosome before being

transported from the endosome to the cytosol [8, 48, 49]. This last transport

function is certainly carried out by divalent metal transporter 1 (DMT1) [50], but

there is evidence that in the liver, ZIP14 contributes to the process.

DMT1 is suited to the mildly acidic endosomes (pH 6.8-5.9) [51], its optimum pH

has been reported to be pH 5.5 [52], or pH 6.75 [53]. However, uptake of TBI into

the cytosol can occur independently of DMT1. In liver-specific DMT1 knockout

mice, 60% of hepatic TBI uptake capacity remains [54]. In mice, hepatic DMT1
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expression is low relative to ZIP14 [16], increasing in iron-deficient diets [16, 52].

Accordingly, the role of DMT1 in hepatic TBI uptake is proposed to be more

important in iron-deficiency [54].

Overexpression of ZIP14 in HEK 293T cells increases TBI uptake without

altering the rate of transferrin endocytosis [15]. The optimum pH of ZIP14 iron

transport is pH 7.5, however, it retains activity at pH 6.5, and intracellular ZIP14

showed 56% co-localisation with transferrin receptor 1 (TfR1) [15]. It should be

noted that although ZIP14 knockout mice have normal hepatic TBI uptake [45],

liver DMT1 mRNA is increased relative to wild-type, which may compensate for

the absence of ZIP14 [21].

1.3.1.3 Iron Homeostasis and ZIP14

Iron, and regulators of iron homeostasis appear to regulate ZIP14. Iron-deficient

HepG2 cells (a liver-derived cell line) extract ZIP14 from the membrane for

proteasomal degradation, while iron-loading protects ZIP14 and extends its

half-life [55]. For reasons as yet unknown, ZIP14 iron-sensitivity depends on

glycosylation at N102 [55]. The closely related ZIP8 is also post-transcriptionally

regulated by iron. Iron-loading of cells increased both ZIP14 and ZIP8 protein

levels, however ZIP8 increased at the plasma membrane [56], while ZIP14

accumulated intracellularly [55].

Increased ZIP14 protein in high iron diets has been observed in the liver and

the pancreas, but not the heart [16], or primary pancreatic islets [46]. Loading

of HepG2 cells with iron also increases ZIP14 expression [16].

Hereditary haemochromatosis protein (HFE, for High Fe) and hepcidin are

both key regulators of iron homeostasis. Hereditary hemochromatosis (HH), a

condition characterised by excessive iron absorption, is most commonly caused
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by defective HFE protein, leading to underproduction of hepcidin [8]. Ordinarily,

HFE and hepcidin decrease serum iron by preventing absorption of dietary iron

and increasing iron retention in certain cells, such as the hepatocytes [8].

Increased HFE expression in HepG2 cells shortens ZIP14 half-life, decreasing

NTBI uptake [57], while in HFE knockout mice, ZIP14 mRNA in the small

intestine is increased [58]. In hepcidin knockout mice, pancreatic acinar cells

express more ZIP14, and take up more iron [59]. It is not clear whether hepcidin

and/or HFE are directly affecting ZIP14, or indirectly due to altered intracellular

iron concentrations. Combined, it appears that in HH, increased ZIP14 in the

liver and pancreatic acinar cells increases uptake of NTBI.

Overall, ZIP14 appears to contribute to normal iron homeostasis, and becomes

more important in iron overload.

1.3.2 Manganese

Manganese is an essential cofactor for a number of enzymes, including

glycosyltransferases, and superoxide dismutase [60], and is actually required

by members of all enzyme classes [61]. Manganese is abundant in the

diet, absorption of ∼2-3% is sufficient to meet manganese requirements, and

although high iron diets depress manganese absorption, deficiency is rare

[62, 63]. Excess manganese intake typically occurs through inhalation of

manganese-containing dust [64], which bypasses normal regulatory processes,

or liver failure, which impairs manganese removal [9]. Excess manganese

accumulates in the globi pallidi of the brain [9], causing manganism, which

shares symptoms with Parkinson’s disease [60]. Like iron, manganese can be

taken up into cells via transferrin and DMT1 [24, 65]. It is also transported by

certain members of the ZnT (Zinc Transporter) family, and the ZIP family (ZIP8
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and ZIP14) [14].

Manganese sequestration is becoming recognised as a component of

inflammation [66], as a lack of manganese apparently renders pathogens more

susceptible to host defence strategies [67, 68]. Upregulation of ZIP14 in

response to interleukin-6 (IL-6) has been shown to increase manganese uptake

in SH-SY5Y neuronal cells [24], but the potential significance of increased tissue

manganese during inflammation has not been investigated.

1.3.2.1 ZIP14 Mutations Affecting Manganese Transport

The majority of research into ZIP14 function was initially focused on zinc, and

then iron. However, in humans with mutated ZIP14, it is typically manganese

homeostasis that is grossly disturbed [19, 69–73]. Some mutations result in

severe truncations of the protein; with the loss of the majority of the predicted

transmembrane region, loss of function is expected [19, 73]. One of the mis-

sense mutations, G383R, disrupted the highly conserved EEXPHEXGD motif

(to EEXPHEXRD) which is believed to be involved in metal transport [19].

The other mis-sense mutations impaired manganese transport for reasons

unknown [19, 73]. One truncation mutation in particular only affected ZIP14 B,

which is expressed in fewer tissues than ZIP14 A, and yet the symptoms

were essentially the same [19]. The main symptoms were childhood-onset

of hypermanganesemia and accumulation of manganese in certain areas of

the brain, causing significant damage and resulting in parkinsonian symptoms,

a number of which indicate faulty brain control of muscle function, such as

tremors, muscle spasms and scoliosis; chelation of excess manganese by

intravenous Na2CaEDTA can alleviate the parkinsonian symptoms, though it

is not always effective [19, 73]. Similar symptoms were seen in ZIP14 knockout

mice [27]. The initial explanation for these symptoms was that ZIP14 was
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required for uptake of excess manganese into the liver, prior to excretion of

that manganese in the bile secreted by the liver [19]. However, liver-specific

ZIP14 knockout mice did not show manganese accumulation in the brain or

other tissues when fed a normal diet, and only displayed greater manganese

accumulation than controls, when given a manganese-rich diet, and even then,

the increased concentration of manganese in the brain did not impair motor

function [27]. Subsequent studies showed that knocking out ZIP14 expression

in the intestine caused more severe symptoms, though preventing expression

in both the liver and the intestines had a larger effect [74]. Based on studies

in cell lines and mice, ZIP14 is believed to regulate intestinal absorption of

manganese by reabsorbing excess manganese from the blood, and facilitating

its export into the intestinal lumen [75, 76]. Hepatic ZIP14 may be unable to

independently manage excess manganese, as exposure to excess manganese

increases lysosomal degradation of ZIP14 [77].

While the hypermanganesemia and parkinsonian symptoms are clear defects

in those with ZIP14 mutations, immune dysfunction may be an overlooked

symptom. In the study by Tuschl et al. [19], although the nine identified patients

were very young, three had died before the age of eight, two from infection,

the third from unknown causes. This is far greater than the under-5 mortality

rate (approximately 50 per thousand live births) [78], raising the possibility of

immune system dysfunction.

1.3.3 Zinc

Zinc is essential for growth [79], a cofactor for hundreds of enzymes, and an

essential component of some protein domains, such as the zinc finger domain

commonly found in transcription factors [80].
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1.3.3.1 Zinc Uptake

The role of zinc uptake has been primarily assigned to ZIP4, as ZIP4 mutations

lead to acrodermatitis enteropathica (AE [MIM (Mendelian Inheritance in Man)

201100]), an inherited disorder of zinc absorption in the intestinal tract [81, 82].

Zinc homeostasis is maintained over a wide range of intake levels [83]. This

can be partially explained by the regulation of ZIP4, both in terms of transcription

and its subcellular location in enterocytes, in response to the level of dietary zinc

[84, 85]. Other transporters may be involved, as the zinc deficiency resulting

from faulty ZIP4 can be overcome with zinc supplementation [86], and a number

of incidences of AE cannot be attributed to any defects in ZIP4 or its expression

[4]. ZIP14 is also involved in zinc absorption; ZIP14 is found on the basolateral

membranes, and within the cells, of enterocytes in mouse small intestine, with

the highest expression in the duodenum, at the tips of the villi [32]. In ZIP14

knockout mice, absorption of orally administered zinc is decreased by ∼50%

[21]. ZIP14 has been proposed to play a role in the absorption of zinc from

enterocytes into the villi capillaries [32].

1.3.3.2 Zinc Deficiency

Zinc deficiency is a common problem worldwide, estimated to affect

approximately 20% of the global population [7, 87]. Depending on the severity of

the deficiency, symptoms can include skin lesions, alopecia, diarrhoea, impaired

growth, and immune system dysfunction [7]. Zinc supplementation in zinc-

deficient populations restores immune function and decreases mortality from

infection [82, 88, 89].
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1.3.3.3 Zinc Excess

Excess zinc has the potential to be toxic, but ingestion at high enough levels to

be detrimental is unusual as the regulation of intestinal absorption is extremely

effective, over the range of intakes that occur with ordinary food [83]. Excess

intake of zinc does occasionally occur, for example, in the unintentional intake

of zinc in dental adhesives [90], or kidney dialysis using water from zinc-

coated tanks [91]. In such cases, copper deficiency, rather than excess

zinc, explains the resulting symptoms. Excess zinc upregulates expression of

metallothionein in enterocytes, which binds zinc and prevents its absorption

into the body. The increased metallothionein also binds and prevents the

absorption of copper, leading to zinc-induced copper deficiency [92]. The only

known genetic disorders leading to excessive zinc absorption, are caused by

overexpression of zinc-binding proteins [93, 94]. However, the excess zinc is

sequestered, so patients are either asymptomatic, or their symptoms mimic zinc

deficiency, due to the excessive binding of zinc by the overexpressed protein

[94].

1.3.3.4 A Human ZIP14 Mutation Affecting Zinc Transport

Although a number of disease-causing mutations in ZIP14 have been reported

in the literature, only one, L441R, has been connected to zinc transport

[19, 69–73, 95]. With this specific mutation, ZIP14 fails to traffic to the cell

surface. Despite the intracellular localisation of L441R ZIP14, overexpression

in HEK293T cells increased intracellular levels of zinc, suggesting that L441R

ZIP14 causes accumulation of zinc within cells by decreasing zinc export.

This mutation affected the development of a subset of bone cells, which was

suggested to be related to high intracellular zinc increasing the activity of the
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cAMP-CREB signalling pathway [95].

1.3.4 Metallothionein

Metallothioneins are small, cysteine-rich proteins capable of binding both

essential and toxic metals, such as copper, zinc and cadmium [96].

Metallothionein acts as an intracellular store of zinc, and plays a key role in

the homeostasis of intracellular zinc [97, 98].

Metallothionein expression, like that of ZIP14, is responsive to inflammatory

status. In mouse liver, lipopolysaccharide (LPS) administration led to a 32.7-

fold increase in metallothionein mRNA when tested 16 hours later [20]. This

increase in metallothionein expression appears to be partially dependent on

increased zinc uptake by ZIP14, as in ZIP14 knockout mice, where inflammation

fails to increase hepatic zinc uptake, there is an attenuated increase in

metallothionein [21]. In addition, metallothionein expression is required for the

increased uptake of zinc by the liver during inflammation [97].

1.4 ZIP8

Within the LIV-1 family, ZIP8 is the most closely related to ZIP14. In particular,

it shares the alteration of the otherwise characteristic sequence, HEXPHEXGD,

to EEXPHEXGD [14]. Approximately 50% of the ZIP8 amino acid sequence is

identical to that of ZIP14 [99], and it also has three glycosylation sites in the

extracellular N-terminus [56].

ZIP8 transports zinc [36, 56, 100], iron [36, 56], manganese [14] and cadmium

[14, 36]. Although ZIP8 and ZIP14 both transport cadmium, studies attempting

to explain genetic variation in sensitivity to cadmium toxicity identified ZIP8 as
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the culprit, suggesting it plays the more important role in cadmium-induced

testicular necrosis [101, 102]. This is most likely due to its higher expression

in the testes, rather than a difference in cadmium affinity [14, 36].

The optimal pH of ZIP8 iron transport is ∼pH 7.5, and some activity is retained

at pH 6.5, but not pH 5.5 [56]. Like ZIP14, post-transcriptional regulation leads

to an increase in ZIP8 protein in iron-loaded cells, and a transient effect was

also observed with zinc [56].

The pattern of ZIP8 expression in human tissues differs markedly from that of

ZIP14, with the highest expression found in lungs [56, 102], testes [102], and

kidneys [102], while expression in the liver and small intestine is very low [56].

ZIP8 has been detected at the plasma membrane [56], in early endosomes [56],

lysosomes [103] and mitochondria [104].

Like ZIP14, ZIP8 is involved in inflammation [100]. It was first identified as a

gene induced during activation of monocytes and dendritic cells by bacterial

components [105], and was later shown to be induced by LPS or tumour

necrosis factor alpha (TNFα) in a number of other cell types [25, 100]. In

human septic and critically ill patients, monocyte ZIP8 mRNA was greatly

increased relative to healthy people, and ZIP8 expression was correlated

with decreased plasma zinc, a key component of inflammatory responses

[104]. The importance of ZIP8 in the regulation of the immune response is

illustrated by the fact that NF-kB activation increases ZIP8 expression, while

ZIP8 expression negatively regulates NF-kB [100]. The NF-kB pathway is a

key signal transduction pathway, regulating inflammation in numerous cell types

[106]. ZIP8 and ZIP14 both seem to play roles in the regulation of inflammation,

particularly in respect to negative feedback.
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1.5 Regulation of Other ZIP proteins

ZIP proteins are regulated by a variety of methods, affecting transcription,

degradation and trafficking. The regulation of ZIP4, the main transporter

responsible for absorption of dietary zinc, has received the most attention,

and studies have revealed layered modes of control. Expression of ZIP4 is

upregulated in the enterocytes of mice on zinc-deficient diets [84]. In addition,

in cells treated with a zinc chelation agent in order to mimic zinc deficiency,

ZIP4 localisation to the plasma membrane was dramatically increased within

1 hour of treatment [85]. At high zinc concentrations, ZIP4 is ubiquitinated,

targeting it for degradation [107]. Certain other ZIP proteins also appear to

be either up- or down-regulated by zinc concentration, and in some cases, this

has been attributed to the zinc-responsive transcription factors, metal regulatory

transcription factor-1 and 2 [106, 108]. Various other ZIP proteins are regulated

by hormones or cytokines [18], such as ZIP6 by oestrogen [109], and ZIP8 by

TNFα [25, 100].

1.6 Trafficking of ZIP14

ZIP14 is found at the plasma membrane and on intracellular vesicles [13, 15].

The mechanism of ZIP14 endocytosis has not been determined, though

intracellular ZIP14 has been shown to partially co-localise with transferrin,

known to be internalised by clathrin-mediated endocytosis (CME) [15, 110].

While studying the effects of cellular iron on ZIP14, Zhao et al. [15] found

deglycosylation of ZIP14 to be significantly decreased by dynasore, an inhibitor

of dynamin, a GTP-ase involved in the scission of vesicles from the plasma

membrane [111, 112]. This was interpreted as an indication that prior to
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deglycosylation of ZIP14, the protein is endocytosed, though the effect of

dynasore on the cellular location of ZIP14 was not observed [55]. Dynasore

is known to decrease clathrin-mediated endocytosis through its inhibition of

dynamin, however, dynamin is involved in additional, clathrin-independent

forms of endocytosis, and many proteins are internalised by more than one

mechanism [113]. Furthermore, dynasore has also been shown to alter cell

behaviour through additional, dynamin-independent mechanisms [111, 114,

115]. Therefore, experimental results pertaining to ZIP14 trafficking have not

unequivocally confirmed or ruled out any specific form of endocytosis.

As a transmembrane protein, degradation of ZIP14 would be expected to

occur in lysosomes [116]. In HepaRG cells exposed to manganese, the

resulting decrease in ZIP14 protein was prevented by treatment with bafilomycin

A1, a drug that inhibits the vacuolar ATP-ases required for the low vesicular

pH at which lysosomal proteases function [77, 117, 118]. Treatment with

bafilomycin A1 also increased co-localisation of ZIP14 with vesicles containing

the lysosomal marker Lamp1 [77]. Together, these results suggest that

the degradation of ZIP14 promoted by manganese exposure occurred in

lysosomes, although it should be noted that bafilomycin A1 has the off-target

effect of decreasing cellular uptake of iron, which could be relevant to ZIP14

behaviour [119]. Surprisingly, the degradation of ZIP14 in response to iron-

depletion of HepG2 cells proceeded in the presence of inhibitors of lysosomal

degradation, but was prevented by two inhibitors of proteasomal degradation,

MG132 and epoxomicin, though proteasomal degradation is known as the main

pathway for degrading intracellular, soluble proteins [55, 120–123]. Although

MG132 is a non-selective proteasome inhibitor that additionally inhibits the

calcium-dependent protease m-calpain, epoxomicin is believed to specifically

target proteasomes [124, 125].
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1.6.1 ZIP14 Recycling

Recycling of internalized ZIP14 to the plasma membrane has not been

specifically studied, however ZIP14 abundance at the cell surface has been

shown to decrease in response to siRNA-knockdown of sorting nexins 27 and 17

(SNX27 and SNX17), components of two distinct protein complexes involved in

recycling of proteins to the plasma membrane [126, 127]. SNX27 and 17 act as

adaptor proteins for the multiprotein trafficking complexes retromer and retriever,

respectively, enabling selection of specific cargo proteins for recycling [128–

131]. SNX27 and 17 each have cargo-binding FERM-domains that recognize

NPxY/NxxY motifs (where x is any amino acid), while SNX27 also possesses a

PDZ domain that binds a C-terminal S/Txϕ motif (where ϕ is any hydrophobic

amino acid) [132, 133]. The ZIP14 amino acid sequence contains neither

of these motifs, though it co-precipitates with SNX27; ZIP14 may possess a

currently unknown motif mediating interaction with these adaptor proteins, or

there may be an indirect interaction involved [126].

1.7 ZIP14 and Signalling

Zinc affects the activity of a number of enzymes related to signalling, over a

range of concentrations [134–138]. Proteins with a relatively low IC50 (half

maximal inhibitory concentration) for zinc have partially depressed activity, and

zinc deficiency leads to the protein being overactive. This can be observed

with phosphodiesterase (PDE) [29], an enzyme that breaks down cAMP, the

second messenger that activates protein kinase A. In ZIP14 knockout mice, the

lowered concentration of zinc in hepatocytes causes overactive PDE, resulting

in decreased sensitivity to glucagon [29]. In the chondrocytes of ZIP14 knockout
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mice, the overactive PDE decreases the sensitivity to parathyroid hormone-

related peptide, decreasing bone growth [29].

Proteins with an IC50 for zinc close to the cytosolic zinc concentration will

be regulated by any stimulus that alters zinc concentration in the cytosol.

Phosphotyrosine phosphatase 1 B (PTP1B) is one such protein. PTP1B, like

other PTPs, counteracts certain receptor tyrosine kinase-induced pathways, by

removing the phosphates that are added during signal transduction [139]. In

AML12 hepatocytes, increased zinc uptake by ZIP14 has been linked to an

increased response of the c-Met receptor to its ligand, hepatocyte growth factor

[136].

1.7.1 Zinc Signalling and Fuel Metabolism

Perhaps due to the high expression of ZIP14 in the liver and pancreas [13, 14],

ZIP14 transport of zinc appears to be necessary for the normal regulation of

fuel metabolism. As mentioned, ZIP14 contributes to glucagon sensitivity of

hepatocytes through maintenance of the zinc concentration and zinc’s effect on

phosphodiesterase [29].

The relationship between ZIP14 and insulin is more complicated. In wild-

type mice, hepatic glucose uptake upregulates ZIP14, and liver zinc content

increases [31]. Zinc is known to have an insulinomimetic effect [140, 141],

which is believed to be due to its inhibition of PTPs [134, 135, 141]. The overall

effect is that during fasting, the liver will respond appropriately to glucagon, and

after carbohydrate ingestion, hepatic insulin sensitivity will be increased, again

leading to appropriate metabolic behaviour.

In ZIP14 knockout mice, hepatic insulin sensitivity, surprisingly, is increased, as

the decreased zinc levels inhibit insulin-degrading enzymes, thereby increasing

59



Chapter 1

insulin signalling [31]. This increased sensitivity occurs all the time, rather than

in the post-absorptive state alone, leading to an attenuated shift in metabolic

behaviour when transitioning between the fed and fasted state. Constitutively

increased insulin sensitivity in the liver explains the low blood sugar, the

decreased gluconeogenesis and the increased glycogenic and lipogenic activity

of the liver in ZIP14 knockout mice [21, 31]. The transition from the fasting state

to the fed is also affected. For example, the fasting plasma insulin concentration

is higher in ZIP14 knockout mice than in WT, but after glucose intake, the

increase in plasma insulin is far less than expected [31]. The result is that there

is very little difference in the concentration of plasma insulin between the fed

and fasting states in ZIP14 knockout mice, suggesting that pancreatic ZIP14

may be involved in the regulation of insulin secretion. The effect of ZIP14 on

liver sensitivity to glucagon and insulin is an example of how zinc may be used

to regulate the delicate balance between signalling pathways.

ZIP14 is also involved in adipocyte metabolism. ZIP14 expression correlates

closely with expression of the adipogenic transcription factor, PPARγ [142, 143].

Adipocyte ZIP14 expression is decreased in the obese [142, 143], but increases

after weight loss [142], and is believed to provide the zinc required for

adipogenesis [142].

1.7.2 Zinc Signalling and Cachexia

Cachexia, the progressive wasting of muscle that occurs in some cancer

patients, not only affects quality of life for those affected, but is a significant

cause of mortality [144]. Cachexia decreases tolerance for cancer treatments,

and the wasting of muscle can even lead to cardiac and respiratory failure [144].

Cachexia is described as a systemic condition, and is not the result of anorexia
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or weight loss, as it occurs despite nutritional supplementation and exercise

regimes [144].

On studying the transcriptome of cachectic muscles, Wang et al. [145] found

that proteins related to zinc metabolism were significantly up-regulated, ZIP14

in particular. Through the study of mouse cell lines, various mouse models

of cancer, and samples from human patients, ZIP14 has been identified as

a central point in the development of cachexia [145, 146]. TNFα and TGF-

β, both cytokines that may be released by metastatic tumours, upregulate

muscle expression of ZIP14, both preventing muscle repair, and weakening

existing muscle by increasing the degradation of a key myofibrillar protein [145].

Tumour-bearing ZIP14 knockout mice did not develop cachexia, even when

supplemented with zinc, while zinc supplementation exacerbated cachexia in

tumour-bearing wild-type mice [145]. It has been suggested that ZIP14 may

therefore make a promising drug target for the treatment of cachexia [147].

1.7.3 Zinc Signalling and Immunity

During an infection, the initial stage of defence, known as the acute phase

response, is initiated by the recognition of pathogen-associated molecular

patterns, such as lipolysaccharide (LPS). This is a basic, in-born level of

immunity which goes on to stimulate adaptive immunity, involving T-cells and B-

cells, which carry out attacks more tailored to the infectious agent [148]. While

inflammation has the obvious aim of removing and destroying pathogens, the

immune response has to be precisely tailored for maximal effectiveness against

the specific pathogen, while minimizing harm to the host [149]. Research

indicates that the spatial and temporal regulation of trace metal concentrations

is required for an effective immune response, as well as protection of the host.
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1.7.3.1 Lipopolysaccharides

Lipopolysaccharides, also known as endotoxin, are a class of compounds

found on the outer membrane of Gram-negative bacteria [150]. LPS is

the archetypal pathogen-associated molecular pattern, and stimulates the

production of numerous cytokines; the three cytokines interleukin-6, interleukin-

1β (IL-1β) and TNFα are upstream of many LPS effects, and have been

referred to as the ‘classical pro-inflammatory triad’ [150]. LPS is a powerful

immunostimulator, and is commonly used in studies of inflammation, as are the

members of the classical pro-inflammatory triad. LPS, and each member of the

pro-inflammatory triad, has been found to alter ZIP14 expression, with tissue-

specific effects [25, 151].

LPS increases ZIP14 mRNA in macrophages, the liver and other tissues [21–23]

and causes a ZIP14-dependent increase in hepatic zinc content [21]. Compared

to the ∼3-fold change in expression in the liver [20], adipose tissue expression

of ZIP14 increases more than 30-fold, skeletal muscle expression nearly 20-

fold [21]. IL-6 is largely responsible for LPS-induced increases in ZIP14 mRNA.

Hepatic ZIP14 mRNA does not increase in IL-6 knockout mice [20], and IL-6

induces ZIP14 mRNA in a large number of cell types tested [24, 25]. IL-1β is

capable of inducing ZIP14 expression, partly via the activation of inducible nitric

oxide synthase [151]. TNFα also induces ZIP14 expression [25].

1.7.4 Nutritional Immunity

Nutritional immunity is a broadly used defence against bacteria [66].

Sequestering trace elements deprives invading pathogens of nutrients needed

for their survival, and has been observed with iron, zinc, and manganese

[66, 152, 153]. Nutritional immunity can also involve using high concentrations
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of metals to kill pathogens. For example, in macrophages, phagocytosed

bacteria may be attacked by the removal of trace metals such as zinc and

manganese from the phagosome [154], or alternatively, by pumping metals,

such as zinc or copper, into the phagosome to reach toxic concentrations [155].

During inflammation, plasma concentrations of iron, zinc and manganese are

all decreased [66, 152, 153]. The hypozincemia of inflammation is greatly

dependent on the induction of ZIP14, unlike hypoferremia [21]. IL-6 is

believed to cause hypoferremia independently of ZIP14, via hepcidin [156], a

hormone involved in inflammation and regulation of iron transport [157], and

in ZIP14 knockout mice, hypoferremia occurs as usual [21]. In SH-SY5Y cells

(neuroblastoma cells), IL-6 led to an increase in mRNA and protein of ZIP8

and ZIP14, and the down-regulation of Znt10, a manganese and zinc exporter.

The accumulation of manganese was attributed to the combined regulation of

these transporters [24]. It is possible that ZIP14 may play a part in establishing

hypomanganesemia during inflammation. The body of research on ZIP14 and

inflammation indicates that the regulation of trace metal transport is core to

immune defence, and that ZIP14 is an important transporter in this response.

1.7.4.1 Manganese

Manganese is an essential element for bacteria [68], and mutations in

the manganese transport proteins of pathogens decrease virulence [158].

Hypomanganesemia is a component of the acute phase response [153], and

manganese depletion from bacterial abscesses has also been documented

[159]. Calprotectin demonstrates the efficacy of manganese sequestration.

Calprotectin is secreted by neutrophils [67], and binds both zinc and manganese

[68]. Manganese binding is key to calprotectin’s effectiveness against infections.

When calprotectin is mutated, such that Zn-binding is intact, but Mn-binding is
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ablated, its ability to inhibit the growth of Staphylococcus aureus is severely

compromised. Mn-sequestration deprives S. aureus of the manganese required

for superoxide dismutase, making it vulnerable to the oxidative stress created

by attacking neutrophils [68]. The identity of the transporters responsible for

hypomanganesemia during inflammation is unknown, but ZIP14 is a promising

contender [24].

1.7.4.2 Zinc

As in eukaryotes, a significant proportion of bacterial proteins require zinc in

order to function [160]. Depriving pathogens of the zinc they need for growth

and survival is an effective strategy, and accordingly, pathogen proteins that

enhance zinc uptake are powerful virulence determinants [152]. ZIP14, in

concert with metallothionein [97], plays an important role in the removal of zinc

from the plasma [20]. Much of the plasma zinc is redistributed to the liver [161],

although other cell types also increase zinc uptake during inflammation.

Zinc and Sepsis

Sepsis, with its high mortality rate of ∼40% [162], exemplifies the risks of a

dysregulated immune response, and its close ties to zinc status demonstrate

the importance of zinc in moderating inflammatory signalling [163, 164]. In

humans, septic patients exhibited lower serum zinc levels than their critically

ill counterparts, and cytokine concentrations were inversely correlated with

plasma zinc concentrations [165]. Animal studies have been used to elucidate

the relationship between zinc and sepsis.

Experimentally, sepsis is most often induced with a procedure called cecal

ligation puncture (CLP), which involves puncturing the cecum so that fecal
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matter enters the peritoneal cavity, causing serious infection by gut bacteria

[166]; the severity of the infection can be modified by altering the thickness

of the puncturing needle [167]. Deaths during sepsis may occur during an

initial, aggressive immune response, or later after a prolonged and unsuccessful

immune response [168].

During studies of sepsis, the expected redistribution of zinc from the plasma

to the liver is observed [164, 167]. Hepatic ZIP14 expression is more strongly

affected than other ZIP proteins, and expression of both inflammatory and anti-

inflammatory proteins increases [167]. Zinc deficient diets prior to CLP lead

to a large decrease in survival [163], increased production of cytokines [163,

169], increased bacterial load [169] and increased tissue damage [163]. Zinc

supplementation of zinc-deficient mice, prior to induction of sepsis, results in a

decreased bacterial load [167, 169], increased survival and cytokine production

similar to that seen with normal zinc intake [163].

In ZIP14 knockout mice, the progress of mild sepsis is greatly altered. An initial

decrease in serum zinc returns to baseline levels within less than 24 hours,

compared to the more than 72 hours seen in the wild-type mice. Additionally,

liver zinc did not increase, though metallothionein, surprisingly was greatly

increased. Indicative of the flawed immune response, the white blood cell

(WBC) count initially decreased rather than increased, and apoptosis of liver

cells was increased [167]. Liver production of key inflammatory and anti-

inflammatory cytokines was decreased, and in WBCs, IL-10 (anti-inflammatory)

production was decreased [167]. The need for zinc sufficiency and proper

regulation of its distribution for a normal immune response, shows that the

redistribution of zinc is not simply a matter of depriving pathogens of an

essential nutrient, but also serves to regulate host defence and repair [152].
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Zinc Signalling In Inflammation

In its capacity as a modulator of signalling pathways, zinc regulates

inflammation. Microarray analysis of gene expression following CLP in mice fed

zinc-deficient/adequate/supplemented diets identified the JAK/STAT and NF-

kB pathways as the most affected by zinc [170]. These are both essential

inflammatory pathways, and adequate zinc is needed for effective negative

feedback modulation. NF-kB activation requires the phosphorylation of the

inhibitory protein IkB by IK-kinase (IKK), which targets IkB for degradation,

releasing NF-kB to translocate to the nucleus, where it alters transcription

[171]. Zinc directly inhibits IKK [100, 170], thereby enhancing negative feedback

on this pathway. During inflammation zinc deficiency leads to increased

activation of NF-kB, while zinc supplementation suppresses NF-kB signalling

[169]. Zinc enhances negative feedback of the JAK/STAT3 signaling pathway

by increasing the activity of SHP-1, a phosphatase that dephosphorylates the

STAT3 transcription factor, preventing its translocation to the nucleus [170]. Zinc

also increases expression of SOCS-3, which binds and inhibits JAK kinase

[172]. Zinc inhibition of the JAK/STAT3 pathway decreases production of

acute phase proteins [170]. Zinc concentrations in tissues may still be altered

hours, or even days after the initial stimulus [167], but uptake immediately

after exposure to LPS has been demonstrated in monocytes and macrophages

(peak concentration reached at 2 minutes), and this zinc was required for the

subsequent induction of cytokine production [138]. Zinc is now increasingly

recognised as a second messenger, like calcium, whose concentration changes

are able to effect changes within minutes to hours (referred to as a ‘zinc

wave’) or even within seconds (referred to as ‘zinc flux’) [173]. In monocytes,

the increased zinc enhanced LPS-induced responses, by inhibiting tyrosine

phosphatases, thereby protecting LPS-induced tyrosine phosphorylation in the
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MAP kinase pathway [138]. Zinc also has effects on adaptive immunity. In

activated T-cells, the increase in intracellular zinc is concentrated at the location

of the T-cell receptor synapse, a signalling complex that forms between T-cells

and the dendritic cells that activate them [174]. Zinc also alters polarization of

T-cells, which in turn affects the development and proliferation of other immune

cells during an immune response [152]. As well as regulating inflammation,

zinc is required to protect the host from harm during infection. Inflammatory

strategies targeted at pathogens also increase the likelihood of apoptosis in host

cells [175]. Supplemental zinc in the medium of LPS-treated sheep pulmonary

endothelial cells significantly decreases apoptosis, an effect that is dependent

on the expression of ZIP14 and partially dependent on metallothionein [22].

This was attributed to direct inhibition of caspase-3 by zinc, a key enzyme

in apoptosis [22]. During an inflammatory response, zinc-deficient mice

have increased caspase-3 activity in lung tissue, relative to controls and zinc

supplemented mice [169]. In fact, zinc is an inhibitor of the caspase family,

at physiologically relevant concentrations [176]. ZIP14 expression increases

during inflammation in a number of tissues, including the liver. The liver

plays an important role in both the defence and repair components of an

immune response [162]. 80% of macrophages are found in the liver (Kupffer

cells) [177], and it secretes the acute phase proteins crucial for the initial

inflammatory response [178]. The ZIP14-mediated increase in hepatic zinc

during inflammation regulates liver production of acute phase proteins [170],

regulates the secretory profile of other tissues [33], and in the absence of ZIP14,

the immune response is altered [21, 167].
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1.7.5 Other Aspects of Inflammation

Inflammation is involved in more phenomena than simply defence against

pathogens. Inflammation also occurs in wound healing, allergic reactions

and different types of stress. After experimental abdominal surgery or

partial hepatectomy in mice, the resultant inflammation includes hypozincemia,

increased liver zinc and increased expression of ZIP14 [136, 179]. In ZIP14

knockout mice that underwent partial hepatectomy, liver zinc content did not

increase, and liver regeneration was significantly impaired. In the wild-type

mice, the additional zinc increased the response to hepatocyte growth factor

[136]. In a mouse model of allergic inflammation, zinc supplementation

significantly decreased the number of eosinophils and lymphocytes in

bronchoalveolar lavage fluid (a method of sampling lung tissue) [180]. During

the allergic inflammation, ZIP14 expression was the most affected of the

ZIP proteins, increasing 5.3-fold [180]. In rats experiencing psychological

stress over two weeks, serum corticosterone, a stress hormone, increased as

expected. The changes in zinc metabolism typically seen during an immune

response were observed, albeit over a longer time-scale; a redistribution of zinc

from the plasma to the liver, and an increase in hepatic ZIP14 mRNA [181].

Endoplasmic stress in mice can be induced using tunicamycin, or a high fat

diet. In both cases, hepatic ZIP14 expression increases, and the subsequent

zinc uptake inhibits apoptosis in the liver [137]. In ZIP14 knockout mice, the

increased zinc uptake does not occur, there is increased accumulation of fat

in the liver, relative to wild-type mice, and increased apoptosis [137]. These

variations on inflammation serve to confirm the importance of ZIP14 during

inflammation, and highlight some examples of how its regulation benefits the

organism, in moderating inflammation.
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1.8 Aims

The ZIPs are the only known family of zinc importers, and there is growing

recognition of the role of zinc in both short and long term regulation of key

cellular processes, such as signalling and gene expression. ZIP14 is an unusual

member of the ZIP family, as it is able to transport manganese and iron, as

well as zinc, and has different physiological roles in the regulation of each

of these three metals. A number of disease-causing mutations have been

identified in ZIP14, and little is known about the mechanisms through which they

prevent ZIP14 from functioning. While most ZIP14 mutations affect manganese

metabolism, one has been shown to alter ZIP14 trafficking, and impacts zinc

metabolism instead. The aims of this thesis were as follows:

1. To study the effects of a selection of disease-causing point mutations on

cellular localisation and iron-uptake function of ZIP14.

2. To use computational biology to model a structure of ZIP14, and make

predictions about the structure-function relationship of ZIP14.

3. To experimentally test predictions resulting from the computational model

of ZIP14, and draw conclusions on the structure-function relationship of

ZIP14.

1.8.1 Overview

In this thesis, the known disease-causing point mutations of human ZIP14 were

studied in order to understand key aspects of ZIP14 function and behaviour.

Mutant ZIP14 was expressed exogenously and compared to wild-type, in terms

of metal uptake and cellular localisation. The mutants varied from wild-type
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ZIP14 in a number of ways, and these differences were then studied further in

order to identify the key reasons for dysfunction. The structure of human ZIP14

was predicted with homology modelling, and new mutations were designed to

test the model, and predictions based on the results of the disease-causing

mutations. The experimental results, in combination with evolutionary analysis

of the homology model, led to a number of novel conclusions about the

structure-function relationship of ZIP14; some of these conclusions may be

specific to ZIP14, while others will be relevant for the wider ZIP family.
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Materials and Methods

2.1 Materials and Methods

2.1.1 Plasmids and Plasmid Construction

The full-length cDNA of the genes encoding ZIP14 (SLC39A14) isoforms (A:

Q15043-1, B: Q15043-3 and C: Q15043-2) had been previously sub-cloned into

the mammalian expression vector pIRESneo2 (Takara Bio Europe/ Clontech),

with a hemagglutinin (HA) tag at the 3’ end of each gene. The plasmid

encoding ZIP14 A had also been used to make the F98V and N469K mutants

by Samuel Du (Dr Bowers, University College London). The full-length cDNA

of ZIP14 A had also been sub-cloned into a pEGFP-N1 plasmid (Takara Bio

Europe/ Clontech), such that the code for GFP was positioned at the 3’ end of

ZIP14 (Dr Bowers, University College London).
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2.1.1.1 Site-directed Mutagenesis

Site-directed mutagenesis was used to insert mutations into the sequences of

ZIP14 isoforms A and B with primers, (see tables 2.1 and 2.2, for disease-

causing and designed mutations, respectively). Primers were ordered from

Sigma-Aldrich, USA, at a concentration of 100 µM, desalted, in TE buffer.

Table 2.1: Disease-causing mutation primers. Forward and reverse primers for site-directed

mutagenesis of the pIRESneo2 plasmids encoding hZIP14-HA.

Mutation Primer sequences (forward, reverse)

F98V 5’-GTTCTGGAGACCTCGTCACTGCCCACAATTTC-3’
5’-GAAATTGTGGGCAGTGACGAGGTGTCCAGAAC-3’

S104I 5’-CTGCCCACAATTTCATCGAGCAGTCGCGGATTG-3’
5’-CAATCCGCGACTGCTCGATGAAATTGTGGGCAG-3’

R128W 5’-GCAGCTGGATTCCTGGGCCTGCACC-3’
5’-GGTGCAGGCCCAGGAATCCAGCTGC-3

P379L 5’-CTCTGTGAGGAGTTCCTACATGAGCTAGGAGAC-3’
5’-GTCTCCTAGCTCATGTAGGAACTCCTCACAGAG-3

G383R 5’-CCCACATGAGCTAAGAGACTTTGTCAT-3’
5’-ATGACAAAGTCTCTTAGCTCATGTGGG-3’

L441R 5’-CTTGTATATTTCTCGGGCTGATATGTTCCCTGAG-3’
5’-CTCAGGGAACATATCAGCCCGAGAAATATACAAG-3

N469K 5’-CCATTTATCCAGAAACTGGGCCTCCTGAC-3’
5’-GTCAGGAGGCCCAGTTTCTGGATAAATGG-3’

Site-directed mutagenesis was carried out using either Pfu Turbo DNA

polymerase (Agilent Technologies, Germany) or Herculase II Fusion DNA

polymerase (Agilent Technologies, Germany); the reagents and concentrations

used are described in table 2.3.

The PCR conditions were carried out in a Bio-Rad DNA Engine® Thermal Cycler

(Bio-Rad Laboratories, California, US), programmed as described in table 2.4.

PCR products were examined using agarose gel electrophoresis to confirm
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Table 2.2: Designed mutation primers. Forward and reverse primers for site-directed

mutagenesis of the pIRESneo2 plasmids encoding hZIP14-HA.

Mutation Primer sequences (forward, reverse)

L62A 5’-CTCTGCAGCAGGCGAAGGCCCTGCTCAAC-3’
5’-GTTGAGCAGGGCCTTCGCCTGCTGCAGAG-3’

L69D 5’-CTGCTCAACCACGACGATGTGGGAGTGGG-3’
5’-CCCACTCCCACATCGTCGTGGTTGAGCAG-3’

C118D 5’-CTCCAGGAGTTCGACCCCACCATCCTCCAGCA-3’
5’-TGCTGGAGGATGGTGGGGTCGAACTCCTGGAG-3

L125D 5’-ATCCTCCAGCAGGACGATTCCCGGG-3’
5’-CCCGGGAATCGTCCTGCTGGAGGAT-3

L206A 5’-CTCTTCCAGGCCATCCCGGAGGCATTTG-3’
5’-CAAATGCCTCCGGGATGGCCTGGAAGAG-3

E209Q 5’-CCAGCTCATCCCGCAGGCATTTGGTTTCAAC-3’
5’-GTTGAAACCAAATGCCTGCGGGATGAGCTGG-3’

Q365E 5’-GTGTCAGTTTTCGAAGGCATCAGCAC-3’
5’-GTGCTGATGCCTTCGAAAACTGACAC-3

E376H 5’-GCCATCCTCTGTCACGAGTTCCCAC-3’
5’-GTGGGAACTCGTGACAGAGGATGGC-3’

expected size.

PCR reaction products were treated with 20 units of DpnI (New England

Bioloabs, UK) at 37 °C for ∼1-2 hours to digest the template plasmid.

Competent DH5α E.coli (100 µL) were incubated on ice with 5-10 µL of DpnI-

treated PCR product for 15 minutes, subjected to heat shock at 42 °C for 1

minute, and returned to ice for 1 minute. 750 µL of Luria broth [182] was

added and the mixture incubated at 37 °C for 1 hour. The bacteria were spun

down (15700 rcf for 1 minute) and plated on Luria broth agar [182] plates with

ampicillin (100 µg/mL) (Sigma-Aldrich, USA); the plates were incubated at 37

°C for ∼18 hours.

The resultant colonies were used to inoculate 5 mL Luria broth, including
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Table 2.3: Reagent concentrations for site-directed mutagenesis.

Reagents Concentration
(Pfu Turbo)

Concentration
(Herculase II)

Deoxynucleotides
(A, C, G and T)
(Thermo Fisher Scientific,
USA)

0.2 mM each 0.25 mM each

Forward, reverse primers 0.2 µM each 0.25 µM each

DNA polymerase 2.5 U per 50 µL 1 µL per 50 µL
(concentration not pro-
vided)

Template plasmid ∼1 ng/µL ∼1 ng/µL

Enzyme buffer 1 x stock buffer 1 x stock buffer

Dimethyl sulphoxide
(Sigma-Aldrich, USA)

0-8% final conc. 0-8% final conc.

Distilled water To final volume To final volume

Table 2.4: PCR conditions for site-directed mutagenesis. *Temperatures were adjusted

according to the melting temperatures (Tm) of the primers; at step 7 the temperature was

typically 3-5 °C below the lowest primer Tm, the step 3 temperature was 3 °C below this.

Step Temperature (°C) Duration/Instruction

1. 95 30 sec

2. 95 30 sec

3. 50* 1 min

4. 68 1 min per kb

5. Go to step 2, 5 times

6. 95 30 sec

7. 53* 1 min

8. 68 1 min per kb

9. Go to step 6, 13 times

10. 4 Forever
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ampicillin (100 µg/mL), and incubated in a New Brunswick Innova 4200

Incubator-Shaker (National Institute of Standards and Technology, U.S

Department of Commerce, Maryland, U.S.A) (250 rpm) at 37 °C for ∼18

hours. 3 mL of the resulting bacteria were used to purify the plasmid using the

QIAprep Spin Miniprep Kit (Qiagen, Germany), according to the manufacturer’s

instructions.

Samples of the plasmid were sent for sequencing to Source Bioscience Ltd,

with appropriate primers (provided by Dr Bowers). Concentrations of DNA and

primers were as specified by Source Bioscience Ltd.

2.1.1.2 Creation of Deletion Mutants

In order to make the ∆40-130 mutant, PCR amplification of the pIRESneo2

hZIP14-HA plasmids was carried out using a forward primer whose 5’ end

annealed to the codon for T131, and a reverse primer whose 5’ end annealed

to the codon for S39 (see the LinAmp primer pair in table 2.5 and the PCR

conditions for amplification in table 2.6). This step amplified the entire plasmid,

excluding the codons for residues 40-130 of hZIP14-HA.

This PCR product was ligated to circularise the linear DNA, and the ligation

products were used to transform bacteria. As described in section 2.1.1.1,

plasmids were isolated from colonies and sent for sequencing. Site-directed

mutagenesis, as described in section 2.1.1.1, was then used to correct errors in

the ligation site (see the RepairLig primer pair in table 2.5).

75



Chapter 2

Table 2.5: ∆40-130 deletion Forward and reverse primers for deletion of the ∆40-130 residues

from the pIRESneo2 plasmids encoding hZIP14-HA.

Primer
pair

Primer sequences (forward, reverse)

LinAmp 5’-ACCTCGGAGAACCAGGAAAACGAGGAGAATGAGC-3’
5’-GCTGATAGCTGGTGCACCCGGGGATGAAG-3’

RepairLig 5’-ATCAGCACCTCGGAGAACCAGGAAAACGAGGAG-3’
5’-CGAGGTGCTGATAGCTGGTGCACCCGGGGA-3’

Table 2.6: PCR conditions for plasmid amplification.

Step Temperature (°C) Duration/Instruction

1. 95 2 mins

2. 95 20 sec

4. 72 4 mins

5. Go to step 2, 29 times

10. 4 Forever

2.1.2 Cell Culture

HeLa and HEK293 cells were provided by Dr. Bowers, HepG2 cells by Prof.

Srai. Cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM),

supplemented with 10% foetal bovine serum (FBS), 2 mM L-glutamine, penicillin

and streptomycin (10,000 U and 10 mg/mL, respectively). Growth medium

for HeLa cells stably expressing ZIP14 or variants was supplemented with 0.2

mg/mL G418. Information regarding the reagents used for cell line maintenance

is detailed in table 2.7.

Cells were passaged every 3-4 days (up to 30 passages from thawing) by

washing with phosphate buffered saline (PBS) (Sigma-Aldrich, USA), incubation

with trypsin-EDTA solution (Sigma-Aldrich, USA) for approximately 5 minutes in
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Table 2.7: Reagents used in maintenance of cell lines.

Reagents Information

Dulbecco’s Modified Eagle Medium
(DMEM)

Sigma-Aldrich, USA

Foetal bovine serum (FBS) Sigma-Aldrich, USA

L-glutamine Sigma-Aldrich, USA

Penicillin/Streptomycin Sigma-Aldrich, USA

Geneticin® (G418) Thermo Fisher Scientific, USA

Phosphate-buffered saline (PBS) Sigma-Aldrich, USA

Trypsin-EDTA solution Sigma-Aldrich, USA

order to detach and separate the cells, and a proportion of the detached cells

were transferred to new dishes with fresh growth medium.

Between passages, HeLa cells were incubated at 37 °C in 5% CO2.

2.1.2.1 Transfection Protocols

HeLa cells were transfected using the TransIT-HeLaMONSTER® Transfection

Kit (Mirus Bio LLC), according to the manufacturer’s instructions. Transfected

cells were used for experiments after 48 hours.

Monoclonal Stable Transfectants

48 hours after transfection, the growth medium of transiently transfected cells

was replaced with growth medium supplemented with 0.2 mg/mL G418. Mock-

transfected cells (cells transfected with the elution buffer of the QIAprep Spin

Miniprep Kit) were used as a negative control. Upon the death of the cells in the

negative control, the remaining cells constituted a polyclonal collection of stable

transfectants, with a range of expression levels.
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The surviving transfected cells were detached using trypsin-EDTA and added

to 25 mL of growth medium at a concentration of 5 cells/mL. The cells

were transferred to a 96-well plate, 200 µL per well, and allowed to grow

until the colonies of cells were visible to the naked eye. Colonies in wells

containing single colonies were then cultured and checked for expression by

immunofluorescence microscopy or flow cytometry.

2.1.3 Reverse Transcription PCR

2.1.3.1 RNA Extraction

Cells were lysed in Trizol (Ambion, USA), and incubated in chloroform (Sigma-

Aldrich, USA) for 5 minutes at room temperature. The samples were centrifuged

at 4 °C for 15 minutes, and the top layer extracted and mixed gently with

isopropanol. Samples were incubated at room temperature for 10 minutes,

and then centrifuged for 30 minutes at 4 °C. The pellets were washed in 1

mL of ethanol (Sigma-Aldrich, USA), then centrifuged at 4 °C for 5 minutes.

The ethanol was removed and the pellets left to air-dry before being dissolved

in DEPC-treated water (Ambion, USA) at 60 °C for 10 minutes. RNA

concentrations were quantified by a Nanodrop 2000 (Thermo Fisher Scientific,

USA).

2.1.3.2 cDNA Synthesis

RNA (1 µg) was treated with 1 unit DNase (New England Biolabs, UK) at 37

°C for 10 minutes, followed by a 10 minute incubation at 70 °C. The DNase-

treated RNA was used for cDNA synthesis with the VersoTM cDNA Synthesis Kit

(Thermo Fisher Scientific, USA); the reagents are detailed in table 2.8. Reaction

mixtures were incubated at 42 °C for 1 hour, then at 95 °C for 2 minutes.
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Table 2.8: Reagents for cDNA synthesis.

Reagents Volume (µL)

5 x cDNA Synthesis Buffer 4

dNTP Mix 2

Verso RT-Enzyme Mix 1

RT Enhancer 1

Anchored Oligo dT 1

2.1.3.3 Use of cDNA to Detect Gene Expression

From the cDNA produced as described in section 2.1.3.2, 1 µL was used for

PCR, with primers appropriate for the detection of particular genes; the reagents

are detailed in table 2.9. The PCR conditions were carried out in a Bio-Rad DNA

Engine® Thermal Cycler (Bio-Rad Laboratories, California, US), programmed

as described in table 2.10.

Table 2.9: Reagents for PCR of cDNA in order to detect gene expression.

Reagents Volume (µL)

5 x Herculase Buffer 5

100 mM dNTPs 0.4

10 µM forward primer 0.75

10 µM reverse primer 0.75

Distilled H2O 19.5

DMSO 1

Herculase II polymerase 0.5

cDNA 0.5

Primers (detailed in table 2.11) were designed to amplify specific regions of

the hZIP14 isoforms, and to span introns in order to prevent amplification

of genomic DNA. Primers were ordered from Sigma-Aldrich, USA, at a
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Table 2.10: Conditions for PCR of cDNA in order to detect gene expression.

Step Temperature (°C) Duration/Instruction

1. 95 30 sec

2. 95 30 sec

3. 65 1 min

4. 68 20 seconds

5. Go to step 2, 29 times

6. 68 5 minutes

7. 4 Forever

concentration of 100 µM, desalted, in TE buffer.

Table 2.11: Primers used to amplify specific regions of cDNA. The primer numbers

correspond to those seen in figure 3.3.

Primer Primer sequence

GAPDH, forward 5’-CCTCCTGCACCACCAACTGC-3’

GAPDH, reverse 5’-ATGTTCTGGAGAGCCCCGCG-3

Primer 1 5’-CTGGATGTGGGAGTGGGCCG-3’

Primer 2 5’-GCTGGAGGATGGTGGGGCAG-3’

Primer 3 5’-CTGCCCCACCATCCTCCAGC-3’

Primer 4 5’-GCAGGGCAGGACGAGGACTC-3

Primer 5 5’-GGGAGCAGAGGGAGATGACGG-3

Primer 6 5’-GCTGCTACCTGGGTCTGGCC-3’

Primer 7 5’-TGCTGCCCTTCCTTTCATCCTCT-3’

Primer 8 5’-CGGCAGAGGTTGCAGTGAGC-3’

2.1.4 Immunofluorescence Microscopy

Information regarding the reagents used for immunofluorescence microscopy is

detailed in table 2.12.
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Table 2.12: Reagents used in immunofluorescence microscopy.

Reagents Information

Phosphate-buffered saline (PBS) Sigma-Aldrich, USA

Paraformaldehyde Dissolved in PBS

Quenching solution 50 mM ammonium chloride dissolved
in PBS

Staining solution PBS, 5 mg/mL bovine serum albumin,
0.05% w/v saponin

4’,6-diamidino-2-phenylindole (DAPI) Thermo Fisher Scientific, USA

Möwiol Heimer and Taylor [183]

ProLongTM Diamond Antifade Moun-
tant

Thermo Fisher Scientific, USA

Binding buffer RPMI medium with 10 mM HEPES
and 0.2% w/v BSA, pH 7.35-7.42

Trypsin-EDTA solution Sigma-Aldrich, USA

2.1.4.1 Staining of Permeabilized Cells

Cells were seeded onto 13 mm glass coverslips and allowed to attach overnight.

Coverslips were washed with PBS, then fixed in 3% paraformaldehyde for 15

minutes, washed with PBS and quenched with quenching solution. Coverslips

were then washed with PBS, permeabilized with staining solution and then

stained with primary antibodies in staining solution for 1 hour. Coverslips

were then washed with staining solution and stained with secondary antibodies

dissolved in staining solution for 45 minutes. See table 2.13 for antibody

concentrations. Coverslips were washed with PBS, the nuclei were stained

with 300 nM DAPI and coverslips were mounted onto slides using Möwiol.

Alternatively, coverslips were mounted with ProLongTM Diamond Antifade

Mountant.
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Table 2.13: Antibodies used for immunofluorescence microscopy, with corresponding

concentrations.

Antibody Concentration Information

Mouse Anti-Hemagglutinin 1:500 Clone 16B12 (Covance,
USA)

Rat Anti-Hemagglutinin 1:250 Clone 3F10 (Roche,
Switzerland)

Rabbit Anti-Calreticulin 1:500 PA3-900 (Affinity BioRe-
agents, USA)

Alexa Fluor 488 Goat Anti-
Rat

1:500 (Abcam, UK)

Alexa Fluor 546 Goat Anti-
Mouse

1:500 (Abcam, UK)

Alexa Fluor 546 Goat Anti-
Rabbit

1:500 (Abcam, UK)

2.1.4.2 Staining of Non-permeabilized Cells

Cells were seeded onto 13 mm glass coverslips, as described in section 2.1.4.1.

Prior to fixation, coverslips were kept on ice, washed with chilled binding buffer,

then stained with primary antibodies in chilled binding buffer for 45 minutes.

Coverslips were then washed with binding buffer and stained with secondary

antibodies dissolved in chilled binding buffer for 30 minutes. Coverslips were

then washed with chilled PBS, fixed, quenched, stained with DAPI and mounted

onto slides, as described in section 2.1.4.1.

2.1.4.3 Surface/Intracellular 2-stage Staining

Cells were seeded, stained and fixed as described in section 2.1.4.2. Coverslips

were then washed with PBS, permeabilized and stained again, as described in

section 2.1.4.1.
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2.1.4.4 Cell Imaging

For conventional fluorescence microscopy, coverslips were viewed using a

Zeiss Axioskop 2 Plus microscope and images were taken with a Hamamatsu

ORCA-ER digital camera. For confocal fluorescence microscopy, coverslips

were viewed and imaged using a Leica TCS SPE confocal microscope (Leica

Camera).

Colocalization Analysis

Image-processing was carried out using FIJI ImageJ [184] and standardized

within experiments. Images were produced from the median signal intensity of

2x 0.173 µm-thick slices, followed by use of the ImageJ ’Subtract Background’

tool (set to between 20 and 50 px, sliding paraboloid) and converted

into composites using ImageJ. Comparably sized areas were selected from

the images (an area within the cell, excluding the nucleus) and used for

colocalization analysis with the ImageJ Coloc2 plugin, in order to obtain the

Pearson’s correlation coefficient.

2.1.5 Western Blotting

2.1.5.1 Protein Extraction

Cells grown on 6 cm dishes were chilled on ice, washed with chilled PBS and

then lysed with chilled lysis buffer (0.5% NP-40, 1.25 mM EDTA, 0.15 M NaCl,

20 mM TrisHCl pH 8, EDTA-free protease inhibitor cocktail (Sigma-Aldrich,

USA)) on ice for 5 minutes. The lysate was scraped and transferred to chilled

1.5 mL Eppendorf tubes. An equal volume of lysis buffer was again added to

the dishes; the lysate was scraped and added to the previous lysate. Lysate
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was centrifuged at 4 °C for 13 minutes at 15700 rcf, and the supernatant was

retained. The protein concentration was quantified using the BCA Protein Assay

kit (Thermo Fisher Scientific, USA), according to the manufacturer’s instructions.

2.1.5.2 Gel Preparation and Loading

SDS-polyacrylamide gels were handcast at 1.5 mm thick, typically 10%

acrylamide with ten lanes, according to the recipes provided by Kielkopf et al.

[185]. Protein samples to be loaded were diluted to equal concentrations

of protein in lysis buffer and mixed with 3x Laemmli buffer [186] (5% β-

mercaptoethanol) at a 2:1 ratio. Unused lanes were loaded with lysis buffer

mixed with Laemmli buffer at a 2:1 ratio. Gels were run at 80 V for 30 minutes,

followed by 180 V for 1 hour.

2.1.5.3 Protein Transfer and Visualization

Protein was transferred onto a Biotrace NT Nitrocellulose transfer membrane

(Thermo Fisher Scientific, USA) at 300 mA for 1 hour. Membranes were blocked

in blocking solution (5% dried skimmed milk powder (Marvel, Premier Foods,

Ireland), 0.1% Tween 20 (Sigma-Aldrich, USA) in Tris-buffered saline) at 4 °C

for 12-18 hours. Membranes were incubated in primary antibodies for 2 hours,

and then washed in 0.1% Tween 20 (Sigma-Aldrich, USA) in Tris-buffered saline

(3x). Membranes were then incubated in secondary antibodies for 1 hour, and

then washed in 0.1% Tween 20 in Tris-buffered saline (4x 5 minutes), and Tris-

buffered saline (2x 5 minutes). Antibodies were diluted in blocking solution,

see table 2.14 for concentrations. Membranes were visualized using a LI-COR

Odyssey CLx Near-Infrared Fluorescence Imaging System, with Image Studio

5.0 software.
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Table 2.14: Antibodies used for western blotting, with corresponding concentrations.

Antibody Concentration

Mouse Anti-Hemagglutinin (Clone 16B12, Covance,
USA)

1:1000

Rabbit Anti-Calreticulin (PA3-900, Affinity BioReagents,
USA)

1:1000

IRDye 800CW Goat Anti-Mouse (LI-COR, USA) 1:5000

IRDye 680RD Goat Anti-Rabbit (LI-COR, USA) 1:5000

2.1.6 Flow Cytometry

2.1.6.1 Staining of Permeabilized Cells

The compositions and abbreviations of the reagents used are detailed in table

2.15. Cells were grown in 6-well plates to a confluence of approximately

100%. Cells were detached and separated by washing with PBSE, followed

by incubation with trypsin-EDTA solution for 30 minutes at 37 °C, 5% CO2 to

produce a single cell suspension. A maximum of 6 x 105 cells in trypsin-EDTA

were transferred to 1.5 mL Eppendorf tubes and washed in PBSE, then fixed in

PFAE for 15 minutes. Cells were washed in PBSE, then permeabilized in FPBB

for 5 minutes. Cells were stained with primary antibody in 100 µL of FPBB for

1 hour, then washed in FPBB (2x). Cells were then stained with secondary

antibody in 100 µL of FPBB for 45 minutes, then washed in FPBB (2x). Cells

were then prepared for scanning - they were washed with PBSE, centrifuged

and resuspended in 150 µL PBSE, then filtered into a new Eppendorf tube with

40 µm Falcon cell strainers (Thermo Fisher Scientific, USA).

Washes were carried out by centrifuging the samples at 4 °C for 5 minutes, at

400 rcf prior to fixation and 500 rcf after fixation. Antibody concentrations are

detailed in table 2.16.
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Table 2.15: Reagents used to prepare cells for flow cytometry.

Reagents Information

PBS and ethylenediaminetetraacetic
acid (EDTA) (PBSE)

2.5 µM EDTA

Paraformaldehyde and EDTA (PFAE) 3% paraformaldehyde, 2.5 µM EDTA
in PBS

Flow cytometry permeabilizing block-
ing buffer (FPBB)

0.05% saponin, 1 mg/mL bovine
serum albumin (BSA), 2.5 µM EDTA
in PBS

Flow cytometry blocking buffer (FBB) 1 mg/mL BSA, 2.5 µM EDTA in PBS

Table 2.16: Antibodies used for flow cytometry staining, with corresponding

concentrations.

Antibody Concentration

Mouse Anti-Hemagglutinin (Clone 16B12, Covance,
USA)

1:250

Rat Anti-Hemagglutinin (Clone 3F10, Roche, Switzer-
land)

1:250

Alexa Fluor 488 Goat Anti-Rat (Abcam, UK) 1:250

Alexa Fluor 647 Goat Anti-Mouse (Invitrogen) 1:500

2.1.6.2 Surface Staining of Non-Permeabilized Cells

A maximum of 6 x 105 cells in trypsin-EDTA was prepared, as described in

section 2.1.6.1. Cells were stained prior to fixation, on ice, with primary and

secondary antibodies, as described in section 2.1.6.1, with antibodies dissolved

in FBB (table 2.15). Cells were then fixed and prepared for scanning, as

described in section 2.1.6.1.
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2.1.6.3 Surface/Intracellular 2-stage Staining Protocol

A maximum of 6 x 105 cells in trypsin-EDTA was prepared, as described in

section 2.1.6.1. Cells were stained for surface antigen (using mouse anti-HA

and anti-mouse Alexa Fluor 647) and then fixed, as described in section 2.1.6.2.

Cells were then washed in PBSE, permeabilized and stained for intracellular

antigen (using rat anti-HA and anti-rat Alexa Fluor 488), as described in section

2.1.6.1. Cells were then prepared for scanning, as described in section 2.1.6.1.

2.1.6.4 Flow Cytometry of Stained Samples

Stained samples were scanned using a BD AccuriTM C6 flow cytometer.

Alexa Fluor 488 was detected in the FL1 channel (laser excitation: 488 nm,

emission detection: 533/30 nm (detects wavelengths from 518 to 548 nm)

[187]) and Alexa Fluor 647 in the FL4 channel (laser excitation: 640 nm,

emission detection: 675/25 nm (detects wavelengths from 662.5nm to 687.5

nm) [187]). The flow cytometer was set to collect 10,000 events within the

appropriate forward-scatter/side-scatter gate. For transiently transfected cells,

an additional gate was used to exclude events with the same fluorescence as

mock-transfected cells.

2.1.6.5 Analysis of Flow Cytometry Data

The data collected by the BD AccuriTM C6 flow cytometer were exported as .fcs

files, and the files were analysed using the FlowCal 1.3.0 Python library [188].

FlowCal’s ’FlowCal.gate.density2d’ function was used in the forward-scatter and

side-scatter channels in order to exclude debris. In order to select transiently

transfected cells, mock-transfected cells were scanned to set a minimum
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fluorescence threshold in the FL1 channel.

2.1.6.6 Titration of Antibodies for Flow Cytometry

In order to determine the best concentration of antibody to use, HeLa cells and

HeLa cells stably expressing wild-type ZIP14 A-HA were permeabilized and

stained with a range of antibody concentrations. The staining index (the MFI of

the ZIP14-expressing cells divided by the MFI of the HeLa cells) was determined

for each concentration, and the antibody concentration with the highest staining

index was selected for use in future experiments.

2.1.7 Iron Uptake

Cells growing in 6-well plates between 80 and 100% confluency were placed on

ice, washed in 1 mL chilled PBS three times, and then incubated in iron uptake

buffer (see table 2.17 for composition) for 30 minutes at 37 °C. Each sample’s

uptake was measured in triplicate.

Table 2.17: Composition of iron uptake buffer.

Reagent Concentration

10x RPMI 1x

1 mM HEPES 10 mM

5 M NaOH Add until pH is between 7.35 and 7.42

FeSO4.H2O 10 µM
55FeCl3 (PerkinElmer, USA) 0.8 kBq/mL

L-Ascorbic acid
(Sigma-Aldrich, USA)

100 µM

After incubation, the cells were placed on ice and the iron uptake buffer was

removed. Cells were washed in 1 mL chilled PBS three times, and then
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incubated on ice with 750 µL lysis buffer (see section 2.1.5.1 for composition)

for a minimum of 5 minutes. The lysates were scraped and transferred to

chilled Eppendorf tubes, then centrifuged at 4 °C for 13 minutes at 15700 rcf.

The supernatant was retained, and the 30 µL was used to quantify the protein

concentration, using the BCA Protein Assay kit (Thermo Fisher Scientific, USA),

according to the manufacturer’s instructions.

2.1.7.1 Iron-55 Quench Curve

Scintillation vials were filled with 5 mL scintillation fluid (Sigma-Fluor LSC

Cocktail for Aqueous Medium, Sigma-Aldrich, USA), 0.5 mL lysis buffer and

30,000 disintegrations per minute (dpm) of 55FeCl3. Each tube was scanned in a

TriCarb 2900 LTR PerkinElmer Scintillation Analyzer to determine the counts per

minute (cpm), and the scanning was terminated when the cpm reached 0.5%2S

statistical significance, meaning that the true cpm is expected to be within a

range of plus or minus 0.5% of two standard deviations of the measured cpm.

Vials with counts that differed from the mean by more than 2% were discarded.

Acetone was added to the remaining tubes over a range of volumes from 0

to 450 µL, and then scanned for 10 minutes using the Quanta LLC Quench

programme, between the energies of 0 and 10 KeV; the parameter used to

determine quench was tSIE/AEC. The resulting quench curve was used by the

Quanta LLC software to calculate dpm.

2.1.7.2 Scintillation Counting

For each sample, 0.5 mL of the lysate was added to 5 mL of scintillation fluid.

The vials were vortexed for approximately 5 seconds, and then wiped with a

damp tissue to remove static. The vials were scanned in a TriCarb 2900 LTR
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PerkinElmer Scintillation Analyzer; cpm were collected for 10 minutes, between

the energies of 0 and 10 KeV. Cpm were converted to dpm using a quench

curve, described in section 2.1.7.1. Results were presented as dpm/µg protein.

2.1.8 Statistics

Where appropriate, one-way ANOVA was performed, followed by Tukey-Kramer

post-hoc analysis to identify significant differences between means (P < 0.05).

Statistical analysis was performed with JMP ® Pro 17.0.0 (SAS Institute Inc, NC,

U.S.A).

2.1.9 Sequence Alignment and Analysis

2.1.9.1 Pairwise Alignment

Pairwise alignments were carried out using the EMBL-EBI EMBOSS Needle

Pairwise Sequence Alignment Tool [189], with default settings.

2.1.9.2 Multiple Sequence Alignment

Multiple sequence alignments were carried out with a maximum

of 500 sequences using the EMBL-EBI T-COFFEE online interface

(https://www.ebi.ac.uk/Tools/msa/tcoffee/) [189].

2.1.9.3 Profile-Profile Alignment

Profile-profile alignments were performed with pairs of multiple sequence

alignments using the MUSCLE program [190].
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2.1.9.4 Conservation Scoring of Multiple Sequence Alignments

Mulitple sequence alignments in the ClustalW format were submitted to the

AL2CO web server (http://prodata.swmed.edu/al2co/al2co.php) [191]; scores

were normalised relative to the maximum score at 1, and the minimum score

at 0.

2.1.9.5 Calculation of Percentage Identity and Similarity

A python script was written to calculate percentage identity and similarity

between short alignments, to match the scores given by the EMBL-EBI

EMBOSS Needle Pairwise Sequence Alignment Tool (section 2.1.9.1).

Similar amino acids are detailed in table 2.18 (for the python script, see

appendix B.1).

Table 2.18: Similar amino acids. Amino acids considered as similar in order to calculate

percentage similarity for short pairwise alignments.

A C D E F G H I K L M N P Q R S T V W Y

S E D W N L E I I D E K A S I F F

N K Y Y M Q M L H K Q N L Y H

Q V R V V S R T M W

2.1.10 Homology Modelling

Modeller: After installation of Modeller 9.21, the target-template (PIR

format) alignment was used for homology modelling according to the user

documentation [192].

Phyre2: The protein sequence was submitted to the Phyre2 Protein Fold

Recognition server, using the Normal mode (recommended if a homologous
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protein is known) [193].

SWISS-MODEL: The target-template alignment (FASTA format) was submitted

to the SWISS-MODEL Expasy web server, in the alignment mode [194].

Side-chain positions were optimised by SCWRL4 [195].

2.1.10.1 Multimer Modelling

Sequences were entered as both ‘sequence 1’ and ‘sequence 2’ into section 3

of the AlphaFold Google CoLab site, with ‘run relax’ disabled [196]. Numbering

of residues in the resultant PDB files was corrected with the ‘resrenum’

command in UCSF Chimera [197].

2.1.11 Structure Quality Assessment and Analysis

2.1.11.1 Root Mean Square Deviation Calculation

The UCSF Chimera program was used to align two protein structures, using the

Matchmaker command with the Needleman-Wunsch alignment algorithm and

the BLOSUM-62 matrix [197]. The ‘rmsd’ command was used for relevant pairs

of α-carbons, and an average taken of the results.

2.1.11.2 Identification of Residue Contacts

Structure .pdb files were primarily imaged and analysed in the UCSF

Chimera program [197]. Residue contacts were identified using the ‘Find

Clashes/Contacts’ command, with Van Der Waals overlap of ≥ -0.4 Å.
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2.1.11.3 Identification of Mutation Sites

The UCSF Chimera program [197] was used to identify residue contacts

(section 2.1.11.2). A python script was used to extract contacts that only

involved R-groups (for this script, see appendix C.2.1).

2.1.11.4 Quality Assessment Programs

ProSA-Web: PDB files were submitted to the ProSA-Web server

at prosa.services.came.sbg.ac.at/prosa.php. Chains were specified for

assessment as necessary, according to instructions [198]. ANOLEA: PDB

files were submitted to ANOLEA at melolab.org/anolea. Chains were specified

for assessment as necessary, according to instructions [199]. QMEAN:

PDB files were submitted to the QMEAN website at swissmodel.expasy.org,

with the QMEANDisCo (N-terminal extracellular domain) or QMEANBrane

(transmembrane domain) options selected [200].

2.1.12 Co-evolution Analysis

2.1.12.1 Human ZIP14 Distance Matrix

Distances between residues in the homology model were extracted from the

.pdb file using the Biopython library [201, 202], and distances of 10 Å or less

were used to produce a scatter plot (appendix D.3).

The sequence of human ZIP14, isoform A (Q15043-1), residues

154-257;321-486 was submitted to the GREMLIN web-server

(http://gremlin.bakerlab.org/submit.php), with options detailed in table 2.19.

Textual output of the co-evolution analysis was downloaded, and residue
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Table 2.19: Options used for co-evolution analysis of hZIP14 on the GREMLIN web-server.

Option Selection

Generate MSA using HHblits

E-value 1E-10

Iterations 4

Filter coverage 75

Remove gaps 75

GREMLIN Prior Vanilla

numbering corrected; strength of coevolution was indicated by the ’r sco’ column

(appendix D.1). Relative to a maximum co-evolution score of 0.4244, scores

over 0.15 were considered a strong signal.

The sequence of human ZIP14, isoform A (Q15043-1), was submitted to the

PSIPRED Workbench (http://bioinf.cs.ucl.ac.uk/psipred/); the DeepMetaPSI-

COV 1.0 option was selected. Textual output of the co-evolution analysis was

downloaded; strength of co-evolution was shown in the fifth column (appendix

D.2). Results for residues less than 4 amino acids away from each other were

not included in the analysis. Relative to a maximum co-evolution score of 1,

less than 0.2 was not include in the analysis, greater than 0.4 was considered a

strong signal.

Co-evolution data was parsed by a python script to produce a scatter plot of co-

evolving amino acid positions; colour and size of points was altered to indicate

strength of co-evolution signal (appendix D.3).
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Effects of Disease-Causing

Mutations on Iron Uptake and

Cellular Localisation of ZIP14

3.1 Introduction

In this chapter, ZIP14 mutations documented to cause human disease will

be studied in order to establish functional consequences of each mutation,

leading to a study of the structural implications of these mutations in the

following chapters. As with proteins in general, the primary sequence of

human ZIP14 (hZIP14) is the determinant of all aspects of its function, either

due to the features resulting directly from its own three-dimensional structure,

or due to the resulting interactions with other proteins and components in

its environment. There are variations in protein sequences between healthy

individuals, as proteins can tolerate amino acid substitutions without deleterious

effects, so disease-causing mutations can highlight regions of the protein that
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are functionally important [203].

Figure 3.1 shows the number of documented non-synonymous single nucleotide

polymorphisms (SNPs) at each position of the hZIP14 protein sequence, only

a handful of which are known to be harmful [204]. The deleterious hZIP14

mutations known at the time of experimental design, and which will be studied

in this chapter, are also indicated in figure 3.1, and are shown to be in areas

with low variation in mammalian ZIP14 sequences (figure 3.1), suggesting

these regions are important for ZIP14 function. In addition, if these pathogenic

mutations negatively affect ZIP14 function in different ways, this information may

also lead to a greater understanding of the structure-function relationship of

ZIP14.

Figure 3.1: Variation across the human ZIP14 sequence. Graph depicting, at each position

in the human ZIP14 sequence, the number of non-synonymous SNPs (blue) /hfl(for both

isoforms) and the sequence variation within mammalian ZIP14 proteins (red, as ‘average

relative substitution score’, averaged over 9 residues) [204, 205]. Positions of disease-causing

mutations to be studied in this chapter are depicted in grey.
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3.1.1 Exogenous Expression of Wild-Type and Mutant

Human ZIP14

The reported disease-causing point mutations of hZIP14 are listed in table

3.1, the mutations studied in this thesis are indicated in bold, and are those

reported in 2018 or earlier. As shown in figure 3.2, the mutations are found in

both the predicted extracellular N-terminal region, and in three of the predicted

transmembrane helices.

Table 3.1: Reported disease-causing point mutations in ZIP14. Mutations are listed with

reported symptoms. Mutations used in this study are emphasised in bold.

Mutation Symptoms Published

F98V, G383R, N469K Hypermanganesemia with dystonia 2016 [19]

R128W Hypermanganesemia with dystonia 2017 [69]

S104I Hypermanganesemia with dystonia 2018 [72]

P379L Hypermanganesemia with dystonia 2018 [71]

L441R Hyperostosis cranialis interna 2018 [95]

L59Q, N102, R108W,
A432P, Y438C

Hypermanganesemia with dystonia 2022 [73]

The majority of the mutations to be studied were reported to be recessive,

suggesting that expression alongside wild-type (WT) hZIP14 could mask the

effects of the faulty copy. For this reason, I chose to identify a cell line where

endogenous ZIP14 expression was low or absent, in which to exogenously

express the wild-type and mutant ZIP14 proteins. A useful aspect of exogenous

expression is that the focus is on the behaviour of the proteins, as regulation of

expression need not be considered.

Transient transfections were used in the study of all cell lines, and were

especially useful when studying changes in ZIP14 behaviour at different levels
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Figure 3.2: Positions of disease-causing mutations relative to predicted topology of

hZIP14. The positions of the mutations studied in this thesis are indicated on the predicted

topology with black crosses. Predicted locations are based on analysis by Taylor et al. [13].

of expression. Monoclonal stable cell lines were used where behaviour of all

cells in the sample needed to be consistent, particularly where normalisation

relative to hZIP14 expression or hZIP14 cell surface levels within experiments

was not possible.

3.1.2 Experiments on hZIP14 Variants

While mutations of transporters can affect a range of characteristics, such as

solute preference, or appropriate responses to regulation, I focused on the two

most important features of any transporter: the ability to transport solute, and

correct localisation within the cell. Uptake of 55Fe by stably transfected cells

was used to measure uptake function of the hZIP14 variants. Overexpression

of transporters is considered an acceptable technique for functional assays, as

long as the parental cell line is used as a negative control [206, 207]. Staining

of hZIP14 was achieved with anti-HA primary antibodies, and fluorescently

labelled secondary antibodies. The exact staining protocols were adapted for
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various purposes, in order to prepare cells for immunofluorescence microscopy

or flow cytometry, and where necessary, to differentiate between surface

and internal hZIP14. Immunofluorescence microscopy allowed me to identify

the subcellular localisation of hZIP14 within transfected cells; flow cytometry

allowed me to study the behaviour of hZIP14 over a range of expression levels in

a quantitative manner. The overall outcome was a more detailed understanding

of the various effects of hZIP14 disease-causing mutants, most of which have

not previously been characterised [19, 69, 71, 72].

3.2 Results

Little is known about the mechanisms through which hZIP14 mutations cause

disease. In this chapter, disease-causing mutations of hZIP14 are assessed for

their effects on iron-uptake function, cellular localisation and trafficking to the

plasma membrane.

3.2.1 Selection of the HeLa Cell Line for Transfections

Documented disease-causing mutations in hZIP14, with the exception of L441R

[95], only cause symptoms in those who are homozygous for the mutated gene

[19, 69–71]. For this reason it was decided to use reverse-transcriptase PCR

(RT-PCR) to identify a cell line expressing little or no ZIP14, for transfection with

plasmids encoding hZIP14 with a C-terminal hemagglutinin (HA) tag, as there

was no suitable antibody for detection of hZIP14.

It was also of interest to know which hZIP14 isoforms were being expressed, so

primers were designed that could test for hZIP14 expression, and distinguish

between the hZIP14 A, B and C isoforms (Q15043-1, Q15043-2 and Q15043-
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3, respectively [208]). Primers 1 and 2 (table 2.11) span the first exon junction,

and were designed to amplify all isoforms of hZIP14 present, as this region of

the mRNA is shared by all isoforms (figure 3.3).

Figure 3.3: Positions of primers used for PCR on hZIP14 cDNA transcripts. White

numbered boxes represent protein-coding exons (exons not coding for protein are excluded

from this diagram). The numbers above the primers correspond to those in table 2.11. The

numbers between primer pairs are the sizes of the PCR products, in base pairs.

The arrangement of exons in hZIP14 A mRNA is such that it contains no regions

unique to this isoform, with a 5’ end identical to hZIP14 C and a 3’ end identical

to hZIP14 B (figure 3.3). Primer 3 binds to protein-coding exon 2, present in all

hZIP14 isoforms. When paired with primer 4, which binds exon 3a, an exon that

is only found in hZIP14 B, only hZIP14 B mRNA is amplified. When paired with

primer 5, both hZIP14 A and C mRNA are amplified, but not hZIP14 B mRNA.

Likewise, primer 6 binds to all hZIP14 isoforms, and can amplify hZIP14 A and

B mRNA when paired with primer 7, but only hZIP14 C mRNA when paired

with primer 8. Testing cDNA against all the primer pairs depicted in figure 3.3

makes it possible to determine whether cells are expressing hZIP14 A alone, or

hZIP14 A with one other isoform. However, if cells express both hZIP14 B and

C, then a primer pair amplifying a region from protein-coding exon 3b to protein-
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coding exon 8a would be needed to confirm the expression of hZIP14 A.

Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was chosen as a

house-keeping gene, expressed in all three cell lines tested. Although the levels

of GAPDH expression may vary between the three cell lines, positive results

would confirm the successful synthesis of cDNA in each sample. HEK293 cells

transfected with pIRESneo2 plasmids encoding hZIP14 A, B or C (section 3.2.2)

were used as positive controls, and to test the ability of the hZIP14 primers to

distinguish between the hZIP14 isoforms.

Agarose gel electrophoresis of the HepG2 RT-PCR products gave positive

results for all the hZIP14 primer pairs except the primer pair specific for

hZIP14 C, showing that the HepG2 cell line expresses hZIP14 A and B. For

the HEK293 RT-PCR products, very faint bands were observed for all primer

pairs designed to amplify hZIP14 A, but not the primers specifically targeting

hZIP14 B or C, and therefore expresses hZIP14 A. HeLa RT-PCR products

showed no visible bands for any of the hZIP14 primer pairs, with the positive

result for the GAPDH primers showing that HeLa cDNA had been successfully

synthesised (figure 3.4).

Real-time quantitative PCR (RT-qPCR) would provide a more sensitive analysis

of hZIP14 expression in these cell lines, but requires primers with particular

characteristics in order to be effective. The high similarity between the DNA

sequences of the two exons by which hZIP14 A and B differ (protein-coding

exons 3b and 3a, respectively) (figure 3.5) greatly restricts the ability of primers

to distinguish between these two isoforms, and it was not possible to design

primer pairs suitable for RT-qPCR for all isoforms. However, the primary concern

was identifying levels of endogenous hZIP14 expression that could interfere with

characterisation of the mutants. Only HepG2 hZIP14 cDNA was detected at

levels similar to that of the transiently transfected controls. On the basis of
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Figure 3.4: Reverse-transcriptase PCR for endogenous ZIP14 expression. RNA was

extracted from cells, the mRNA used to synthesize cDNA, and regions specific to GAPDH and

hZIP14 isoforms were amplified by PCR. ND refers to a no-cDNA negative control; Mock refers

to mock-tranfected HEK293 cells. Agarose gel electrophoresis of PCR products are shown,

exposure was adjusted for detection of faint bands. The table indicates presence or absence of

bands, small ticks indicate faint bands detected by ImageJ analysis [184] of the images or high

exposure of the gel.

these results, the HeLa cell line was selected for the further study of hZIP14. As

hZIP14 A is more widely expressed in humans than hZIP14 B [19], and there is

no experimental evidence of hZIP14 C expression, the majority of the following

research was conducted on hZIP14 A.
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Figure 3.5: Alignment of hZIP14 protein-coding exons 3a and 3b. hZIP14 protein-coding

exons 3b and 3a contribute to hZIP14 A and B, respectively. The nucleotides highlighted in blue

mark differences between the two exons; the underlined sequences show the positions of the

primers used to distinguish between them.

3.2.2 Creation of Plasmids Encoding Wild-Type and

Disease-Causing Mutations of hZIP14-HA

pIRESneo2 plasmids encoding wild-type hZIP14-HA, isoforms A, B and C,

were supplied by Dr Bowers, as well as the F98V and N469K mutations in

the hZIP14 A isoform. Site-directed mutagenesis was used to introduce the

F98V and N469K mutations into the hZIP14 B isoform, and the S104I, R128W,

G383R and L441R mutations into both A and B isoforms. Plasmids were

sequenced to confirm the desired mutations, and to discard plasmids with

unwanted mutations.

3.2.3 hZIP14 and Disease-Causing Mutants Can Be

Expressed in HeLa Cells

As point mutations have the potential to disrupt folding to the extent that mutants

are rapidly targeted for degradation, SDS-PAGE analysis was used to check

for successful expression of the hZIP14 mutants [209, 210]. HeLa cells were

transiently transfected with plasmids encoding hZIP14 A with a 3’ hemagglutinin
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tag (hZIP14 A-HA), wild-type and the disease-causing mutants. Protein was

extracted, subjected to SDS-PAGE and analysed by western blot (figures 3.6

and 3.7).

Figure 3.6: N-terminal disease-causing hZIP14 A-HA mutants were expressed in HeLa

cells. HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA variants, or

mock-transfected. Transfected cells were lysed after 48 hours and the lysates (25 µg of protein)

were analysed by SDS-PAGE (8% polyacrylamide) and western blotting, for hZIP14 A-HA (top

two panels) and calreticulin (bottom panel). Arrows indicate the positions of higher molecular

mass bands seen.

During optimization, the heat denaturation step typically used in western blotting

procedures (95 °C for 5 minutes) was removed, as it led to most of the

hZIP14 A-HA protein appearing in high molecular mass aggregates, as has

been described for some membrane proteins [211, 212]. Instead, lysates were

thawed on ice, and samples in loading buffer were allowed to reach room

temperature before loading onto the acrylamide gel, preventing the formation

of aggregates.

After the removal of the 30-nucleotide signal sequence, the expected size of
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Figure 3.7: C-terminal disease-causing hZIP14 A-HA mutants were expressed in HeLa

cells. HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA variants, or

mock-transfected. Transfected cells were lysed after 48 hours and the lysates (25 µg of protein)

were analysed by SDS-PAGE (8% polyacrylamide) and western blotting, for hZIP14 A-HA (top

two panels) and calreticulin (bottom panel). Arrows indicate the positions of higher molecular

mass bands seen.

hZIP14-HA is approximately 52 kDa; glycosylation of the N-terminus should

also result in spreading of this band into higher molecular masses. Figure 3.6

shows the western blot of the N-terminal disease-causing mutants.

Multiple bands of around 55 kDa could be observed for each mutant, likely

reflecting hZIP14 A-HA in different stages of glycosylation, though the apparent

size ranges of the bands differed. The S104I bands had the lowest range of

molecular masses, probably due to the disruption of the N-linked glycosylation

site, NFS (102-104) , causing a decrease in size with the loss of glycosylation
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at N102 [55]. The size-ranges of the ∼55 kDa bands for the mutants all differed

from that of the wild-type. ‘Gel-shifts’ caused by amino acid substitutions in

transmembrane proteins have been documented [213, 214], and are not easily

interpreted.

Two higher molecular mass bands were typically observed for wild-type

hZIP14 A-HA, at ∼130 and ∼180 kDa (figure 3.6), which could represent

hZIP14 which is not fully denatured, possibly in oligomeric forms or interacting

with other proteins. The upper of these two bands was not seen for the

N-terminal mutants, while the lower was fainter or absent. Western blotting

confirmed that the N-terminal disease-causing mutants of hZIP14 A-HA could

be expressed in HeLa cells.

Figure 3.7 shows the western blot of the C-terminal disease-causing mutants.

Bands were observed for all mutants at approximately 55 kDa, and the higher

molecular mass bands at ∼130 and 180 kDa could also typically be seen,

though they did slightly differ from those seen in the wild-type hZIP14 A-HA

protein (figure 3.7). The upper band was fainter in the mutants (excepting

G383R) and an additional band appears just below the ∼130 kDa band, for

each of the C-terminal mutants.

3.2.4 hZIP14 A-HA Disease-Causing Mutations Impact Iron

Uptake Function

3.2.4.1 Creation of Stable Monoclonal Cell Lines Expressing Wild-type

hZIP14 A-HA and Disease-causing Mutants

In order to measure the iron uptake abilities of hZIP14 disease-causing

mutants, stable monoclonal cell lines expressing hZIP14 A-HA were developed
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as described in section 2.1.2.1, for wild-type hZIP14 A-HA, and the R128W,

P379L, G383R and N469K mutants.

Regarding the N-terminus of hZIP14, little was known about its potential

function, and all documented N-terminal mutations were associated with

manganism. The N-terminal mutant most similar to wild-type by western

blotting, R128W, was chosen as an example of the group (figure 3.6).

Regarding the C-terminal hZIP14 mutations, symptoms varied - although most

had been linked to manganism, P379L had also been associated with iron

deficiency anaemia [71], while L441R caused hyperostosis cranialis interna

[95], and some were predicted to be in the metal translocation pore [13]. Each

C-terminal mutant was of interest, though attempts to stably transfect HeLa cells

with L441R failed, as the protein seemed to be toxic.

Total hZIP14 A-HA expression, as assessed by flow cytometry, found

expression of the wild-type hZIP14 A-HA protein to be at slightly higher levels

than that of the mutants, but all cell lines expressed their hZIP14 A-HA variant

well enough to be clearly distinguished from the background fluorescence of the

negative control (HeLa) (figure 3.8).

107



Chapter 3

Figure 3.8: Expression of hZIP14 A-HA by monoclonal stable cell lines. HeLa cells were

transfected with pIRESneo2 plasmids encoding hZIP14 A-HA variants, or mock transfected.

Cells were treated with G418 to select for cells that had incorporated neomycin resistance,

and monoclonal cell lines were cultivated from the survivors. Samples from cell lines were

permeabilised, fixed, and then stained for the HA tag for analysis by flow cytometry. For HeLa

and WT, n=5; for mutants, n=3. Error bars represent the standard deviation; different letters

represent means that are significantly different from each other (one-way ANOVA with Tukey-

Kramer post-hoc analysis, P < 0.05).

3.2.4.2 Iron Uptake by HeLa Cells Expressing hZIP14 A-HA or Mutants

To measure iron uptake, cells were incubated in a growth medium containing the

radioactive isotope, 55Fe, for a fixed amount of time. Cells were then washed

to remove excess medium containing 55Fe, and lysed in a fixed amount of lysis

buffer. This lysate was analysed for protein concentration and radioactivity.

HeLa cells likely express transporters capable of transporting iron, with their

own characteristics, such as optimum pH and Km values. Over-expression of

exogenous hZIP14 should alter the characteristics of iron uptake by the stably

transfected HeLa cells to more closely match the characteristics of hZIP14

function. Optimisation of this experiment involved identifying the conditions that

108



Chapter 3

best captured the differences in iron uptake between the HeLa and hZIP14 A-

HA-expressing cell lines.

Figure 3.9 shows the effect of varying concentrations of cold iron (FeSO4) on

uptake of 55Fe. For both cell lines, as the concentration of FeSO4 increased,

there was an initial increase in 55Fe uptake, followed by a gradual decrease. The

FeSO4 concentration at which peak 55Fe uptake occurred differed between the

two cell lines, most likely due to the differing properties of the iron transporters in

the two cell lines. The higher rate of 55Fe uptake in the hZIP14 A-HA-expressing

cell line reflects the increased number of iron transporters present in that cell

line. The gradual decrease in 55Fe uptake at higher FeSO4 concentrations is

caused by dilution of the 55Fe with cold iron. Based on these results, 10 µM

was selected as the optimal FeSO4 concentration for measuring hZIP14 A-HA-

mediated iron uptake.

The ability of the cell lines expressing disease-causing hZIP14 A-HA mutants

to transport iron was decreased relative to the wild-type protein (figure 3.10),

though the decrease did not reach statistical significance for the N469K mutant.

The R128W and G383R mutants appeared to be non-functional. The P379L

cell line had very little iron-uptake ability; though not statistically significant, the

P379L iron uptake was always slightly higher than that of the HeLa cells and the

R128W and G383R cell lines. The cell line expressing the N469K mutant was

able to take up iron, albeit slightly less than the wild-type hZIP14 A-HA cell line.

With the exception of N469K, the differences in iron uptake were not mirrored

by differences in expression of the hZIP14 A-HA variants (figure 3.8); P379L

was expressed at ∼60% of the level of wild-type hZIP14 A-HA, but average iron

uptake by that cell line was ∼25% of that of the wild-type hZIP14 A-HA cell line.
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Figure 3.9: Optimum concentration of FeSO4 for measuring 55Fe uptake. HeLa and a HeLa

cell line expressing wild-type (WT) hZIP14 A-HA were incubated in varying concentrations of

FeSO4 labelled with a fixed amount of 55Fe. 55Fe uptake was measured by liquid scintillation

counting, and protein concentration by BCA assay. Data points represent the average of

triplicates, the error bars represent the standard deviation. The optimum FeSO4 concentration

chosen for the iron uptake assay was 10 µM FeSO4.
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Figure 3.10: Disease-causing mutations decrease ability to transport iron. HeLa and

HeLa cell lines expressing hZIP14-HA, wild-type and mutants, were incubated in 10 µM FeSO4

labelled with 55Fe. 55Fe uptake was measured by liquid scintillation counting, and protein

concentration by BCA assay. Data points represent averages of triplicates, coloured points

represent three separate experiments.Error bars represent the standard deviation; different

letters represent means that are significantly different from each other (one-way ANOVA with

Tukey-Kramer post-hoc analysis, P < 0.05).
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Differences in Iron Uptake Were Not Caused By Differences in Surface

Levels of Mutants

Alterations in uptake of iron by the disease-causing mutations could be caused

by impairments in iron uptake function, or impairments in trafficking of the

mutants to the cell surface.

In order to determine whether decreased uptake of iron by the hZIP14 A-

HA mutants was caused by decreased amounts of protein on the plasma

membrane, cell surface levels of the hZIP14 A-HA variants were measured by

flow cytometry. Relative iron uptake and relative surface levels of hZIP14 A-HA

variants (relative to the HeLa and wild-type hZIP14 A-HA-cell lines) are shown

in figure 3.11.

Figure 3.11: Relative iron uptake compared to relative surface levels of hZIP14 A-HA

disease-causing mutants. HeLa cells and monoclonal stable cell lines were stained for the

HA tag and analysed by flow cytometry. Average uptake of 55Fe and surface levels of hZIP14 A-

HA variants were normalized relative to HeLa at 0 and WT at 1, for each experiment.

Surface levels of all mutants were at approximately 10-20% of the wild-type

hZIP14 A-HA, but iron uptake varied greatly between mutants. The R128W and

G383R mutants failed to take up iron despite their presence at the surface of
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the cell. The P379L mutant took up more iron than the G383R mutant, despite

similar levels of cell surface expression. Relative to the wild-type hZIP14 A-HA

cell line, the decreased iron uptake by P379L could be a result of lower amounts

of protein at the cell surface. Surprisingly, the N469K mutant took up more iron

than would be expected from the relatively low amounts detected at the cell

surface. Comparing the relative iron uptake function to the cell surface levels

of the mutants suggests that the R128W and G383R mutations render hZIP14

non-functional, while the N469K mutation enhances the iron-uptake function of

hZIP14. The P379L mutation may not have any effect on iron-uptake function,

for the proportion of the protein that has reached the plasma membrane.

A comparison of total levels of expression to surface levels shows that relative

surface levels are also greatly decreased compared to wild-type (figure 3.12).

This effect is most pronounced for R128W and N469K, whose cell lines have

the highest expression of their respective mutants, and the lowest levels of the

mutants at the surface.

Taken together, it is clear that the disease-causing mutations tested affect

hZIP14 A-HA in different ways. Effects on iron uptake, both positive and

negative, were observed, while trafficking to the surface was negatively affected

for all mutations tested.
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Figure 3.12: Comparison of relative total and surface levels of hZIP14 A-HA disease-

causing mutants. Surface and total levels of hZIP14 A-HA variants were determined by

staining for the HA tag in non-permeabilised and permeabilised cells, respectively. Expression

levels were normalized relative to HeLa at 0 and WT at 1, for each experiment.

3.2.5 Cellular Localisation of hZIP14-HA is Affected by

Disease-Causing Mutations

Measurements of protein expression and surface levels of the hZIP14 A-HA

disease-causing mutants in stable cell lines illustrated alteration in trafficking for

each of the mutants tested (figure 3.12). This raised the question of how the

cellular location of hZIP14-HA was affected by the disease-causing mutations.

Immunofluorescence microscopy was used to study the effects of all the

disease-causing mutations on the cellular localisation of hZIP14-HA. Transiently

transfected HeLa cells were permeabilised and stained for hZIP14-HA. Wild-

type hZIP14 A-HA could be seen at the surface of the cell and in intracellular

puncta distributed throughout the cytoplasm (figure 3.13). N-terminal mutations

had a dramatic effect on the distribution of hZIP14 A-HA. The N-terminal
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mutants did not appear to be at the cell surface, the intracellular pattern of

distribution also differed from that of the wild-type, resembling staining of the

endoplasmic reticulum (ER), with a bright ring surrounding the cell nucleus.

Figure 3.13: N-terminal hZIP14 A-HA disease-causing mutations alter cellular

distribution. HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA

variants, or mock-transfected. Transfected cells were seeded onto coverslips and stained with

mouse anti-HA antibody, followed by anti-mouse Alexa Fluor 488. Coverslips were viewed by

immunofluorescence microscopy.

The C-terminal disease-causing mutants P379L and G383R more closely
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resembled the wild-type distribution (figure 3.14). They could also be seen at

the plasma membrane and in bright intracellular puncta. N469K hZIP14 A-HA

typically behaved like the wild-type protein, though there was some variation,

further discussed in section 3.2.5.2, while the L441R mutant greatly differed

from wild-type hZIP14 A-HA; it was not observed at the plasma membrane, and

was distributed throughout the cytoplasm, with a bright ring around the nucleus.

These results illustrate that the disease-causing mutations differ in their impacts

on cellular distribution of hZIP14 A-HA. Intracellular locations and cell surface

levels are both affected by N-terminal disease-causing mutations, as well as the

L441R mutation, and to some extent, the N469K mutation, while the P379L and

G383R mutants did not appear to impact cellular distribution of hZIP14 A-HA.
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Figure 3.14: Most C-terminal disease-causing mutations do not affect cellular distribution.

HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA variants, or

mock-transfected. Transfected cells were seeded onto coverslips and stained with mouse

anti-HA antibody, followed by anti-mouse Alexa Fluor 488. Coverslips were viewed by

immunofluorescence microscopy.

3.2.5.1 Further Study of Cellular Distribution of hZIP14-HA Variants

In order to understand the impacts of the disease-causing mutations on

hZIP14 A-HA intracellular localisation in more detail, several approaches were
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tested: co-transfection and co-localisation with wild-type hZIP14 A-GFP, and

co-localisation with an ER marker protein. The disease-causing mutations in

hZIP14 B-HA were also tested to see if there was any difference in effects

between isoforms. Wild-type hZIP14 C-HA was also included, of interest

because it has an alternative transmembrane helix 8, which is where the N469K

mutation is predicted to be located [13].

Co-transfection with hZIP14 A-GFP

HeLa cells were co-transfected with a plasmid encoding wild-type hZIP14 A-

GFP, and a plasmid encoding an hZIP14 A-HA variant. Figure 3.15 A shows

images of cells transfected with both, neither, or one type of plasmid. These

results show that the signal from hZIP14 A-GFP was not detectable in the

channel used to detect fluorescently labelled hZIP14 A-HA (stained with Alexa

Fluor 546 antibody) and vice versa.

Co-transfection of HeLa cells with hZIP14 A-GFP and variants of hZIP14 A-HA

was used to determine whether disease-causing mutants co-localised with the

wild-type protein. This approach was tested on the C-terminal disease-causing

mutants, as their intracellular distributions have been reported as being identical

to that of wild-type hZIP14, including the N469K and L441R mutants [19, 95].

Co-localisation with a tagged wild-type hZIP14 could confirm whether or not

wild-type and mutant hZIP14 traffic to identical intracellular locations.

Figure 3.15 B shows that hZIP14 A-GFP and wild-type hZIP14 A-HA had the

same distribution pattern, both being observed at the plasma membrane, and

occurring at the same intracellular locations. Likewise, the P379L and G383R

hZIP14 A-HA mutants co-localised with hZIP14 HA-GFP, confirming a wild-type

like distribution. The L441R mutant did not co-localise with hZIP14 A-GFP, and

the N469K mutant partially co-localised with hZIP14 A-GFP. In the example
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Figure 3.15: Cellular distribution of hZIP14 A-HA variants and wild-type hZIP14 A-GFP. A:

HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA, hZIP14 A-GFP,

both, or mock-transfected. Transfectants were stained with mouse anti-HA antibody, then anti-

mouse Alexa Fluor 546. B: HeLa cells were transiently transfected with plasmids encoding

hZIP14 A-HA variants and hZIP14 A-GFP. Transfectants were stained with mouse anti-HA

antibody, then anti-mouse Alexa Fluor 546. Coverslips were viewed by immunofluorescence

microscopy. Thin red arrows identify intracellular puncta seen in both channels; hollow red

arrows identify protein at the plasma membrane seen in both channels.

pictured, intracellular N469K co-localised with hZIP14 A-GFP, but could not be

seen at the plasma membrane. The variability of N469K appearance will be
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discussed further in section 3.2.5.2.

One problem with this approach was in identifying cells that expressed both GFP

and HA-tagged proteins at levels that could be clearly imaged. Cells typically

expressed high levels of one plasmid or the other, rarely both. A second problem

was the potential for hZIP14 A-GFP to alter the behaviour of the HA-tagged

proteins. It is currently unknown why most of the mutants require homozygosity

in order for symptoms to be experienced. While it is possible that the activity of

one copy of hZIP14 is sufficient to avoid negative effects, another possibility is

that wild-type hZIP14 alters the behaviour of mutant hZIP14, perhaps restoring

its function. For these reasons, this approach was not pursued further.

Co-localisation with Calreticulin

Calreticulin is a protein that localises to the ER [215], and as such, acts as

a marker for this location. A selection of the disease-causing mutants were

transiently transfected into HeLa cells, which were stained for both hZIP14-HA

and calreticulin, and then viewed by immunofluorescence microscopy (figures

3.16 and 3.17).

This approach was tested on one N-terminal mutant (F98V), one C-terminal

mutant whose location appeared identical to wild-type (G383R) and N469K, a

C-terminal mutant whose intracellular location seemed to differ from that of wild-

type hZIP14-HA. An additional point of interest is that these three mutations

have been previously reported to have an identical intracellular distribution to

wild-type hZIP14-HA [19]. Mutants were examined in both isoforms A and B, to

look for any differences in effect, and wild-type hZIP14 C-HA was also studied,

to compare it to wild-type A and B isoforms.

Neither the A nor B isoforms of wild-type hZIP14-HA co-localised with
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Figure 3.16: hZIP14 A-HA F98V co-localises with calreticulin. HeLa cells were transiently

transfected with plasmids encoding hZIP14 A-HA variants, or mock-transfected. Transfectants

were seeded onto coverslips and stained with mouse anti-HA and rabbit anti-calreticulin

antibody, followed by anti-mouse Alexa Fluor 488 and anti-rabbit Alexa Fluor 546. Coverslips

were viewed by immunofluorescence microscopy.

calreticulin (figures 3.16 and 3.17), while the C isoform strongly co-localised

with calreticulin (figure 3.17). The F98V mutants also showed strong co-

localisation with calreticulin (see figure 3.18 for a close-up comparison), and
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Figure 3.17: hZIP14 B-HA F98V and hZIP14 C-HA co-localise with calreticulin. HeLa cells

were transiently transfected with plasmids encoding hZIP14 A-HA variants, or mock-transfected.

Transfectants were seeded onto coverslips and stained with mouse anti-HA and rabbit anti-

calreticulin antibody, followed by anti-mouse Alexa Fluor 488 and anti-rabbit Alexa Fluor 546.

Coverslips were viewed by immunofluorescence microscopy.

the G383R mutants, like wild-type hZIP14-HA A and B, did not co-localise

with calreticulin. The N469K mutants varied; in some cells, N469K behaved

like wild-type hZIP14-HA, in others, it co-localised with calreticulin, to varying
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degrees. This variability will be discussed further in section 3.2.5.2. There was

no discernible difference in behaviour between the A and B isoforms of hZIP14-

HA, for the disease-causing mutants or the wild-type protein.

Figure 3.18: Close-up comparison of calreticulin distribution with wild-type hZIP14 A-HA

and the F98V mutant. HeLa cells were transiently transfected with plasmids encoding wild-type

hZIP14 A-HA and the F98V mutant. Transfectants were seeded onto coverslips and stained with

mouse anti-HA and rabbit anti-calreticulin antibody, followed by anti-mouse Alexa Fluor 488 and

anti-rabbit Alexa Fluor 546. Coverslips were viewed by immunofluorescence microscopy.

Confocal Microscopy

Co-localisation with calreticulin by standard immunofluorescence microscopy

showed potential for clarifying one key difference between the wild-type hZIP14-

HA and some of the mutants. Confocal microscopy is the preferred method

for studying co-localisation, as the use of cross-sections (rather than imaging
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the cell in its entirety) decreases the likelihood of proteins appearing to co-

localise due to identical positions in the vertical plane. HeLa cells were

transiently transfected, co-stained for calreticulin and hZIP14-HA, and studied

using confocal microscopy. Images of separate channels and their composites

are shown in figures 3.19, 3.20 and 3.21.

The composite images were in agreement with the results from standard

immunofluorescence microscopy. Overlap between the F98V mutants and

calreticulin was very strong, likewise for hZIP14 C-HA and calreticulin. The

N469K hZIP14 A-HA example chosen did co-localise with calreticulin, while

the N469K hZIP14 B-HA example did not. The variation in behaviour of cells

transfected with N469K will be discussed further in section 3.2.5.2.

The example images shown in figures 3.19, 3.20 and 3.21 were used to quantify

the co-localisation observed by calculating the Pearson’s correlation coefficient

(figure 3.22). The 2D histograms in figure 3.22 are density plots showing the

correlation between the signals of each channel at each pixel of the image. A

positive gradient indicates a positive correlation, namely, that the two proteins

co-localise. A negative gradient indicates the opposite, that the two proteins

are found in different locations. The steepness of the gradient is not useful,

as a steep or shallow gradient relates to the relative brightness of the two

channels. The Pearson’s correlation coefficient indicates the strength of the

correlation; a value of 1 means that the brightness, at any given point, in one

channel perfectly predicts the brightness in the other channel, at that point,

meaning that the two proteins are perfectly co-localised. To distinguish between

chance overlap caused by high expression in one, or both, channels, it is

useful to rotate one of the images and re-calculate co-localisation between

the two channels. Quantification of the co-localisation captured in the example

images of figures 3.19, 3.20 and 3.21 resulted in large differences between the
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Figure 3.19: hZIP14 A-HA F98V co-localises with calreticulin. HeLa cells were transiently

transfected with plasmids encoding hZIP14 A-HA variants, or mock-transfected. Transfectants

were seeded onto coverslips and stained with mouse anti-HA and rabbit anti-calreticulin

antibody, followed by anti-mouse Alexa Fluor 488 and anti-rabbit Alexa Fluor 546. Cells were

viewed using confocal microscopy, and composite images produced following processing and

analysis with ImageJ [184]. (The mock-transfected sample (’Mock’) is pictured in figure 3.21.)

correlation coefficients of hZIP14-HA variants that did, or did not co-localise with

calreticulin. For proteins that were not observed to co-localise with calreticulin,

they typically had correlation coefficients that were very low, or even negative.
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Figure 3.20: hZIP14 B-HA F98V co-localises with calreticulin. HeLa cells were transiently

transfected with plasmids encoding hZIP14 A-HA variants, or mock-transfected. Transfectants

were seeded onto coverslips and stained with mouse anti-HA and rabbit anti-calreticulin

antibody, followed by anti-mouse Alexa Fluor 488 and anti-rabbit Alexa Fluor 546. Cells were

viewed using confocal microscopy, and composite images produced following processing and

analysis with ImageJ [184]. (The mock-transfected sample (’Mock’) is pictured in figure 3.21.)

The correlation coefficients of the F98V mutants and wild-type hZIP14 C-HA

were very high, ranging from ∼0.5 to 0.7. The correlation coefficients also

captured the difference in co-localisation observed between the examples of
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N469K hZIP14-HA A and B isoforms.

Figure 3.21: hZIP14 C-HA co-localises with calreticulin. HeLa cells were transiently

transfected with plasmid encoding wild-type hZIP14 C-HA, or mock-transfected. Transfectants

were seeded onto coverslips and stained with mouse anti-HA and rabbit anti-calreticulin

antibody, followed by anti-mouse Alexa Fluor 488 and anti-rabbit Alexa Fluor 546. Cells were

viewed using confocal microscopy, and composite images produced following processing and

analysis with ImageJ [184].
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Figure 3.22: Quantification of hZIP14-HA co-localisation with calreticulin. A: The hZIP14-

HA (magenta) and calreticulin (green) channels of the confocal microscopy images were

converted into a composite image. A region of interest - an area of overlap within the cell,

excluding the nucleus - was analyzed by the ImageJ Coloc2 plugin, providing a 2D histogram of

the pixel intensities, and the Pearson’s correlation coefficient [184]. The negative control was a

region of interest with one channel rotated through 90°. B: Pearson’s correlation coefficients for

the co-localisation of hZIP14-HA variants with calreticulin.
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3.2.5.2 Variability of Cellular Distribution in Some hZIP14-HA Mutants

Both within and between transfections, the N469K mutant cellular distribution

showed some variation. While it typically appeared similar to wild-type,

variations were common (figure 3.23). In some cells, the N469K mutant

behaved like the N-terminal mutants - failing to traffic to the plasma membrane

and displaying a reticular distribution. In other cells, the N469K mutant showed

a mix of wild-type and N-terminal mutant characteristics, for example, both

trafficking to the cell membrane (like wild-type) and showing increased amounts

of protein surrounding the nucleus (like N-terminal mutants). In addition,

the N-terminal mutants also displayed variation; images of the N-terminal

mutants occasionally showed distributions indistinguishable from that of wild-

type hZIP14-HA, including expression at the plasma membrane.

Fluorescence microscopy allowed imaging of individual cells, and showed

clear differences between wild-type hZIP14-HA and some of the mutants,

namely the N-terminal and L441R mutants. However, neither co-transfection

with hZIP14 A-GFP nor studying co-localisation with calreticulin, could fully

address the differences in surface levels of the hZIP14 A-HA variants observed

previously (figure 3.12), or the variability in the effects of some of the disease-

causing mutations (figure 3.23).

Fluorescence microscopy allowed a detailed look at the intracellular location

of wild-type hZIP14-HA, isoforms A, B and C, as well as the disease-

causing mutations, for both the A and B isoforms. These images revealed

no differences between the A and B isoforms of hZIP14-HA (wild-type, or

their respective mutants), while wild-type hZIP14 C-HA was retained on the

ER and did not traffic to the cell surface. Co-transfection with wild-type

hZIP14-GFP indicated that the P379L and G383R mutants localised to the
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Figure 3.23: The cellular distribution of the N469K mutant varies between that of wild-

type hZIP14 A-HA and the N-terminal mutants. HeLa cells were transiently transfected with

plasmids encoding wild-type, F98V and N469K hZIP14 A-HA. Transfectants were seeded onto

coverslips and stained with mouse anti-HA antibody, followed by anti-mouse Alexa Fluor 488.

Coverslips were viewed by immunofluorescence microscopy. Solid arrows indicate similarity

to wild-type hZIP14-HA localisation - large arrow: protein at the cell membrane, small arrow:

bright intracellular puncta. Hollow arrows indicate similarity to N-terminal mutant hZIP14-HA

localisation - large arrow: protein in the ER, small arrow: bright ring around the nucleus.

same compartments as wild-type hZIP14-HA, while L441R did not, and co-

localisation with calreticulin showed that the N-terminal mutants were retained

in the ER. These experiments also exposed a surprising variability in the

behaviour of some of the mutants, most notably, N469K. The fluorescence

microscopy methods employed successfully revealed effects of the disease-

causing mutations that were not apparent from the previous experiments on

stable monoclonal cell lines.
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3.2.6 Surface Levels of hZIP14-HA in Transiently

Transfected Cells

In section 3.2.4.2, it was shown that in the stably-transfected monoclonal cell

lines, the R128W, P379L, G383R and N469K hZIP14 A-HA disease-causing

mutants were present at the cell surface, and that their cell surface levels

were low relative to total expression, when compared to wild-type hZIP14 A-

HA (figure 3.12). The immunofluorescence microscopy results of transiently-

transfected cells did not fully agree with these observations, as R128W was

typically not seen at the cell surface, while both P379L and G383R appeared to

traffic effectively to the plasma membrane (figures 3.13 and 3.14). It is unclear

why mutants that appeared to be so similar by flow cytometry, might seem so

different under the microscope. One potential difference was the wider range

of expression levels that occur in transiently transfected cells, in comparison to

monoclonal cell lines.

In order to view cell surface expression in transiently transfected cells, non-

permeabilising immunofluorescence microscopy was initially used. To confirm

that the non-permeabilising conditions were effective at preventing staining of

intracellular antigens, HeLa cells were stained for calreticulin (a marker for the

ER, calreticulin is not found on the cell surface), in permeabilising and non-

permeabilising conditions (figure 3.24 A). In non-permeabilising conditions, cells

were stained on ice, in order to prevent uptake of bound antibodies, and were

stained prior to fixation, in order to prevent inadvertent permeabilisation of the

plasma membrane. The lack of signal in the non-permeabilising conditions

shows that antigens inside the cell were not detected in these conditions.

HeLa cells were then transiently transfected with wild-type, F98V and N469K

hZIP14-HA, both A and B isoforms, and stained for hZIP14-HA in non-
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Figure 3.24: hZIP14-HA disease-causing mutants are present at the plasma membrane.

A: Mock-transfected HeLa cells were stained with rabbit anti-calreticulin antibody followed by

anti-rabbit Alexa Fluor 488. Cells were stained in permeabilising (Perm) or non-permeabilising

(Non-perm) conditions. B: HeLa cells were transiently transfected with plasmids encoding

hZIP14-HA variants or mock-transfected, and stained in non-permeabilising conditions, first

with mouse anti-HA antibody, then anti-mouse Alexa Fluor 488. Coverslips were viewed by

immunofluorescence microscopy.

permeabilising conditions. These mutants were chosen, as they had both

exhibited variability in trafficking to the cell surface, and yet were reported to

localise to the plasma membrane as effectively as wild-type hZIP14 A-HA [19].

Following staining for the HA tag in non-permeabilising conditions in order to
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detect hZIP14 HA variants at the cell surface, positively staining cells were

identified for the each of the transfections, both A and B isoforms, and none

for the negative control, mock-transfected cells (figure 3.24). Cells expressing

wild-type hZIP14-HA gave the strongest signals, followed by N469K, and cell

surface F98V was also detected, but at very low levels. In addition to these

differences, the numbers of positively staining cells varied greatly between

hZIP14-HA variants; in the wild-type hZIP14-HA transfections, the proportion of

positively staining cells was greater than in the N469K transfections, which was

again greater than in the F98V transfections. Transfection efficiency typically

varied between experiments, but the difference was rarely so pronounced, to

the extent that very few cells expressing F98V at the surface could be identified.

A possible explanation for the apparent decrease in transfection efficiency of

the hZIP14-HA mutants, is that there were cells that had been successfully

transfected, but were nonetheless not detectable due to the absence of the

hZIP14-HA protein at the cell surface.

3.2.6.1 Differentiating Between Internal and Surface hZIP14-HA

The variability displayed by mutant hZIP14-HA under immunofluorescence

microscopy appeared to be related to the level of expression. The total and

surface levels of hZIP14 A-HA had been measured by flow cytometry in stably

expressing cell lines, but being monoclonal, the range in total expression levels

was limited. Those experiments compared between mutants, but shed no light

on the impact of expression on cell surface levels for each mutant. Using

immunofluorescence microscopy on transiently transfected cells, which show a

wider range of expression levels, both surface and total hZIP14-HA have been

imaged, but never simultaneously on individual cells.
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Figure 3.25 shows two alternative protocols designed to achieve this aim. In

figure 3.25 A, the cells are incubated with anti-HA antibodies from two different

species, before and after fixation and permeabilisation, then simultaneously

incubated with two different secondary antibodies - one for each species, and

each labelled with a different fluorophore. This protocol requires the secondary

antibodies to distinguish between the two primary antibodies, each binding their

own target.

In order to identify any relationship between expression and surface levels of

hZIP14-HA, and to determine whether the strength of these relationships differs

between hZIP14-HA variants, it was necessary to stain surface and intracellular

hZIP14-HA with different fluorophores. This could be achieved by staining

cells with different antibodies before and after permeabilisation. Transiently

transfected cells were used in order to study these relationships over a wide

range of expression levels.

In figure 3.25 B, the cells are stained with one set of primary and

secondary antibodies in non-permeabilising conditions, the cells are fixed and

permeabilised, and then stained with a second set of primary and secondary

antibodies. Both of these protocols were tested to ensure that secondary

antibodies were not binding to the incorrect primary antibody. The results in

figure 3.26 illustrate how the protocol depicted in figure 3.25 A failed. When the

anti-rat secondary antibody was incubated with cells that had only been stained

with mouse anti-HA in the non-permeabilising stage, it could not be detected

under the microscope, showing that the anti-rat secondary antibody did not

bind non-specifically to mouse anti-HA. On the other hand, when anti-mouse

secondary antibody was incubated with cells that had only been stained with rat

anti-HA, it did bind to the incorrect antibody and could be detected above the

background levels of the negative control (mock-transfected cells).
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Figure 3.25: Alternative staining protocols for distinguishing between surface and

intracellular protein. A: Cells are stained with mouse anti-HA antibody in non-permeabilising

conditions, allowing access to surface antigen only, then fixed and permeabilised. Cells are then

stained with rat anti-HA antibody in permeabilising conditions, providing access to intracellular

antigen. Cells are finally incubated with both anti-mouse (Alexa Fluor 488) and anti-rat (Alexa

Fluor 546) antibody, in permeabilising conditions. B: Cells are stained with mouse anti-HA

antibody, followed by anti-mouse (Alexa Fluor 546) antibody in non-permeabilising conditions,

allowing access to surface antigen only, then fixed and permeabilised. Cells are then stained

with rat anti-HA antibody, followed by anti-rat (Alexa Fluor 488) antibody, in permeabilising

conditions.
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Figure 3.26: Non-specific binding of anti-mouse antibody to rat anti-HA antibody. HeLa

cells were transiently transfected with wild-type hZIP14 A-HA variants, or mock-transfected.

Transfectants were seeded onto coverslips and stained with mouse anti-HA antibody in non-

permeabilising (NP) conditions, then fixed and permeabilised. Cells were then stained with

rat anti-HA antibody, then anti-mouse Alexa Fluor 488 and anti-rat Alexa Fluor 546, all in

permeabilising (P) conditions, as described in figure 3.25 A. Primary or secondary antibodies

were excluded for controls, as indicated. Coverslips were viewed by immunofluorescence

microscopy.

The protocol illustrated in figure 3.25 B prevents non-specific binding of the

anti-mouse secondary antibody to rat anti-HA, as it is used prior to fixation

and permeabilisation, and is therefore never exposed to rat anti-HA. With

this protocol, the fluorescence of anti-mouse secondary antibody reflects the

presence of hZIP14-HA at the plasma membrane, not hZIP14-HA within the

cell.
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Internal and Surface Levels of hZIP14-HA Mutants by Immunofluores-

cence Microscopy

HeLa cells were transiently transfected with hZIP14-HA variants and

differentially stained for surface and internal hZIP14-HA, allowing the

identification of cells that expressed hZIP14-HA without expressing it at the cell

surface. Figures 3.27 and 3.28 show typical examples of the cells observed.

Cells expressing wild-type hZIP14 A-HA or B always showed strong expression

of the protein at the cell surface, while wild-type hZIP14 C-HA was never seen

on the cell surface. G383R behaved like wild-type hZIP14-HA, and was always

present at the cell membrane. Cells expressing F98V hZIP14 A-HA or B

typically did not have detectable amounts of protein at the cell surface, though

there were exceptions, and the N469K mutants showed a great deal of variation.

Figure 3.29 shows an example of a cell expressing N469K hZIP14 B-HA with

none detectable at the cell surface, and cells expressing F98V hZIP14 A-HA,

with some of those cells expressing the protein at the cell surface.

Observation by eye suggested that for the hZIP14-HA variants whose

expression at the membrane varied, the strength of expression could be

affecting cell surface levels. Transient transfections lead to a wide range of

expression levels within each transfected sample, but for wild-type and G383R

hZIP14-HA, surface protein could be detected even with weak expression, while

moderately high levels of expression appeared necessary in order for N469K to

reach the surface, and F98V was only detected at the surface of cells with very

high expression levels.
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Figure 3.27: The hZIP14 A-HA F98V mutant has decreased expression at the plasma

membrane. HeLa cells were transiently transfected with hZIP14 A-HA variants, or mock-

transfected. Transfectants were seeded onto coverslips and stained with mouse anti-HA

antibody, then anti-mouse Alexa Fluor 546, in non-permeabilising conditions, then fixed and

permeabilised. Cells were then stained with rat anti-HA antibody, then anti-rat Alexa Fluor

488, in permeabilising conditions, as described in figure 3.25 B. Coverslips were viewed by

immunofluorescence microscopy.
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Figure 3.28: The hZIP14 B-HA F98V mutant and wild-type hZIP14 C-HA have decreased

expression at the plasma membrane. HeLa cells were transiently transfected with hZIP14 B-

HA variants, wild-type hZIP14 C-HA, or mock-transfected. Transfectants were seeded onto

coverslips and stained with mouse anti-HA antibody, then anti-mouse Alexa Fluor 546, in non-

permeabilising conditions, then fixed and permeabilised. Cells were then stained with rat anti-

HA antibody, then anti-rat Alexa Fluor 488, in permeabilising conditions, as described in figure

3.25 B. Coverslips were viewed by immunofluorescence microscopy.
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Figure 3.29: Expression of hZIP14-HA F98V and N469K at the plasma membrane

varies. HeLa cells were transiently transfected with plasmids encoding hZIP14-HA variants.

Transfectants were seeded onto coverslips and stained with mouse anti-HA antibody, then anti-

mouse Alexa Fluor 546, in non-permeabilising conditions, then fixed and permeabilised. Cells

were then stained with rat anti-HA antibody, then anti-rat Alexa Fluor 488, in permeabilising

conditions. Coverslips were viewed by immunofluorescence microscopy.

3.2.7 Comparing Expression and Surface Levels By Flow

Cytometry

Immunofluorescence microscopy, with differential staining of interior and

surface hZIP14-HA, suggested that for some of the disease-causing mutants,

expression impacted levels at the cell surface. In order to determine whether

the relationship between the expression of hZIP14-HA and the amount on

the surface differed between the wild-type protein and the mutants, a more

quantitative approach was required.

Like microscopy, flow cytometry can also discriminate between surface and

intracellular protein. However, flow cytometry is a more quantitative approach

for assessing protein levels than microscopy, and can be used to rapidly scan

thousands of cells. In order to better understand trafficking of hZIP14 A-HA

variants to the cell surface, the protocol depicted in figure 3.25 B was adapted

for flow cytometry, and used to look at transiently transfected cells.
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3.2.7.1 Compensation for Alexa Fluor 488 and Alexa Fluor 647

A quantitative study of the relationship between the internal and surface levels

of hZIP14-HA, requires that fluorescence spillover into the channels used

to detect the two fluorophores is compensated for. Figure 3.30 shows the

emission spectra of the Alexa Fluor 488 and 647 fluorophores, and the range

of wavelengths detected by channels FL-1 and FL-4. The emission peak of

Alexa Fluor 488 fits within the FL-1 channel, and the emission peak of Alexa

Fluor 647 fits within the FL-4 channel. The emission spectrum of Alexa Fluor

647 is unlikely to be detected within the FL-1 channel, though there is a slight

possibility that Alexa Fluor 488 could spillover into the FL-4 channel.

Figure 3.30: Emission spectra of the Alexa Fluor 488 and 647 fluorophores. The green

spectrum represents the emission spectrum of Alexa Fluor 488, the blue spectrum, Alexa Fluor

647. The grey boxes represent the ranges of wavelengths detected within the FL-1 and FL-4

channels of the BD AccuriTM C6 flow cytometer [187].

To test this, cells were stained for antigens using a range of antibody

concentrations, with secondary antibodies conjugated to either Alexa Fluor 488

or 647, and the median fluorescence intensity of each sample was recorded in

channels FL-1 and FL-4 (figure 3.31).
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Figure 3.31: Alexa Fluor 488 and 647 do not spill over into the FL-4 and FL-1 channels.

HeLa cells in suspension were stained with fluorescently-labelled antibodies and median

fluorescence intensity was measured in the FL-1 and FL-4 channels of a BD AccuriTM C6 flow

cytometer. A: Permeabilised HeLa cells were stained with a range of concentrations of rabbit

anti-calreticulin antibody, then anti-rabbit Alexa Fluor 488 antibody. B: Permeabilised hZIP14 A-

HA-expressing cells were stained with mouse anti-HA antibody, then a range of concentrations

of anti-mouse Alexa Fluor 647 antibody.

Figure 3.31 A shows the results obtained when HeLa cells were permeabilised

and stained for calreticulin using an Alexa Fluor 488 secondary antibody. As

the concentration of primary antibody used increased, the median fluorescence

intensity of the sample detected in the FL-1 channel increased, while the reading

in the FL-4 channel was unaffected. The line of best fit for the relationship

between the FL-1 and FL-4 readings had a gradient close to zero, showing that

there is effectively no spillover of Alexa Fluor 488 into the FL-4 channel.

Figure 3.31 B shows the results obtained when HeLa cells, stably expressing

hZIP14 A-HA, are stained for hZIP14 A-HA using an Alexa Fluor 647 secondary

antibody. In this case, the concentration of secondary antibody was varied,

altering the fluorescence intensity of samples in the FL-4 channel, while the
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reading in the FL-1 channel was unaffected. The line of best fit for the

relationship between the FL-4 and FL-1 readings also had a gradient close

to zero, showing that there was no spillover of Alexa Fluor 647 into the FL-

1 channel. Checking for fluorescence spillover was important, because in

order to distinguish between surface and interior antigens, the signals from the

fluorophores used to stain these antigens need to be distinct.

3.2.7.2 Permeabilising and Non-permeabilising Conditions Differentiate

Between Internal and Surface Proteins

Flow cytometry is a more sensitive method of detecting protein than

immunofluorescence microscopy, and as such, the flow cytometry protocol for

differentially staining interior and surface hZIP14-HA needs to be checked to

ensure that the non-permeabilising conditions do not permeabilise cells, and

conversely, that the permeabilising conditions do permeabilise cells.

To this end, HeLa cells were stained for calreticulin in permeabilising and

non-permeabilising conditions; permeabilised HeLa cells that had not been

incubated with the anti-calreticulin antibody were used as a negative control

(figure 3.32). HeLa cells stained for calreticulin in non-permeabilising conditions

had a much lower fluorescence intensity than cells stained in permeabilising

conditions, and an identical fluorescence intensity to the negative control.

These results confirm that the non-permeabilising conditions used did not allow

intracellular antigens to be detected, and that the permeabilising conditions

used did make intracellular antigens accessible to antibodies.
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Figure 3.32: Non-permeabilising conditions prevent staining of intracellular epitopes.

HeLa cells in suspension were incubated with or without (‘no anti-cal’) rabbit anti-calreticulin,

then anti-rabbit Alexa Fluor 488 antibody. Cell readings were taken in the FL-1 channel of a BD

AccuriTM C6 flow cytometer.

3.2.7.3 Secondary Antibodies Specifically Bind Their Target Antibodies

In order to be certain that the secondary antibodies to be used in the two

stages of staining are specific for their primary antibodies, HeLa and the stable

hZIP14 A-HA cell line were stained with or without the secondary antibodies in

the non-permeabilising and permeabilising stages (figure 3.33).

Regarding surface staining, the fluorescence intensity of HeLa cells was the

same whether the cells were fully stained (both secondary antibodies used in

their appropriate stages) or if the secondary antibody was missing in the non-

permeabilising stage (staining surface antigen). Results for HeLa cells in the

permeabilising stage (staining intracellular antigen) showed a slight increase

in fluorescence intensity when the secondary antibody for the permeabilising

stage was present. This indicates some non-specific binding of the secondary

antibody at this stage, which is likely caused by the fact that the cells are
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A B

C D

Figure 3.33: Secondary antibodies are specific for target primary antibodies. HeLa cells

(A, C) and HeLa cells stably expressing hZIP14 A-HA (B, D) in suspension were incubated with

mouse anti-HA, then with/without anti-mouse Alexa Fluor 647 antibody, in non-permeabilising

conditions. Cells were then fixed and permeabilised, then incubated with rat anti-HA, then

with/without anti-rat Alexa Fluor 488 antibody. Cell readings were taken in the FL-1 and FL-4

channels of a BD AccuriTM C6 flow cytometer. A, B: Detection of Alexa Fluor 647, representing

surface hZIP14 A-HA. C, D: Detection of Alexa Fluor 488, representing internal hZIP14 A-HA.

permeabilised so there is more opportunity for non-specific binding than when

antibody is only exposed to the surface of the cells.

For cells expressing hZIP14 A-HA, non-specific binding of the secondary

antibody would manifest as an increased fluorescence in the absence of the
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other secondary antibody, due to binding both primary antibodies, compared to

binding only the target. For surface staining, no increased fluorescence was

expected, as the secondary antibody used in the non-permeabilising stage is

never exposed to the incorrect primary antibody, and none was observed. For

staining of intracellular antigen, there was no increase in fluorescence intensity

when the secondary antibody for the surface-staining stage was absent, relative

to fully stained cells. This shows that in the permeabilising stage, the anti-rat

secondary antibody was only binding its target antibody, even though mouse

primary antibody was present at the surface, available for off-target binding.

Figure 3.34 shows density plots for fully stained HeLa and hZIP14 A-HA

expressing cells, with quadrants separating cells that are negative for surface

and internal hZIP14 A-HA (lower-left quadrant), from cells that are positive for

surface and internal hZIP14 A-HA (upper-right quadrant). The small number

of cells in the upper-left quadrant of the HeLa density plot reflect non-specific

binding of secondary antibody in the surface staining stage, most likely attached

during the fixation step. The small number of cells in the lower-left quadrant of

the ZIP14 A-HA density plot may represent cells that have lost expression of

hZIP14 A-HA.
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Figure 3.34: Density plots for positive and negative controls. HeLa cells and HeLa cells

stably expressing hZIP14 A-HA in suspension were incubated with mouse anti-HA, then anti-

mouse Alexa Fluor 647 antibody, in non-permeabilising conditions. Cells were then fixed and

permeabilised, then incubated with rat anti-HA, then anti-rat Alexa Fluor 488 antibody. Cell

readings were taken in the FL-1 and FL-4 channels of a BD AccuriTM C6 flow cytometer.

3.2.8 Disease-Causing Mutations Affect Trafficking to the

Cell Surface

HeLa cells were transiently transfected with hZIP14 A-HA variants and

differentially stained for surface and intracellular hZIP14 A-HA.

An important point to consider in interpretation of these density plots, is that the

x-axis is not an independent measure of expression (figure 3.35). A horizontal

gradient indicates that as expression levels increase, no additional protein is

being directed to the surface. A vertical gradient indicates that as expression

levels increase, all the additional protein is being directed to the surface. The

steepness of the gradient therefore reflects the proportion of additional protein

being targeted to the cell surface, as opposed to remaining inside the cell. Due

to the potential differences in affinity of the mouse and rat anti-HA antibodies,
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as well as the secondary antibodies, it is not possible to use these density plots

to calculate the total expression of hZIP14 A-HA by simply adding together the

fluorescence intensities of the separate channels. However, these density plots

do highlight quantitative differences in the relative proportions of protein that are

retained intracellularly, or situated on the plasma membrane, and thus, shed

light on which mutations alter trafficking to the cell surface.

Figure 3.35: Interpretation of density plots for differentially-stained samples. Density

plots of differentially-stained cells, where internal and surface proteins have been stained with

different fluorophores, compare the brightness of the cell’s internal fluorescence to that of its

surface fluorescence. a) A vertical gradient indicates that as the protein’s expression increases,

all additional protein is being directed to the cell’s surface, such that internal fluorescence is

unchanged. b) A shallow gradient indicates that as protein expression increases, a relatively

small proportion of the additional protein is being directed to the cell’s surface, and the increase

in expression is mostly detected by the increasing internal fluorescence. c) A steep gradient

indicates that as protein expression increases, a relatively large proportion of the additional

protein is being directed to the cell’s surface, and the increase in expression is mostly detected

by the increasing surface fluorescence. d) A horizontal gradient indicates that as the protein’s

expression increases, none of that additional protein is directed to the surface, instead remaining

inside the cell.

The fluorescence intensity of mock transfected cells, in the channel used to
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detect intracellular hZIP14 A-HA, was used to gate for transfected cells in the

other samples, and representative density plots (each hZIP14 A-HA variant was

tested a minimum of three times) for these cells are shown in figures 3.36 and

3.37.

Internal wild-type hZIP14 A-HA correlated with the amount of hZIP14 A-HA

protein detected at the surface with a near linear relationship, potentially

beginning to plateau at very high levels of expression (figure 3.36). At all levels

of expression, wild-type hZIP14 A-HA was detectable at the cell surface.

The relationship between internal and surface levels of the N-terminal disease-

causing mutants (F98V, S104I and R128W) resembled a sigmoidal curve (figure

3.36). At low expression, the median fluorescence intensities for surface

hZIP14 A-HA were lower than wild-type. As expression of these mutants

increased, the gradient of this relationship changed, such that further increases

in expression resulted in much greater increases in the amount of the protein

detected at the cell surface, slightly surpassing wild-type levels. To a lesser

extent than wild-type hZIP14 A-HA, at very high expression of the N-terminal

mutants, there appeared to be a slight tendency towards a plateau, where

the effect of increasing expression on surface levels was diminished. The N-

terminal mutants consistently displayed this sigmoidal relationship, with no clear

differences between any of the N-terminal mutations. These results suggest that

at most levels of expression, N-terminal mutants have less expression at the cell

surface than wild-type hZIP14 A-HA, and that at very high levels of expression,

these mutants can reach high levels at the cell surface, though the density plots

show that only a small proportion of cells displayed such high expression of the

N-terminal mutants.

The relationship between internal and surface P379L hZIP14 A-HA had a

similar gradient to that of wild-type hZIP14 A-HA at low to moderate levels of
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expression, though P379L surface levels were higher than wild-type hZIP14 A-

HA for a given amount of interior hZIP14 A-HA. In cells transfected with the

P379L mutant, there is a distinct population of cells where internal P379L

hZIP14 A-HA is very high, while surface levels are moderately high, represented

by a circular region towards the vertical centre of the density plot. This is

possibly due to down-regulation of P379L protein from the surface of the cell

to its interior, though as total protein levels are unknown, it is unclear whether

the expression of P379L in these cells is greater, or equivalent, to any other

transfectants on this plot. It is clear however, that for the P379L mutant, it is

possible to have high levels of protein at the cell surface, with two very different

levels of total expression.

Like P379L, the relationship between internal and surface levels of G383R was

similar to that of wild-type, with slightly higher amounts of protein at the surface

level, for a given amount of internal protein. The ball-like distribution described

for the P379L mutant was present for G383R, though to a much lesser degree,

potentially because much higher surface levels of G383R were reached before

internalisation of the protein occurred.

The density plot for L441R appeared to show a sigmoidal curve, though with a

distinct plateau occurring at moderate levels of internal L441R hZIP14 A-HA,

and very low levels of protein at the cell surface over all expression levels,

relative to wild-type hZIP14 A-HA. In addition, the density plot shows that

the majority of transfectants have no detectable L441R hZIP14 A-HA at the

cell surface; the distribution closely follows the line demarcating background

fluorescence.

The N469K hZIP14 A-HA density plot also showed that the majority of cells

were clustered at low expression levels, with no detectable N469K at the

surface. However, N469K hZIP14 A-HA was detectable at the surface across
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the range of interior expression levels, albeit at lower levels than wild-type, for

a given level of interior expression. A plot of the relationship between interior

and surface levels of N469K, using the median fluorescence intensities, would

result in a sigmoidal curve. However, it would be more accurate to say that

at low interior levels of N469K, the range of surface expressions observed

was high, becoming progressively narrower as expression increased. As the

range of surface levels observed relative to interior N469K decreased, it was the

higher surface levels that were favoured, so that the overall trend was that the

proportion of N469K at the surface increased, as expression increased, and a

tendency towards a plateau was observed at the very highest expression levels.
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Figure 3.36: Effect of N-terminal disease-causing mutations on cell surface levels of

hZIP14 A-HA relative to internal levels. HeLa cells were transiently transfected with plasmids

encoding hZIP14 A-HA variants, or mock-transfected. Transfectants in suspension were

incubated with mouse anti-HA, then anti-mouse Alexa Fluor 647 antibody, in non-permeabilising

conditions. Cells were then fixed and permeabilised, then incubated with rat anti-HA, then

anti-rat Alexa Fluor 488 antibody. Cell readings were taken in the FL-1 and FL-4 channels of

a BD AccuriTM C6 flow cytometer. Density plots show results for transfected cells, and are

representative of three independent experiments. The horizontal line demarcates background

surface fluorescence observed in mock-transfected cells; the solid black line represents wild-

type hZIP14 A-HA MFIs.

152



Chapter 3

Figure 3.37: Effect of C-terminal disease-causing mutations on cell surface levels of

hZIP14 A-HA relative to internal levels. HeLa cells were transiently transfected with plasmids

encoding hZIP14 A-HA variants, or mock-transfected. Transfectants in suspension were

incubated with mouse anti-HA, then anti-mouse Alexa Fluor 647 antibody, in non-permeabilising

conditions. Cells were then fixed and permeabilised, then incubated with rat anti-HA, then

anti-rat Alexa Fluor 488 antibody. Cell readings were taken in the FL1 and FL4 channels of

a BD AccuriTM C6 flow cytometer. Density plots show results for transfected cells, and are

representative of three independent experiments. The horizontal line demarcates background

surface fluorescence observed in mock-transfected cells; the solid black line represents wild-

type hZIP14 A-HA MFIs.
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3.3 Discussion

In this work, disease-causing mutations of hZIP14 were characterised in detail.

Despite the similarities in the symptoms caused by the majority of these

mutations, these results show that the disease-causing mutations have a range

of impacts on iron uptake function and cellular localisation.

Wild-type hZIP14-HA localised to the cell surface over a wide range of

concentrations, with bright intracellular puncta throughout the cytoplasm, and

transported iron into cells at ∼pH 7.5, consistent with previous literature findings

on ZIP14 [11, 13, 15, 35]. The N-terminal mutants (F98V, S104I and R128W)

were largely retained in the ER (figure 3.13). In transiently transfected cells,

the proportions of these mutant proteins localised to the cell surface was lower

than wild-type, at low levels of expression (figure 3.36). In stably-transfected

cells, the proportion of R128W protein localised at the cell surface was very low

compared to wild-type hZIP14, and the R128W protein at the cell surface did

not transport iron (figure 3.11).

The C-terminal disease-causing mutations (P379L, G383R, L441R and N469K)

affected hZIP14 in a range of ways. The P379L mutation showed effects on

cellular localisation - in transiently-transfected cells, cell surface levels were

higher than wild-type at lower levels of expression, and lower than wild-type

at higher levels of expression (figure 3.37). In stably-transfected cells, the

proportions of the P379L mutant at the cell surface were lower than wild-type

(figure 3.12). For protein at the cell surface, the P379L mutation showed no

impact on iron uptake function (figure 3.11). The G383R mutation had little

impact on cell surface levels in transiently transfected cells (figure 3.37), but in

stable cell lines, proportions of G383R hZIP14 were low relative to wild-type

(figure 3.12); G383R hZIP14 at the cell surface did not transport iron (figure
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3.11). In stably-transfected cells, the N469K mutant surprisingly increased iron

uptake (relative to cell surface levels), but decreased cell surface levels (figures

3.11 and 3.12). In transiently transfected cells, both the L441R and N469K

mutations decreased the proportion of hZIP14 localised at the cell surface,

especially at low levels of expression (figure 3.37).

Overall, the N-terminal mutations appeared to have very similar effects,

decreasing cell surface localisation, and preventing iron uptake. In contrast,

the C-terminal mutations decreased, increased, or had no effect on both cell-

surface localisation and iron uptake.

3.3.1 Expression of hZIP14 Isoforms in Cell Lines

ZIP14 mRNA has been detected in a wide range of tissues, in both mice and

humans [13, 14, 19]. The majority of that expression is due to isoform A, as

mRNA of isoform B in adult humans is absent from key tissues including brain,

heart and skeletal muscle, and where both are expressed, is typically found at

lower levels than isoform A [19]. hZIP14 isoform C is found in databases such as

Uniprot and Ensembl on the basis of computational predictions [208, 216], but

there is no experimental confirmation of its expression. The HeLa, HEK293 and

HepG2 cell lines originate from uterine, kidney and liver tissues, respectively

[217]. In a multi-tissue expression array, Taylor et al. [13] detected ZIP14 cDNA

in samples from human uterus, kidney and liver, as well as HeLa S3, a sub-clone

of HeLa [217]. My detection of hZIP14 A expression in HEK293 cells, but not

hZIP14 B, and of both A and B isoforms in HepG2, with hZIP14 B at relatively

lower levels (figure 3.4), is consistent with the results for human kidney and liver

reported by Tuschl et al. [19]. The failure to detect hZIP14 mRNA in HeLa cells

may have been due to a lack of sensitivity of the method used, in which case,
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expression of hZIP14 by HeLa cells is still much lower than in the other two cell

lines tested, and therefore remains a more suitable cell line in which to study

hZIP14 without interference from endogenous hZIP14 expression.

The predicted hZIP14 C differs from isoforms A and B from residue 444 to

the end of the C-terminus, meaning that the predicted transmembrane helix

8 would have a different sequence, and would likely be shorter (hZIP14 C has

481 residues rather than 492). As shown in figures 3.17 and 3.21, hZIP14 C-HA

was retained in the ER. With no experimental evidence of endogenous ZIP14 C

expression in the literature, in any species, it is possible that the hZIP14 C-

HA expressed in transfected cells was retained in the ER by ER quality control

mechanisms because it could not be properly folded [215], and may not actually

be expressed in human cells.

3.3.2 Metal Uptake by hZIP14 Variants

Iron uptake experiments were used to examine metal uptake function in stably-

transfected cells, for the N-terminal mutant R128W, and the C-terminal mutants,

P379L, G383R and N469K, relative to total expression, and cell-surface levels.

Relative to cell surface levels, iron uptake was found to be unaffected by

the P379L mutation, increased by the N469K mutation, and prevented by the

R128W and G383R mutations (figure 3.11).

Iron uptake function of ZIP14 disease-causing mutants has not been measured

previously, though zinc uptake by L441R hZIP14 has been studied [95], as well

as manganese uptake by F98V, G383R and N469K hZIP14 [19].

Tuschl et al. [19] used stably transfected HEK293 cells to assay manganese

uptake relative to total expression of the mutants. Although basal manganese

uptake by HEK293 cells was not reported, limiting the comparisons that can be
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made, these iron uptake results are in general agreement. Tuschl et al. [19]

also found manganese uptake by G383R to be greatly decreased relative to

wild-type. Uptake of Mn by N469K was lower than wild-type by ∼20% at similar

expression levels [19], while iron uptake was decreased by ∼30%, relative to

total expression levels (figures 3.8 and 3.10). By comparing iron uptake results

to cell surface levels, I was able to determine that the decrease in iron uptake by

the N469K mutant was due to decreased cell surface expression; cell surface

N469K hZIP14 A-HA actually took up proportionately more iron than wild-type

hZIP14 A-HA. Tuschl et al. [19] did not measure the surface levels of their

hZIP14 mutants, but given these findings that cell surface levels of the N469K

mutant are depressed relative to wild-type, in stably and transiently transfected

cells, across a wide range of expression levels, it is likely that the effect of the

N469K mutation on hZIP14 manganese uptake was similar to its effect on iron

uptake.

Prevention of iron uptake by the G383R mutation was expected, since this

position is part of the conserved metal transport motif (376-EEXPHEXGD).

However, the results for the P379L mutant were surprising, as P379 is also part

of the conserved metal transport motif (376-EEFPHELGD), and would therefore

be expected to impact uptake function rather than trafficking. Nonetheless,

these results showed that average iron uptake by hZIP14 P379L was decreased

relative to wild-type in proportion with the decrease in cell surface levels of the

P379L mutant, suggesting that iron uptake function was not affected, and that

the mutation altered trafficking to the cell surface instead. Later flow cytometry

experiments confirmed that the P379L mutant did alter trafficking to the surface

in transiently transfected cells (figure 3.37).

Like G383R, the N-terminal R128W mutation abolished iron uptake function

(figure 3.10). Tuschl et al. [19] reported very low levels of manganese uptake
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(slightly higher than with G383R) for cells expressing hZIP14 with the F98V N-

terminal mutation, though expression of this mutant was approximately twice

that of wild-type hZIP14. These results both suggest that the N-terminal

extracellular domain has a role in metal uptake by hZIP14.

3.3.2.1 Measurement of Manganese and Zinc Uptake Function May

Provide Additional Insights

Iron uptake was used as a proxy for metal uptake function, as for logistical

reasons, it was not possible to measure uptake of Zn and Mn. Selected point

mutations in a founding member of the ZIP family, Arabidopsis IRT1, found some

mutations that decreased Fe and Mn uptake without affecting uptake of Zn,

and vice versa [218]. Therefore it is possible that some of the disease-causing

mutations could alter iron uptake without affecting uptake of Mn or Zn to the

same extent, or that iron uptake could be unaffected by a mutation that does

alter uptake of Mn or Zn. It would therefore be ideal to measure manganese

and zinc uptake function of hZIP14 and the pathological mutants; for example,

by the use of inductively coupled plasma mass spectrometry, which would allow

sensitive quantification of metal concentrations in cells incubated with different

metals.

3.3.3 SDS-PAGE Analysis of hZIP14-HA Protein Extracts

Suggests hZIP14-HA May Oligomerise

SDS-PAGE analysis of cell lysates was used to determine whether each of

the hZIP14 A-HA variants could be successfully expressed in HeLa cells.

Unexpectedly, the disease-causing mutations altered the patterns of bands in

the western blots. As well as small shifts in the expected ∼52 kDa bands,
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which were likely the result of alterations in detergent binding [213, 214], two

additional bands at ∼130 and 180 kDa were consistently observed in wild-type

hZIP14, and the C-terminal disease-causing mutants (figures 3.6 and 3.7).

Exogenous ZIP14 has been studied through western blotting previously, and the

existence of higher molecular mass bands for this protein has been documented

[13, 35]. Pinilla-Tenas et al. [35] suggested that the largest of the bands

observed could represent an oligomeric form of murine ZIP14. Taylor et al.

[13] described a ‘trimer’ band, and a ‘higher molecular weight’ band (above the

range of their molecular marker), in addition to the bands in the expected size

range. In non-reducing conditions, the lowest (∼50 kDa) band became fainter,

while the other two darkened; after treatment with PNGase-F to remove N-linked

oligosaccharides, all three bands decreased in size. These results suggested

that the protein in these bands may have disulphide bridges, and that the higher

molecular mass bands did not simply represent heavily glycosylated monomeric

ZIP14.

Membrane proteins, particularly those with multiple membrane-spanning

regions, are more hydrophobic than typical globular proteins, and as such, are

not as easily denatured by sodium dodecyl-sulphate (SDS), making it possible

for oligomeric forms of hZIP14 to persist in the conditions used for these

experiments. Size determination of proteins in SDS-PAGE analysis relies on

proportionate binding of negative SDS ions to unfolded protein, so if these

higher molecular mass bands represent incompletely denatured oligomers of

hZIP14, estimates of their size and therefore composition may be unreliable

[213, 214].

The extracellular domain of Pteropus alecto ZIP4, a closely related protein, was

crystallised in the dimeric form [219], and other ZIPs are also believed to form

homo- or heterodimers [219–222]. Given that the N-terminal region of ZIP14

159



Chapter 3

shares the highly conserved CPALLY motif at the core of the ZIP4 dimerisation

interface [11, 219], it is highly probable that ZIP14 also forms a dimer, though

this may only account for one of the two higher molecular mass bands.

These higher molecular mass bands were decreased or absent in the lysates

of cells transfected with the N-terminal disease-causing mutants, only the ∼130

kDa band was faintly seen for the S104I and R128W mutants, and neither for

the F98V mutant (figure 3.6). This is consistent with the hypothesis that the N-

terminal region of hZIP14 is involved in its dimerisation, and that the N-terminal

disease-causing mutations decrease that dimerisation.

The purpose of these western blots was primarily to confirm successful

transfection and expression of the hZIP14 variants, rather than to detect

the presence of oligomers. Other methods exist that are more suited to

determine the quaternary structure of ZIP14, such as fluorescence correlation

spectroscopy, which was recently used to determine that cell surface ZIP4

is dimeric [223], or analytical ultracentrifugation [224]. Further study of the

oligomeric state of hZIP14 and its mutants may shed light on the role of

oligomerisation in hZIP14 function.

3.3.4 Disease-Causing Mutations Affected Cellular

Localisation and Cell Surface Levels of hZIP14

Immunofluorescence microscopy of cells transiently transfected with hZIP14

variants showed a strong impact on cellular localisation by many of the

mutations, in particular those towards the N-terminus, which were largely

retained in the ER (section 3.2.5). This finding has not been previously reported,

and is in fact contradicted in the study of Tuschl et al. [19], who reported

that F98V had no impact on cell localisation or cell surface levels. However,
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these immunofluorescence microscopy results were in agreement with those of

Hendrickx et al. [95], who found that the L441R mutation decreased cell surface

levels of hZIP14.

Repeated immunofluorescent imaging of transiently transfected cells confirmed

that hZIP14 mutants had different patterns of cellular localisation, and some

time was spent testing various experimental methods that could best capture

these differences (section 3.2.5.1). Imaging individual cells in order to gain

quantitative data was time consuming (computational methods to achieve this

were not available to me at that time), though seemed promising in terms

of quantifying retention on the ER and the extent of co-localisation with wild-

type hZIP14-GFP (figures 3.22 and 3.15). Regardless of the time constraints,

in terms of understanding the effects of the mutations on the most salient

aspects hZIP14 function, I decided to focus on the levels of the mutant

proteins successfully reaching the plasma membrane. The differential staining

protocol was successful in exposing a relationship between expression and cell

surface levels that differed between mutants and wild-type hZIP14 - crudely

by immunofluorescent imaging, and more sensitively by flow cytometry (figures

3.27, 3.28, 3.36 and 3.37). The effect of expression on cell surface levels

of the N-terminal mutants suggests an explanation for the aforementioned

contradiction with the F98V results of Tuschl et al. [19]. In those experiments,

the cells imaged were stable transfectants, where the expression of F98V was

approximately double that of the wild-type hZIP14. These flow cytometry results

show that at high levels of expression, F98V can effectively localise at the cell

surface (figure 3.36). Due to the use by Tuschl et al. [19] of monoclonal cell

lines, in which only a narrow range of expression levels can be observed, the

dependence of cell surface levels on expression by the F98V hZIP14 protein

could not have been observed.
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3.3.4.1 The Impact of Disease-Causing Mutations on Cell Surface

Localisation at Different Levels of Expression

The flow cytometry experiments yielded several surprising results. The highly

similar sigmoidal relationships between internal and surface levels of the N-

terminal mutants were not anticipated - the relationship was hyperbolic for wild-

type hZIP14 (figure 3.36). The very different, but nonetheless sigmoidal shape

seen for the L441R mutant was also unexpected (figure 3.37). These mutants

were all conspicuous in their failures to effectively localise to the cell surface,

when observed under immunofluorescence microscopy.

As previously mentioned, the N-terminal extracellular domain may contribute

to dimerisation of hZIP14, and mutations in this domain may therefore inhibit

or prevent dimerisation. A possible explanation for the sigmoidal relationship

between internal and surface hZIP14 for the N-terminal mutants, is that

dimerisation of the extracellular domain is required for effective localisation at

the cell surface, and the sigmoidal shape of the density plots reflects a lack

of dimerisation at lower levels of hZIP14 expression, due to defects in the

extracellular domain decreasing the affinity of the monomers.

Unlike F98V, S104I and R128W, L441R is not in the predicted N-terminal

extracellular domain, which may explain why the sigmoidal relationship of L441R

differs from the N-terminal mutants, but not why they all have this similar effect.

The N469K mutation also resulted in a near-sigmoidal relationship between

internal and surface hZIP14 (figure 3.37). Without structural information, it is

difficult to hypothesize as to the cause of this effect by the N469K mutation.

Differential staining and flow cytometry also showed an impact of the P379L

mutation on trafficking - at lower levels of expression, P379L was at higher

levels at the cell surface than wild-type hZIP14 A-HA, while at high levels of
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expression, there was a distinct decrease in cell surface levels of P379L (figure

3.37). As mentioned previously, the position of P379L in the predicted metal

transport pore led to the reasonable prediction that its impact would be primarily

on metal uptake rather than trafficking, yet it appears not to have affected

hZIP14 A-HA iron uptake ability (figure 3.11). Additional experiments on uptake

of other metals, and the regulation of hZIP14 trafficking by metals, could shed

light on the unexpected behaviour of the P379L hZIP14 A-HA mutant.

Recent preliminary results from our lab [E. Pryke and Dr Bowers, unpublished

data] indicate that the addition of zinc to the extracellular medium causes a

rapid decrease in cell surface ZIP14, and it is unknown if this effect requires

zinc uptake by ZIP14. Such results suggest additional complications, and

further experiments would be needed to determine if short or long-term

effects on trafficking were impacting cell surface levels of the human ZIP14

disease-causing mutants. It is notable that despite the increase in cell-surface

localisation of hZIP14 P379L (over low and moderate expression levels) and

G383R (at high expression levels) in transiently transfected cells (figure 3.37),

in the stable cell lines all the mutants tested showed very low proportions

of protein at the surface relative to wild-type (figure 3.12). This suggests

that there may also be long-term regulation of hZIP14 cell surface levels

that is affected by the disease-causing mutations. An important point to

note when considering the effects of these mutations on cell surface levels

of hZIP14, is that there are several points at which protein trafficking may

be affected - decreased trafficking to the surface, increased endocytosis,

decreased recycling or increased degradation could all decrease cell surface

localisation.

A potential criticism of the flow-cytometry experiments is the use of transiently

transfected cells, as they result in a wide range of expression levels, whose
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physiological relevance is uncertain. ZIP14 expression is highly responsive

to inflammation [20–25] - mRNA levels in mouse spleen and lung cells

have been observed to increase as much as 90-fold in response to LPS

(lipopolysaccharide) [23]. Since the resultant changes in ZIP14 protein

expression have not been quantified, to what extent that range overlaps with

these experimental conditions is not possible to say, however, a wide range of

expression levels may well be physiologically relevant.

3.3.5 Summary of Effects of Disease-Causing Mutations

Based on the experiments in this chapter, the N-terminal mutations all appear to

decrease trafficking to the cell surface, and are to a large extent retained on the

ER (figures 3.13 and 3.36). The R128W mutant is also unable to transport iron

(figure 3.10), the other N-terminal mutants may be similarly affected. Since the

R128W mutation is not part of the transmembrane region, it is unlikely that this

inability to transport metal is specific to iron. The N-terminal mutations appear

to disrupt appropriate both cellular localisation, and metal uptake function.

The L441R and N469K mutations also impacted cell surface levels in an

expression-dependent manner (figure 3.37). Even at high levels of expression,

the proportions of these mutants at the cell surface did not approach that of

wild-type hZIP14. Unlike the N-terminal mutations, the ability of these mutants

to transport metal may not be negatively affected. L441R is reported to alter

zinc transport within the cell, suggesting at least residual function [95]. N469K

enhanced iron uptake function; though effects on manganese and zinc uptake

may differ, the decrease in cell surface expression of N469K is sufficient to

explain overall decreased function (figure 3.11).

The G383R mutant seemed to be largely unaffected in terms of trafficking over
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the short-term (figure 3.14), though in stably-transfected cells, cell surface levels

were much lower than would be expected from total expression (figure 3.12). In

any case, cell surface levels were likely irrelevant; it did not transport iron (figure

3.10), and the position of the mutation in the key metal transport motif (376-

EEFPHELGD) makes it probable that the protein was non-functional.

The same was expected for the P379L mutation, found in the same conserved

motif (376-EEFPHELGD). However, iron uptake was unaffected, while cell

surface levels were decreased relative to wild-type, both in stably transfected

cells and in transiently transfected cells expressing high levels of P379L hZIP14

(figure 3.11, 3.12 and 3.37). The lack of impact on iron uptake was not expected,

though it remains possible that manganese and/or zinc transport were affected.

However, like N469K, the decrease in cell surface levels is sufficient to explain

the symptoms caused by the P379L mutation.

The experiments detailed in this chapter revealed effects of disease-causing

mutations that were previously unreported in the literature, and suggested

interesting avenues for further study. In contrast to previously held beliefs,

these mutations have varied effects on trafficking and iron uptake function.

Both increases and decreases in trafficking to the cell surface, relative to

expression levels, were observed. Likewise, increases and decreases in iron

uptake function were also found. At low levels of expression, N-terminal

mutations appear to have similar impacts on trafficking, decreasing the levels

at the cell surface and increasing ER retention, impacts that are diminished

at higher expression levels, and C-terminal disease-causing mutations vary

in their effects. These results suggest that the N-terminal ECD is involved

in both trafficking and metal uptake of hZIP14, and raise questions about the

mechanisms explaining some of the effects of the C-terminal mutations, which

could be addressed with information on the locations of these mutations in the
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three-dimensional structure of hZIP14.
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Homology Modelling of Human

ZIP14

4.1 Introduction

The disease-causing mutations of human ZIP14 (hZIP14) had a range

of impacts, affecting localisation and/or iron uptake function, in different

combinations. The regions of hZIP14 in which these mutations are located

may play different roles in the function of the protein, and so it was decided

to develop a homology model of hZIP14. Such a model would allow me to

hypothesize as to the mechanisms explaining the effects of the disease-causing

mutations, and a second round of hZIP14 mutations could be designed to test

these hypotheses.
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4.1.1 Homology Modelling

Solving protein structures experimentally is a time-consuming and technically

challenging process [225], particularly for membrane proteins, though there

have been advances in this regard [226, 227]. For the purposes of

understanding the effects of mutations, and designing new mutations, advances

in computational modelling alongside increased availability of user-friendly

interfaces, mean that structures of suitable accuracy can be produced in a

much shorter time-frame [228]. The main strategies involved in protein structure

prediction have been described as homology modelling, fold-recognition and ab

initio folding [229–231]. Continuous developments mean that combinations of

these strategies, as well as genetic information and the latest developments

in technology, are increasingly being used to approach experimental levels of

accuracy [232, 233].

Computational modelling accuracy is rigorously assessed in the biennial event

organised by Critical Assessment of Structure Prediction (CASP) [234]; proteins

whose structures have been experimentally solved but not published, are used

as modelling targets. Participants use their modelling systems to predict the

structure and the results are compared to the native structures. The most

accurate models have previously been made by homology modelling [234],

though this can only be done when a suitable homologous protein structure

has been determined. Programs typically had similar levels of accuracy, as

measured by deviation from the experimental structure [229, 234]. It should

be noted however, that since the application of deep-learning strategies to

protein structure prediction, the accuracy of models, including those that are

considered ’difficult’ (based on the existence/absence of similar experimental

structures) has dramatically increased. In the latest round, CASP14, while

168



Chapter 4

the quality of models generally increased, many AlphaFold2 models were

considered to be more accurate than the experimentally determined structures

[233, 234]. As these deep-learning methods were not publicly available when I

needed a model of hZIP14, three different programs were selected for homology

modelling of hZIP14: Phyre2, SWISS-MODEL and Modeller [192–194]. While

Phyre2 accepts a target sequence (in this case, hZIP14), identifies a suitable

homologous protein and develops its own alignment of the target sequence to

the template sequence (the sequence of the protein structure to be used as

a template), SWISS-MODEL and Modeller allow the user to submit their own

alignment of template and target.

4.1.1.1 Developing the Structural Alignment

The accuracy of the alignment between the target and template sequences is

a limiting factor in developing a high-quality homology model [235]. Pairwise

alignment methods, which align two individual sequences, consider the

similarity of amino acids, and produce an alignment that maximises the

proportion of amino acids aligned with similar amino acids [236]. The main

parameters used to optimise alignments are the choice of scoring matrix, and

the gap penalty. Scoring matrices use different considerations, such as physico-

chemical properties, or the observed likelihood of amino acid substitutions in

homologues, to decide how similar two amino acids are [236]. Gap penalties

are used to determine to which extent uninterrupted stretches of aligned amino

acids should be prioritised over amino acid similarity within those aligned

stretches [236]. For closely related proteins, a pairwise alignment may be

sufficient for homology modelling [229].

For more distantly related homologues, pairwise alignments are unlikely to be

accurate, in which case profile-profile alignments are more appropriate [229].

169



Chapter 4

Profiles are multiple sequence alignments of homologous sequences which,

with sufficient diversity in the sequences chosen, provide information on the

most conserved regions of the target or template protein. The alignment

algorithms are typically similar to those used in pairwise alignments, and employ

strategies to manage the increased computational demands necessitated by

the increased number of sequences. A common strategy is to use progressive

alignments, where multiple pairs of sequences are aligned, and then those

alignments are aligned, and so on, until all the sequences have been aligned

to each other [237, 238]. A downside of this method is that misalignments

can occur in the initial stages, which may then lead to an accumulation of

errors [237]. Consistency-based algorithms, such as T-COFFEE, allow earlier

alignments to be corrected when inconsistencies are detected, resulting in high

levels of accuracy, though the number of sequences must be limited to manage

computational requirements [229, 237]. Once profiles of the template and

target proteins have been made, the most conserved residues are apparent,

and an alignment between the two profiles makes use of this information to

produce a more accurate alignment [229, 237]. Where two proteins are genuine

homologues that share a protein structure, an accurate alignment will not

contain gaps that interrupt regions of secondary structure; the final alignment

between the template and target may require manual adjustment to meet this

requirement [239]. For the modelling of the extracellular and transmembrane

domains of hZIP14, multiple methods were used to produce alignments of the

targets to the template sequences. Where there were disagreements, profile

alignments of the templates were used to identify the most important residues

in the template sequence, and the alignments that best preserved the physico-

chemical properties of the conserved template residues were chosen for the

final structural alignments. These alignments were then used for homology
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modelling of hZIP14 in SWISS-MODEL and Modeller [192, 194]; only the target

sequence was submitted to Phyre2 [193].

4.1.2 Quality Assessment

Assessment of protein models essentially aims to quantify the plausibility of the

structure using molecular mechanics-based, or knowledge-based approaches

[229]. Molecular mechanics treats proteins as detailed atomic models and uses

equations to represent the laws of physics, while knowledge-based approaches

use frequency distributions of features from experimentally-determined protein

structures to assess the plausibility of those same features in the model being

assessed [229]. While molecular dynamics approaches are computationally

expensive, the huge number of high quality structures for analysis has improved

the results of knowledge-based approaches [229]; in practice, these two

approaches can be combined, with care to avoid over-emphasizing features

by scoring them multiple times. Since I was using three different homology

modelling programs, I used quality assessment programs to select the highest

quality homology model produced by the three programs. The SWISS-MODEL

server offers a quality assessment program (QMeanDISCO) that produces a

detailed analysis of submitted structures, considering multiple aspects of the

structure, and has even assessed the importance of those features in their

contribution to the overall quality score [240]; additionally, there is a separate

assessment program specifically trained on membrane proteins, which have

some very different features to soluble proteins, due to their existence in the

hydrophobic bilayer, rather than in an aqueous solution [200]. In case the Q-

MEAN programs showed bias towards SWISS-MODEL structures as a result of

having potentially used the same criteria in modelling as assessment [229], I

also assessed the model with two additional programs, ANOLEA and ProSA-
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Web, knowledge-based programs that make use of the frequency distribution of

long-range residue interactions, and Cα distances and solvent accessibilities,

respectively [198, 199]. The most highly ranked models were chosen, and used

to predict the functional effects of the disease-causing mutations, and to choose

new sites for mutagenesis.

4.2 Results

The aim of this work was to generate structural models of the extracellular and

transmembrane domains of human ZIP14 (hZIP14), in order to use them as

the basis for further experiments. The solved crystal structure of the Pteropus

alecto (the ‘black flying fox’) ZIP4 N-terminal extracellular domain (P ECD, PDB

id: 4X82) [219] was used to model the N-terminal extracellular domain (ECD) of

hZIP14 (section 4.2.2). The transmembrane domain (TMD) was modelled using

the crystal structure of Bordetella bronchiseptica (bacterial) ZIP (BbZIP, PDB id:

5TSA) [241] (section 4.2.10). Three models were produced for each domain,

using different software, which were then analysed by protein structure quality

assessment programs (sections 4.2.3 and 4.2.11). The chosen structures were

then used to design mutations to test hypotheses about the function of hZIP14

(sections 5.1.1 and 5.1.2).

4.2.1 Alignment of the N-Terminal Extracellular Domain

The crystal structure to be used as a template for the modelling of the hZIP14

ECD is from the species Pteropus alecto [219]. Zhang et al. [219] proposed a

partial alignment of the ECDs of various members of the LIV-1 protein family

with the C-terminal end of the P. alecto ZIP4 ECD. This alignment focused on

the key regions, neglecting some parts of the ZIP4 and ZIP14 sequences.
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As a first step towards a complete alignment, a simple pairwise alignment of P.

alecto ZIP4 and human ZIP14 was carried out. This pairwise alignment differed

from the partial alignment of [219] in ECD alpha-helix 10 (H 10), and the inter-

helical sequence between Hs 10 and 11, but was otherwise identical (figure 4.1)

(for the full pairwise alignment of the N-terminal regions, see appendix A.1).

H 10 H 11

___________ ____

P_ECD 194 TPQYFVDFVFQQSHGNTPNISVAEL 218

hZIP14 Pw. 40 AASFLQDLIHRYGEGD--SLTLQQL 62

hZIP14 Zh. 39 SAASFLQDLIHRYGEGDS-LTLQQL 62

Figure 4.1: Alignments covering helix 10 of P ECD. Pairwise alignment (Pw.) and alignment

from Zhang et al. [219] (Zh.) of hZIP14 with the P. alecto ZIP4 ECD, over H 10 and the N-

terminal end of H11; the black line indicates residues of Hs 10 and 11. The pairwise alignment

was similar to the partial alignment provided by Zhang et al. [219] (Zh.), but differed over H 10

of the P ECD.

Multiple sequence alignments (∼50 sequences) of mammalian proteins are

available at aminode.com [205]. These multiple sequence alignments provide

information on which residues are the most conserved, and can aid in

producing an accurate alignment. The ZIP4 (SLC39A4) and ZIP14 (SLC39A14)

alignments were downloaded and used for a profile-profile alignment, which was

in full agreement with Zhang et al. [219] and included the residues not shown

in that partial alignment (for the full profile alignment of the N-terminal regions,

see appendix A.2). This alignment was used as the structural alignment for the

homology modelling of the extracellular domain of hZIP14.

4.2.2 Homology Modelling of the ECD

The ECD structural alignment was submitted to the SWISS-MODEL web

interface [194] and the Modeller software [192] to generate structural models
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of hZIP14. The Phyre2 web interface [193], a web server that accepts only

the target sequence as input, was also used. For each model, the SCWRL

software program [195] was then used to optimise the orientation of the side-

chains. The resulting structures are shown in figure 4.2, with the template ZIP4

ECD (P ECD) for comparison.

Figure 4.2: Homology models of the N-terminal extracellular domain. Upper panel: The

N-terminal extracellular domain of P. alecto ZIP4, with helices 10-14 depicted in colour (blue to

red). Lower panel: Homology models of the N-terminal extracellular domain of human ZIP14;

helices 1-4 are coloured from blue to red.

The P. alecto ZIP4 ECD structure was solved in the dimeric form, with each

monomer forming similar, though not identical structures. Chain B has 14 alpha

helices, while chain A is missing the second and twelfth helices. The human

ZIP14 ECD aligns with helices 10, 11, 13 and 14 of the P. alecto ZIP4 ECD, and
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according to the SCWRL software [195], the C118 residues of each monomer

form an inter-molecular disulphide bridge.

4.2.3 Quality Assessment of the N-Terminal ECD Homology

Models

Quality assessment software use a variety of scoring functions to predict the

reliability of protein structures. Three software programs that use different

methods were used to score the quality of the homology models - ProSA-web

[198], ANOLEA [199] and QMEANDisCo [240].

Based on a database of experimentally determined globular protein structures,

the ProSA web-server assesses the plausibility of protein folds by looking at

the distributions of Cα distances and solvent accessibilities of residues, and

assigns structures an overall Z-score (a lower Z-score indicates a higher quality)

[198, 242].

The ANOLEA software compares the non-local atomic interactions (more than

11 residues apart) of submitted structures to those in a database of structures

of non-redundant proteins, returning an energy plot smoothed over 5 residues,

and an overall Z-score for structures.

The QMEANDisCo software draws on a number of resources for quality

assessment, such as programs that predict secondary structure or solvent

accessibility and datasets of high-resolution structures, in order to assess

several aspects of submitted structures. These assessments are combined to

provide an overall quality score, ranging from 0 to 1 (low to high quality). The

scores from each assessment program are shown in table 4.1.

Each assessment tool ranks the template structure as higher quality than the
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Table 4.1: The Phyre2 structure is ranked as the best quality homology model. The ProSA-

web and ANOLEA tools each assess structure quality using different parameters, producing

a Z-score that summarises overall quality, and the QMEANDisCo (QMEAN) tool provides an

overall quality score. Higher quality is indicated by a lower Z-score and a higher global score.

ProSA-web and ANOLEA assessed each monomer (chains A and B) of the ECD homology

model separately; QMEANDisCo assessed the dimeric structure.

Z-Score

Tool P ECD Modeller Phyre2 SWISS-M

A B A B A B A B

ProSA-web -7.84 -5.47 -3.85 -2.82 -3.89 -3.21 -3.65 -2.53

ANOLEA 0.95 1.72 6.59 9.36 4.36 4.89 6.18 7.06

Global Quality Score

QMEAN 0.89±0.05 0.58±0.07 0.63±0.07 0.62±0.07

homology models, as expected. The Phyre2 structure was ranked as the best

of the homology models, for both chains A and B. A trend observed for all the

assessments was a better quality assessment for chain A than B, including

for the template structure. The QMEANDisCo local quality scores also ranked

chain A as higher quality than B for each of the structures. In the template 4X82

structure, multiple regions of chain B were unresolved; residues flanking these

regions had the worst per-residue ratings, possibly explaining the lower ratings

of chain B. For more detailed quality assessment results, see appendix C.1.

The error margin of the QMEANDisCo global quality scores shows that the

scores were not significantly different for the three homology models. However,

as all three assessment programs rated the Phyre2 model as the best quality,

this was chosen as the basis for further experiments.
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4.2.4 Pairwise Alignment Indicates Low Sequence Identity

Between BbZIP and hZIP14

The recently solved crystal structure of Bordetella bronchiseptica ZIP (BbZIP)

(resolution 2.40 Å) has been used to create a computational homology model

of hZIP4 [241]. Since BbZIP is a bacterial protein, the evolutionary distance

between BbZIP and hZIP14 is much greater than that between P ECD (a

mammalian protein, from the black flying fox, a fruit bat) and hZIP14. As

an initial step in assessing the suitability of BbZIP for homology modelling of

hZIP14, the sequences of BbZIP, hZIP4 and hZIP14 were compared by pairwise

alignment.

The pairwise sequence alignments suggested slightly greater sequence identity

and similarity between BbZIP and hZIP14, than between BbZIP and hZIP4

(table 4.2), supporting the use of the BbZIP crystal structure for modelling

of hZIP14. A sequence identity of 18.8% is within the so-called ‘twilight

zone’, where the accuracy of homology modelling is limited [235]. However,

the pairwise alignments cover whole sequences, including loops between

transmembrane helices which are not expected to be conserved. Alignments

for conserved regions, such as transmembrane helices, are likely to have higher

sequence identities, and modelling for these regions should be more accurate.

Closer examination of these pairwise alignments showed significant gaps and

insertions in the transmembrane helices (TMs) of the BbZIP structure, (figure

4.3), making the pairwise alignment unsuitable for homology modelling; the

alignment used by Zhang et al. [241] for homology modelling of hZIP4 was

substantially adjusted to provide a more plausible structural alignment.

A further indication that the pairwise alignment was not suitable for homology

modelling was the lack of alignment between the transmembrane helices of the
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Table 4.2: Sequence identity and similarity between BbZIP, hZIP4 and hZIP14. Sequence

identity and similarity by pairwise alignment. Alignments were produced using the Needleman-

Wunsch algorithm [189]. The sequence identity and similarity between BbZIP and hZIP14 was

sufficient to consider homology modelling.

Sequence Identity Sequence Similarity

Protein hZIP4 hZIP14 hZIP4 hZIP14

BbZIP 13.1% 18.8% 21.1% 30.2%

hZIP4 - 22.2% - 34.0%

Figure 4.3: Insertions and gaps in the pairwise alignments. Diagram representing insertions

and gaps in the pairwise alignments of hZIP4 and hZIP14, relative to the secondary structure of

BbZIP; the lengths of the gaps and the widths of the insertions are proportional to the number

of residues missing or inserted.

BbZIP crystal structure (PDB id: 5TSA) and the hZIP14 TM helices predicted by

Taylor et al. [13] (figure 4.4). BbZIP TMs 1-3 corresponded particularly poorly

with the predicted regions of TMs 1-3 in hZIP14, while TMs 4-8 of BbZIP were

aligned relatively well with the predicted TMs 4-8 of hZIP14, albeit with both

gaps and insertions (see appendix A.3 for pairwise alignments).
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Figure 4.4: Predicted TMs of hZIP14 are not all aligned with BbZIP TMs in the pairwise

alignment. Diagram illustrating the pairwise alignment of BbZIP TMs (based on the 5TSA

crystal structure [241]) with the predicted TMs of hZIP14 (from Taylor et al. [13]).

4.2.5 Pfam-derived Alignment Covers TMs 4-8

In order to obtain a more suitable structural alignment of hZIP14 and BbZIP,

hZIP14 was searched against Pfam, a protein family database of more than

17,000 families [243]. The Pfam database assigned both BbZIP and hZIP14

to the ZIP zinc transporter family (PF02535), and had a multiple sequence

alignment (MSA) for this family of 17,347 sequences [243]. The MSA

includes a truncated hZIP14 sequence (residues 151-483) and a truncated ZIP

protein closely related to BbZIP (residues 145-305), from Bordetella pertussis

(sequence identity 98.7%), corresponding to TMs 4-8 of the BbZIP sequence.

The near complete sequence identity between B. pertussis ZIP and B.

bronchiseptica ZIP (BbZIP) meant that a pairwise alignment between these

two proteins would be accurate. The BbZIP-Bordetella pertussis ZIP pairwise

alignment was combined with the hZIP14-Bordetella pertussis ZIP alignment

from Pfam’s large MSA, to create a direct alignment between hZIP14 and BbZIP,

covering TM helices 4-8 of the BbZIP structure, here referred to as the Pfam-

derived alignment (see appendix A.4 for the Pfam-derived alignment).

A comparison of the BbZIP TM helices with the predicted TM helices of hZIP14

according to the Pfam-derived alignment shows smaller, and fewer gaps and

insertions than those seen in the pairwise alignment for TMs 4-8 (figures 4.4,

4.5 and 4.6).
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Figure 4.5: The Pfam-derived alignment covers TMs 4-8. The Pfam alignment of hZIP14 with

B. pertussis ZIP was used to create a partial alignment of BbZIP with hZIP14, the Pfam-derived

alignment.

Figure 4.6: Alignment of predicted TMs in hZIP14 with BbZIP TMs in the Pfam-derived

alignment. Diagram illustrating the Pfam-derived alignment of BbZIP TMs (based on the 5TSA

crystal structure [241]) with the predicted TMs of hZIP14 (from Taylor et al. [13]). The Pfam-

derived alignment aligned BbZIP TMs 4-8 with TM regions predicted for hZIP14.

4.2.6 Profile Alignment

An alternative alignment strategy that can be used to address the entire

transmembrane region of BbZIP, and is superior to pairwise alignments, is to use

profile-profile alignment - an alignment of two multiple sequence alignments.

The T-COFFEE multiple alignment software [189] accepts a maximum 500

sequences. The BbZIP and hZIP14 (isoform A) protein sequences were

each used to identify similar proteins with Blast [244], and the results were
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filtered to exclude synthetic, predicted and partial sequences. Sequences

from the Bordetella genus or the Homo sapiens species, respectively, were

also removed, to increase the diversity of sequences in each alignment.

This resulted in 398 homologous sequences for the hZIP14 MSA, and the

remaining BbZIP homologous sequences were randomly sampled to obtain 499

homologous sequences.

With the addition of BbZIP and hZIP14 (isoforms A and B) to their respective

sets of sequences, the two sets were each aligned using T-COFFEE [189],

and then these multiple sequence alignments were aligned to each other

using MUSCLE’s ’profile-profile’ option [190], resulting in an alignment between

hZIP14 and BbZIP, here referred to as the profile alignment (see appendix A.5

for the profile alignment).

This alignment differed from the previous alignments in that it showed a strong

overlap between the BbZIP TMs and the corresponding predicted TMs of

hZIP14, for TMs 1-3 (figure 4.7). Gaps and insertions still occurred, particularly

in TM 1, so this alignment still required analysis and adjustment. The results

of the profile alignment for TMs 4-8 closely matched those of the Pfam-derived

alignment.

Figure 4.7: Alignment of predicted TMs in hZIP14 with BbZIP TMs in the profile alignment.

Diagram illustrating the profile alignment of BbZIP TMs (based on the 5TSA crystal structure

[241]) with the predicted TMs of hZIP14 (from Taylor et al. [13]).
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4.2.7 Comparison of Alignments for Individual

Transmembrane Helices

For several of the TM helices, the three alignments were largely in agreement

and required only small adjustments to address gaps or insertions. The pairwise

and profile alignments for TMs 1, 2 and 3 differed greatly and required more

analysis to produce a structural alignment suitable for homology modelling.

4.2.7.1 Transmembrane Helices 4, 5, 6 and 8

For TM helices 4-8, there were small differences between the three alignments,

occurring at the extreme ends of the helices (figures 4.8, 4.9, 4.10 and 4.11).

For each of these TM helices, the alignment that covered the full helix without

gaps or insertions was chosen for the final structural alignment (figure 4.22).

BbZIP 166 R---------------------------------VWLFVL 172

hZIP14 Pw. 303 EKVIVGSLSVQDLQASQSACYWLKGVRYSDIGTLAWMITL 342

hZIP14 Pf. 336 L---------------------------------AWMITL 342

hZIP14 Pr. 336 L---------------------------------AWMITL 342

BbZIP 173 TIILHNLPEGMAIGVSF 189

hZIP14 Pw. 343 SDGLHNFIDGLAIGASF 359

hZIP14 Pf. 343 SDGLHNFIDGLAIGA-S 358

hZIP14 Pr. 343 SDGLHNFIDGLAIGASF 359

Figure 4.8: Alignments covering TM 4 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.), Pfam-derived (Pf.) and profile (Pr.) alignments. The alignments are very similar, with

small differences at the N- and C-termini.
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BbZIP 194 LRIGLPLTSAIAIQDVPEGLAVALALRA 221

hZIP14 Pw. 364 FQ-GISTSVAILCEEFPHELGDFVILLN 390

hZIP14 Pf. 363 VFQGISTSVAILCEEFPHELGDFVILLN 390

hZIP14 Pr. 363 VFQGISTSVAILCEEFPHELGDFVILLN 390

Figure 4.9: Alignments covering TM 5 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.), Pfam-derived (Pf.) and profile (Pr.) alignments. The alignments are near identical.

BbZIP 226 IGRAVLVAVASGLMEPLGALVGVGIS 251

hZIP14 Pw. 395 IQQALFFNFLSACCCYLGLAFGILAG 420

hZIP14 Pf. 395 IQQALFFNFLSACCCYLGLAFGIL-- 418

hZIP14 Pr. 395 IQQALFFNFLSACCCYLGLAFGILAG 420

Figure 4.10: Alignments covering TM 6 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.), Pfam-derived (Pf.) and profile (Pr.) alignments. The alignments are near identical.

BbZIP 287 ETTAT-------------VGLMAGFALMMFLDTA 307

hZIP14 Pw. 465 FIIQN-------------LGLLTGFTIMVVLTMY 485

hZIP14 Pf. 465 FIIQN-------------LGLLTGFTIMVVLT-- 483

hZIP14 Pr. 455 DE---RKGSILIPFIIQNLGLLTGFTIMVVLTMY 485

Figure 4.11: Alignments covering TM 8 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.), Pfam-derived (Pf.) and profile (Pr.) alignments. The alignments are very similar, with

differences at the N- and C-termini.

4.2.7.2 Transmembrane Helix 7

The Pfam-derived and profile alignments for TM 7 were in near total agreement,

while the pairwise alignment introduced a gap and an insertion (figure 4.12).

The Pfam-derived alignment was used for the final alignment, as it contained no

gaps or insertions and covered the entire TM 7 region.
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BbZIP 255 ALAYPISMGLAAGAMIFVVS--------HE 276

hZIP14 Pw. 424 SANWIFAL---AGGMFLYISLADMFPEMNE 450

hZIP14 Pf. 422 HFSANWIFALAGGMFLYISL--------AD 443

hZIP14 Pr. 423 FS-ANWIFALAGGMFLYISL--------AD 443

Figure 4.12: Alignments covering TM 7 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.), Pfam-derived (Pf.) and profile (Pr.) alignments. The pairwise, Pfam-derived and profile

alignments all share a common region; the Pfam-derived and profile alignments are the most

similar.

4.2.7.3 Transmembrane Helices 1, 2 and 3

The pairwise and profile alignments for TM helices 1, 2 and 3 produced

conflicting results (figures 4.13, 4.14 and 4.15). The profile alignment is based

on multiple sequences, which provide information on conserved residues and

improve the quality of the alignment, however the large evolutionary distance

between Bordetella bronchiseptica and Homo sapiens increases the likelihood

of misalignment. For this reason, the BbZIP-hZIP4 structural alignment by

Zhang et al. [241] was consulted to aid in the creation of the BbZIP-hZIP14

structural alignment.

BbZIP 54 VHVGYA--------------VLG---G-------AAGFAA 69

hZIP14 Pw. 76 GNVTQH--------------VQG---HRNLSTCFSSGDLF 100

hZIP14 Pr. 132 SENQENEENEQTEEGRPSAVEV-WGYG-------LLCVTV 163

BbZIP 70 TA--------LGA----------LMALGL 80

hZIP14 Pw. 101 TAHNFSEQSRIGSSELQEFCPTILQQLDS 127

hZIP14 Pr. 164 IS--------LCS----------LLGASV 174

Figure 4.13: Alignments covering TM 1 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.) and profile (Pr.) alignments. The pairwise and profile alignments differ substantially, with

no similar regions.
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BbZIP 85 ARTQD---------------AMLGFAAGMMLAASAFSL-- 107

hZIP14 Pw. 132 SENQENEENEQTEEGRPSAVEVWGYG---LLCVTVISLCS 168

hZIP14 Pr. 184 KRLLL---------------YFIALAIGTLYSNALFQL-- 206

BbZIP 108 -----ILP--GLD--------------AAGTI 118

hZIP14 Pw. 169 LLGASVVP--FMKKTFYKRLLLYFIALAIGTL 198

hZIP14 Pr. 207 -----IPEAFGFN--------------PLEDY 219

Figure 4.14: Alignments covering TM 2 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.) and profile (Pr.) alignments. The pairwise and profile alignments differ substantially, with

no similar regions.

BbZIP 123 P------AA-AAVVALGLG--------LGVLLMLGLDYF 146

hZIP14 Pw. 215 PLEDYYVSK-SAVVFGGFYLFFFTEKILKILLKQKNEHH 252

hZIP14 Pr. 222 --------SKSAVVFGGFY--------LFFFTEKILKIL 244

Figure 4.15: Alignments covering TM 3 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.) and profile (Pr.) alignments. The pairwise and profile alignments differ substantially, with

no similar regions.

4.2.8 hZIP4-Derived Alignment

The BbZIP crystal structure has been previously used to create a homology

model of the transmembrane domain of hZIP4 [241], a protein that, like hZIP14,

is a member of the LIV-1 family [11]. A comparison between the structural

alignment used for that model and the alignment results for BbZIP and hZIP14

produced here could be instructive.

A profile-profile alignment between hZIP14 and hZIP4 was made in order to

create a BbZIP-hZIP14 alignment based on the BbZIP-hZIP4 alignment used by

Zhang et al. [241], here referred to as the hZIP4-derived alignment. For TMs 4,

5, 6, 7 and 8, the hZIP4-derived alignment was in agreement with the alignment

constructed thus far (see appendix A.6 for the hZIP4-derived alignment). The

hZIP4-derived alignment for TM2 was most similar to the profile alignment, but
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had no gaps or insertions (figure 4.16); this was used for the final structural

alignment. The hZIP4-derived alignment differed from the profile alignment for

both TMs 1 and 3.

BbZIP 85 ARTQD---------------AMLGFAAGMMLAASAFSL-- 107

hZIP14 Pw. 132 SENQENEENEQTEEGRPSAVEVWGYG---LLCVTVISLCS 168

hZIP14 Pr. 184 KRLLL---------------YFIALAIGTLYSNALFQL-- 206

hZIP14 Z4. 184 KRLLL---------------YFIALAIGTLYSNALFQL-- 206

BbZIP 108 -----ILP--GLD--------------AAGTI 118

hZIP14 Pw. 169 LLGASVVP--FMKKTFYKRLLLYFIALAIGTL 198

hZIP14 Pr. 207 -----IPEAFGFN--------------PLEDY 219

hZIP14 Z4. 207 -----IPE--AFG--------------FNPLE 217

Figure 4.16: Alignments covering TM 2 of BbZIP. Alignments of BbZIP and hZIP14; pairwise

(Pw.), profile (Pr.) and hZIP4-derived (Z4.) alignments. The hZIP4-derived alignment is most

similar to the profile alignment, but contains no gaps or insertions.

4.2.8.1 Transmembrane Helix 1

The profile alignment for TM 1 contained a gap and two insertions; figure 4.17

shows how this alignment was adjusted to preserve the majority of the alignment

while closing the gap and removing the insertion. Despite these changes, the

adjusted profile alignment and the hZIP4-derived alignment were offset by 4

residues.

The most conserved residues in the BbZIP TM 1 are T70 and G73 (figure 4.18);

in the BbZIP MSA (section 4.2.6) these positions were invariant. In the BbZIP

5TSA crystal structure, the conserved residues of TM 1 line the side of the

helix facing TMs 5 and 6 (figure 4.19 A), with T70 interacting with D208 on TM

5 (figure 4.19 B). According to the hZIP4-derived alignment, BbZIP residues

T70 and D208 correspond to hZIP14 residues S168 and E377. Serine and

threonine have similar chemical properties, as both side-chains have a hydroxyl
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BbZIP 54 VHVGYA--------------VLG---GAAGFAATALGALM 76

hZIP14 Pr. 132 SENQENEENEQTEEGRPSAVEV-WGYGLLCVTVISLCSLL 170

hZIP14 A.Pr 132 PSAVEV--------------WGY---GLLCVTVISLCSLL 170

hZIP14 Z4. 152 --WGYG--------------LLC---VTVISLCSLLGASV 174

BbZIP 77 ALGL 80

hZIP14 Pr. 171 GASV 174

hZIP14 A.Pr 171 GASV 174

hZIP14 Z4. 175 VPFM 178

Figure 4.17: Alignments covering TM 1 of BbZIP. Alignments of BbZIP and hZIP14; profile

(Pr.), adjusted profile (A.Pr) and hZIP4-derived (Z4.) alignments.

group; aspartate and glutamate also share similar chemical properties, each

side-chain terminating in a carboxylic acid group. The other highly conserved

BbZIP TM 1 residue, G73, is closely packed against TM 5 (figure 4.19 C);

a larger residue would likely clash, potentially disrupting the structure of the

protein. The hZIP4-derived alignment also has a glycine residue (G171) in the

corresponding position, a highly conserved residue according to the hZIP14

MSA developed for the profile alignment (section 4.2.6) (see appendix B.2.2 for

raw conservation scores).

Both the sequence identity and similarity of the TM 1 hZIP4-derived alignment

were higher than the adjusted profile alignment (the sequence identity and

similarity for the hZIP4-derived alignment are 21.4 and 39.3%, respectively,

compared to 7.1 and 21.4% for the adjusted profile alignment). The hZIP4-

derived alignment also preserved the properties of the most conserved BbZIP

TM 1 residues, which may serve key functions in the structure of the protein

(see appendix B.2.1 for raw conservation scores).

In contrast, the adjusted profile alignment had an isoleucine in place of the

highly conserved T70, and a cysteine in place of the highly conserved G73.

For TM 1, the adjusted profile alignment resulted in lower sequence identity
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Figure 4.18: Properties of conserved BbZIP TM 1 residues are retained in the hZIP4-

derived alignment. A: Graph of normalised conservation scores across the BbZIP TM 1.

B: BbZIP-hZIP14 TM 1 hZIP4-derived alignment. C: BbZIP-hZIP14 TM 1 adjusted profile

alignment. B,C: Red boxes indicate the most highly conserved residues of BbZIP TM 1. The

physico-chemical properties of the most highly conserved BbZIP TM 1 residues are most closely

matched in the hZIP4-derived alignment.

and similarity, and replaced conserved residues with dissimilar amino acids.

Due to the higher sequence identity and similarity of the hZIP4-derived TM 1

alignment, as well as the agreement in the chemical properties of the most

highly conserved BbZIP TM 1 residues, the hZIP4-derived TM 1 alignment was

used for the final structural alignment.

4.2.8.2 Transmembrane Helix 3

The profile alignment for TM 3 contained one insertion; figure 4.20 shows how

this alignment was adjusted to preserve the majority of the alignment while

removing the insertion. Despite these changes, the adjusted profile and the

hZIP4-derived alignment are offset by 4 residues.

188



Chapter 4

Figure 4.19: TM 1 conserved residue interactions. Images of conserved TM 1 residues and

interactions. A: BbZIP ribbon representation, conserved TM 1 residues in white. B: Interaction

between T70 and D208. C: Interactions between G73 and TM 5 residues. B,C: Thin lines link

atoms close enough to interact (Van Der Waals overlaps of ≥ -0.4 Å, as identified by UCSF

Chimera [197]). The conserved BbZIP TM 1 residues line the face of the alpha-helix facing TMs

5 and 6. T70 interacts with a TM 5 aspartate residue; G73 allows close packing between TM 1

and TM 5.

BbZIP 123 PAA-AAVVALGLGLGVLLMLGLDYF 146

hZIP14 Pr. 222 --SKSAVVFGGFYLFFFTEKILKIL 244

hZIP14 A.Pr 221 VSK-SAVVFGGFYLFFFTEKILKIL 244

hZIP14 Z4. 222 ------SKSAVVFGGFYLFFFTEKI 240

Figure 4.20: Alignments covering TM 3 of BbZIP. Alignments of BbZIP and hZIP14; profile

(Pr.), adjusted profile (A.Pr) and hZIP4-derived (Z4.) alignments.
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The hZIP4-derived alignment was not adjusted to cover the N-terminal region

of the TM 3 alignment as this would lead to overlap with C-terminal hZIP14

residues from the TM 2 alignment, as a result, in this alignment the TM 3 helix

is significantly shortened.

The adjusted profile alignment for TM3 had a higher sequence identity and

similarity (25% and 33.3%) than the hZIP4-derived TM 3 alignment (8.3% and

20.8%). The adjusted profile alignment also shared more similar amino acid

residues at the highly conserved positions of BbZIP TM 3 (figure 4.21); the

invariant BbZIP A216 is similar in size to serine (if the hZIP4-derived sequence

was adjusted, this position would be filled by a tyrosine residue), and the

invariant BbZIP V129 is matched by an identical valine in the adjusted profile

alignment, rather than the highly dissimilar lysine of the hZIP4-derived alignment

(figure 4.21 B and C). Due to the increased sequence identity and similarity

of the TM 3 adjusted profile alignment, and the relatively preserved chemical

characteristics of the most conserved BbZIP TM 3 residues, the adjusted profile

alignment of TM 3 was selected for the final structural alignment.

4.2.9 Final Structural Alignment

The full structural alignment can be found in appendix A.7; figure 4.22 provides

an overview of how the final structural alignment was constructed.

A range of methods was used to align the BbZIP and hZIP14 sequences. For

each BbZIP TM helix where the alignment methods were largely in agreement,

the alignment was chosen that minimized gaps and insertions. Where alignment

methods produced contradictory results, the alignment that best preserved the

properties of the most conserved BbZIP residues was chosen for the final

structural alignment. Table 4.3 shows the sequence identity and similarity of
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Figure 4.21: Properties of conserved BbZIP TM 3 residues are partially retained in the

adjusted profile alignment. A: Graph of normalised conservation scores across the BbZIP TM

3. B: BbZIP-hZIP14 TM 3 hZIP4-derived alignment. C: BbZIP-hZIP14 TM 3 adjusted profile

alignment. B,C: Red boxes indicate the most highly conserved residues of BbZIP TM 3.

each transmembrane helix, relative to BbZIP, in the final structural alignment.

The sequence identity and similarity obtained from the initial pairwise alignment

of the full-length BbZIP and hZIP14 sequences was 18.8% and 30.2%,

respectively. In the final alignment, the sequence identity and similarity across

the TM helices varied, with the highest values for TM 4, of 45.8% and 62.5%.

The higher similarity of the final structural alignment should lead to a higher

quality homology model.
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Figure 4.22: Creation of structural alignment for modelling of hZIP14 transmembrane

domain. Diagram depicting the alignment methods used to create the final structural alignment.

Various strategies were used to align the transmembrane helices of the BbZIP and hZIP14

sequences, sections of the alignments were chosen in order to arrive at a final structural

alignment.

Table 4.3: Sequence identity and similarity for each TM helix. The final structural alignment

was assembled from different alignments, with the aims of minimising gaps and insertions,

maximising sequence identity and similarity, and preserving the physico-chemical properties of

conserved BbZIP residues.

TM Helix Identity Similarity

1 21.4% 39.3%

2 17.6% 29.4%

3 25.0% 33.3%

4 45.8% 62.5%

5 21.4% 42.9%

6 23.1% 34.6%

7 13.6% 36.4%

8 28.6% 47.6%
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4.2.10 Homology Modelling

The final structural alignment was submitted to the SWISS-MODEL web

interface [194] and the Modeller software [192] to generate structural models

of hZIP14. The Phyre2 web interface [193], a web server that accepts only the

target sequence as input, was also used. For each model, the SCWRL software

was then used to optimise the orientation of the side-chains [195].

The Phyre2 web interface automatically generated a structural alignment to

guide the homology modelling and identified the BbZIP 5TSA crystal structure

as the most suitable template for modelling. However, the Phyre2 structural

alignment differed from the final structural alignment regarding TMs 3 and 8

(figures 4.23 and 4.24).

BbZIP P----AAAAVVALGLGLGVLLMLGLDYF

Final V----SKSAVVFGGFYLFFFTEKILKIL Id: 25% Sim: 33.3%

Phyre2 SKSAVVFGGFYLFFFTEKILKILLKQKI Id: 8.3% Sim: 16.7%

Figure 4.23: Comparison of final and Phyre2 structural alignments for BbZIP TM 3.

Sequence identity (Id) and similarity (Sim) are relative to the BbZIP TM 3. The Phyre2 alignment

contains a 4-residue insertion at the N-terminus of TM3, and has lower sequence identity and

similarity than the final structural alignment.

BbZIP ET-------------------TATVGLMAGFALMMFLDTA

Final FI-------------------IQNLGLLTGFTIMVVLTMY

Id: 28.6% Sim: 47.6%

Phyre2 PEmnevcqederkgsilipfiIQNLGLLTGFTIMVVLTMY

Id: 9.5% Sim: 23.8%

Figure 4.24: Comparison of final and Phyre2 structural alignments for BbZIP TM 8.

Sequence identity (Id) and similarity (Sim) are relative to the BbZIP TM 8; lower-case residues

are not found in the Phyre2 model. The Phyre2 alignment contains a 19-residue deletion at the

N-terminus of TM8; this is not a feasible alignment.
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The BbZIP structure and the homology models are shown in figure 4.25 A;

as expected, the positions of the alpha-helices resemble those of the BbZIP

template. The hZIP14 residues in the TM helices correspond approximately

to regions of increased conservation in the hZIP14 sequence (figure 4.25 B).

However, the lengths and residues of the alpha helices vary between models.

The Phyre2 model, in particular, diverges from the two other models, most

noticeably for TMs 3, 7 and 8. Only for TM 3 does this result in a fundamental

difference in the position of amino acids in the model (discussed further in

section 4.2.11.3).

Figure 4.25: TM helices of protein structures. A: Ribbon structures of protein models - BbZIP

and hZIP14 made using Modeller, Phyre2 or SWISS-MODEL; alpha helices are coloured from

blue (N-terminus) to red (C-terminus). B: Graph of normalized conservation scores of hZIP14

residues, with positions of TM helices according to the homology models. The regions of the

TM helices correspond to areas of increased sequence conservation.
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4.2.11 Model Quality Assessment

As carried out for the hZIP14 ECD, the TM homology models were ranked by

quality assessment software programs, in order to choose which model to use

in designing future experiments. ProSA-web [198] and ANOLEA [199] were

used as before. QMEANBrane [200] was used rather than QMEANDisCo, as

QMEANBrane has been trained on membrane proteins specifically, and is more

suitable for the TM domain. The Phyre2 structural alignment, which was not

plausible due to the insertion in TM 3 and the missing residues in TM 8, was

included in this assessment stage for the purposes of comparison.

4.2.11.1 ProSA-web Assessment Ranks the SWISS-MODEL Homology

Model Most Highly

The ProSA-web server primarily assesses the plausibility of protein folds for

submitted structures [198, 242], assigning submissions an overall Z-score,

and providing an averaged energy profile of the sequence, where high energy

regions indicate potentially low-quality regions of the model.

As shown in figure 4.26, the Z-scores of the BbZIP crystal structure and

the homology models all fell within the range of Z-scores observed for

experimentally determined NMR and crystal structures. The BbZIP crystal

structure had a lower Z-score than the homology models (table 4.4), as

expected for an experimentally determined structure. Of the homology models,

the Phyre2 model was ranked as the lowest quality, and the SWISS-MODEL

structure as the highest.

The ProSA-web energy plots of the protein structures show that the BbZIP TM

helices tend to be areas of low energy, indicating that these regions of the model

are of relatively high quality (figure 4.27), and the majority of the energy plot is
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Figure 4.26: ProSA-web Z-scores of overall model quality for BbZIP and the homology

models relative to those of experimentally determined structures. The Z-scores of BbZIP

and the homology models fall within the range of those observed for experimentally determined

structures, indicating the models are of good quality.

Table 4.4: The SWISS-MODEL structure is ranked as the best quality homology model.

The ProSA-web and ANOLEA tools each assess structure quality using different parameters,

producing a Z-score that summarises overall quality - a lower Z-score indicates higher quality.

Z-Score

Quality Assessment
Tool

BbZIP Modeller Phyre2 SWISS-
MODEL

ProSA-web -6.16 -3.49 -3.42 -3.75

ANOLEA 3.19 11.30 14.57 9.00

below zero. The energy plots of the homology models fluctuate around zero,

indicative of their decreased quality relative to the BbZIP template. The Phyre2

energy plot shows some clear differences from those of the other two models;
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an energy spike between TMs 1 and 2 and an energy trough at TM 3 (window

size 10). This suggests that the relatively shorter Phyre2 TM 1 is less plausible

than the longer TM 1 of the other two models (figure 4.25). Interestingly, the

ProSA-web software also finds the Phyre2 TM 3, whose alignment with BbZIP

differs from the final structural alignment, to be more favourable than TM 3 in

the other two models. However, the Z-score takes the energy level across all

residues into account, and still ranks the SWISS-model structure as being of a

higher quality than the Phyre2 and Modeller structures.
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Figure 4.27: ProSA-web energy plots of protein structures. ProSA-web energy plots

for BbZIP and hZIP14 protein models, smoothed by averaging over 10 and 40 residues, as

indicated. Positions of TM helices are marked by horizontal black lines. The BbZIP ProSA-web

energy plot indicates higher model quality (lower energy) than the homology models, particularly

for the TM helical regions; the homology models have similar ProSA-web energy plots to each

other, particularly for TM helices 6, 7 and 8.
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4.2.11.2 ANOLEA Assessment Ranks the SWISS-MODEL Homology

Model Most Highly

The ANOLEA software assesses non-local atomic interactions (residues more

than 11 residues apart) based on a database of non-redundant proteins [245],

and returns an energy plot smoothed over a 5-residue window, and an overall

Z-score describing model quality [199].

The Z-scores returned by the ANOLEA server ranked the BbZIP crystal

structure as being of much higher quality than the homology models (the lowest

Z-score), as expected (table 4.4). Like the ProSA-web software, ANOLEA

ranked the Phyre2 homology model the lowest, and the SWISS-MODEL

structure the highest quality. The ANOLEA energy plots follow this trend for

most of the TMs, with a large decrease in quality of the Phyre2 model over TMs

3 and 7 (figure 4.28). This difference between the ProSA-web and ANOLEA

assessments may reflect which aspects of the protein structures are assessed

by each tool; ANOLEA focuses on atomic interactions, while ProSA-web looks

at the overall protein fold, and does not pick up ”close contacts or other violations

of basic steric principles” [242].

Both the ProSA-web and ANOLEA tools use a knowledge-based approach,

relying on databases of experimentally-determined structures to assess how

realistic the submitted structure is. The vast majority of experimentally-

determined, high-quality structures available are globular proteins, that function

in aqueous environments, in which the constraints on protein-folding are very

different from the hydrophobic environment of the lipid bilayer. The ProSA-

web software, for example, is known to return higher Z-scores for membrane

proteins. The QMEANBrane assessment program was trained exclusively on

membrane proteins, and offers an in-depth analysis of a range of contributors
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to model quality [200].

Figure 4.28: ANOLEA energy plots of protein structures. ANOLEA energy plots smoothed

by averaging over 5 residues; bold lines indicate alpha-helical regions. Upper panel: ANOLEA

energy plot for the BbZIP 5TSA crystal structure. Lower panel: ANOLEA energy plots for each

homology model.

4.2.11.3 QMEANBrane Assessment Ranks the SWISS-MODEL

Homology Model Most Highly

The QMEANBrane local quality assessments of the BbZIP crystal structure and

the homology models are shown in figures 4.29 A and B, respectively. As

with ProSA-web and ANOLEA, the BbZIP structure is assessed as having a

higher quality (described as ’predicted similarity’, i.e. to the real structure) than

the homology models, the SWISS-MODEL structure as being the best of the

homology models, and the Phyre2 structure as the worst.
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Figure 4.29: QMEANBrane local quality prediction ranks the SWISS-MODEL structure

most highly across the majority of residues. Graphs of local quality predictions (predicted

similarity to the correct protein structure) at each residue of the protein model. Upper panel:

Local quality prediction for the BbZIP 5TSA crystal structure. Lower panel: Local quality

prediction for each homology model.

Position in the Membrane

The QMEANBrane results include a prediction of which residues are within the

plane of the lipid bilayer for each structure (figure 4.30). The majority of helices

are tilted relative to the membrane in each structure, as described for BbZIP by

Zhang et al. [241].

The predicted membranous regions for each structure are not identical; like

the BbZIP crystal structure, the SWISS-MODEL structure is predicted by the

QMEANBrane tool to extend both above and below the membrane, while the

Modeller and Phyre2 models are predicted to protrude into the cytosol, but not

through the outer leaflet of the membrane to the outside of the cell. According
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Figure 4.30: QMEANBrane predicted orientation within the membrane. Alpha-helices are

numbered, model colouring indicates QMEANBrane quality prediction, as indicated by the key;

OL=outer edge of outer layer of membrane, IL=outer edge of inner layer of membrane. A: BbZIP

5TSA crystal structure. B: hZIP14 Modeller homology model. C: Phyre2 homology model. D:

SWISS-MODEL homology model.

to this prediction, the SWISS-MODEL homology model is more similar to the

BbZIP crystal structure than the other two models.

Quality of the Phyre2 Model

The lower quality of the Phyre2 model, as assessed by QMEANBrane, is

particularly pronounced for TMs 3 and 7 (figure 4.29). One obvious difference

in the Phyre2 TM 7 is the decreased length of the alpha-helix, with Phyre2 TM 7

covering residues 423-437, and the SWISS-Model and Modeller TM 7s covering

residues 422-441 and 422-443 respectively; the Phyre2 TM 7 is approximately

one third shorter. Further analysis of the QMEANBrane components suggests

that this contributes to the decreased quality score of the Phyre2 TM 7 (figure

4.31).

Figure 4.31 (upper panel) shows that the secondary structure agreement (the

extent to which the QMEANBrane tool finds the secondary structure in that

region of the model plausible) for the Phyre2 TM 7 decreases after residue
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Figure 4.31: QMEANBrane assessment components of the TM 7 region. Graphs depicting

the QMEANBrane assessment of secondary structure agreement (upper panel) and Cβ

potential energy (lower panel) for the TM 7 region. Thick lines represent the alpha-helical region

of TM 7 for each model.

437, where the alpha-helix ends, suggesting that the continuation of the alpha-

helix may be favoured beyond this point. However, the Cβ potential energy

component (which relates to the positions of the residue side-chains) indicates

that side-chain interactions are not optimal across the length of the Phyre2 TM

7 helix, with peaks in potential energy (representing unfavourable interactions)

occurring every 4 residues, at positions 427, 431 and 435 (figure 4.31, lower

panel). Figure 4.32 C shows that in each homology model, these residues are

in essentially identical positions, facing TM 3. Where the Phyre2 model differs,

is the composition of TM 3, due to the alternative structural alignment produced

by the Phyre2 web server.

In the BbZIP crystal structure, TMs 3 and 7 are in close proximity, with small

residues such as glycine and alanine at the points where the two helices are
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Figure 4.32: Close-packing between TMs 7 and 3 causes a clash in the Phyre2 homology

model. The interactions between TMs 7 and 3 in the BbZIP 5TSA crystal structure and the three

homology models; hZIP14 residues 427, 431 and 435 are highlighted in magenta. A: BbZIP TMs

7 and 3 with side-chains represented as spheres and sticks, respectively. B: Close-up of the

clash between hZIP14 W27 (TM 7) and F235 (TM 3), according to the Phyre2 homology model.

C: hZIP14 TM 7 and interactions between TMs 7 and 3, for each homology model.

closest, and larger, bulkier residues such as tryptophan and phenylalanine at

the beginnings and ends of the helices (figure 4.32 A), a pattern repeated

in the Modeller and SWISS-MODEL structures (figure 4.32 C). In the Phyre2

model, due to the alternative alignment for TM 3, large residues from TM 3 are

facing TM 7 (figure 4.32 C), resulting in proximities that are not energetically

favourable, and even a physical clash between residues W427 and F235 (figure
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4.32 B). The poor quality assessment for the Cβ component of Phyre2 TM 7

appears to be largely a side-effect of problems with TM 3. This clash between

TMs 3 and 7 is in agreement with the results of the ANOLEA assessment,

which focuses on side-chain interactions, and also assessed TMs 3 and 7 in

the Phyre2 model as being low quality (section 4.2.11.2).

All the Phyre2 TM 3 quality assessment components indicate problems,

including the lack of agreement with QMEANBrane’s secondary structure

prediction, and unfavourable side-chain interactions for residues facing TM 7

(figure 4.33). This complements the quality assessment of TM 7 and the

conclusion that the interactions between TM 3 and TM 7 in the Phyre2 model

are unlikely to be correct, due to an incorrect alignment of TM3 for this model.

Figure 4.33: QMEANBrane assesses TM 3 side-chain interactions as unfavourable. A:

Ribbon structure of Phyre2 TMs 3 and 7. hZIP14 residues 232, 235, 239 and 243 are highlighted

in magenta. B: Graphs depicting the QMEANBrane assessment of Cβ potential energy for the

TM 3 region. Thick lines represent the alpha-helicals region of TM 7 for each model.

The local quality assessment for TM8 was not expected to differ noticeably

between the Phyre2 structure and the other homology models, as the slight

difference in the alignment for TM 8 did not alter the positions of TM 8 residues

in the structures, excepting the first two residues (figure 4.24).

The QMEANBrane assessment of the Phyre2 model was detailed, not only

identifying the regions of the structure that were predicted to be incorrect, but
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also the causes of the problems in the structure.

4.2.11.4 Quality of the SWISS-MODEL Model

The Modeller and SWISS-MODEL structures are based on the same sequence

alignment, and the root mean square deviation (RMSD, the average distance

between aligned amino acids) between the alpha-helical regions of the two

models is only 0.424 Å. This RMSD value is relatively small, similar to those

observed between pairs of experimentally-determined structures for the same

protein, which are typically well under 1 Å (for structures with resolutions of less

than 2 Å [246]).

The superior QMEANBrane quality assessment of the SWISS-MODEL structure

is primarily related to more favourable side-chain interactions, and in small

part to more favourable interactions of all atoms. Figure 4.34 shows quality

assessment results for TM 1, where the difference between the quality of the

SWISS-MODEL and Modeller structures is predicted by QMEANBrane to be

greatest. The majority of the TM 1 assessment difference between the SWISS-

MODEL and Modeller structures is due to lower potential energy (i.e. more

stable positions in the structure) of the residue side-chains, and of all atoms.

Generally, the SWISS-MODEL structure was rated more favourably than the

Modeller structure for a range of the QMEANBrane assessment components.

In agreement with ProSA-web and ANOLEA, the QMEANBrane analysis found

the SWISS-MODEL hZIP14 model to be a more plausible structure than both

the Phyre2 and Modeller structures, and will be used as the basis for the design

of further experiments.
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Figure 4.34: The SWISS-MODEL structure is rated more favourably than the Modeller

structure. A: Wire structures of the SWISS-MODEL and Modeller structures, alpha-helices are

coloured from blue (N-terminus) to red (C-terminus). B,C,D: Graphs depicting the QMEANBrane

quality assessment, or components, for the TM1 region (residues 155-178) of the three models.

Thick lines represent alpha-helical regions of TM 1 for each model. B: Graph of the local quality

assessment for TM 1. C: Graph of the potential energy of the Cβ-interactions (i.e. side-chain

interactions) for TM 1. D: Graph of the potential energy of long-range interactions for TM 1.

4.2.12 Positions of Mutations in hZIP14 Structure

Mutations F98V, S104I and R128W are located in the N-terminal extracellular

domain (figure 4.35). S104 is located on the outer surface of each ECD

monomer, facing away from the dimer interface, and R128 is located C-terminal

to the final alpha-helix of the ECD, before the first helix of the transmembrane

domain (figure 4.35 A). F98 is on the third alpha-helix, buried within the globular

structure of the ECD, and interacts with residues on the second alpha-helix and

the 3-4 inter-helical loop (figure 4.35 B).
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Figure 4.35: Locations of N-terminal disease-causing mutations. A: R-groups of S104 and

R128 in the ECD. B: The R-group of F98 in the ECD, and interacting amino acids; close-up

highlighted in red, yellow lines indicate interactions between atoms.

The P379L mutation is located in the center of TM 5, causing a kink in the alpha-

helix, both P379L and G383R are on the side of the helix facing away from TM

4 (figure 4.36 A). The L441R and N469K mutations are on the outer surface of

the TMD, on TMs 7 and 8, respectively (figure 4.36 B).

Figure 4.36: Locations of C-terminal disease-causing mutations. A: R-groups of P379L and

G383 in the TMD; metal transport motif indicated. B: R-groups of L441 and N469 in the TMD.
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4.3 Discussion

In this work, homology models of the N-terminal extracellular domain (ECD)

and the C-terminal transmembrane domain (TMD) were developed, in order to

understand the effects of the disease-causing mutations, and in turn, to use

these studies of the disease-causing mutants to better understand hZIP14.

The template for the ECD model was the crystal structure of the Pteropus alecto

hZIP4 ECD (P ECD, PDB ID: 4X82), with a resolution of 2.76 Å, solved as a

homodimer [219], while the TMD model was based on the crystal structure of

the Bordetella bronchiseptica ZIP (BbZIP, PDB ID: 5TSA), with a resolution of

2.4 Å [241].

4.3.1 Accuracy of the Structural Alignments

The first step in homology modelling is developing an accurate structural

alignment. For the ECD, the target and template sequences were both

mammalian species in the same protein family, fairly closely related. The

pairwise and profile alignments were almost identical, and so I have high

confidence in the accuracy of that alignment. The structural alignment for the

TMD was more challenging; there is a great evolutionary distance between

the bacteria Bordetella bronchiseptica and Homo sapiens, and the sequence

identity (the percentage of residues in the alignment that are identical in both

proteins) for the initial pairwise alignment was only 18.8%. Sequence identities

of ∼20-25% have been described as being in the ‘twilight zone’, an empirically

determined level of sequence identity above which proteins are fairly likely to

be homologous, and below which the similarity between proteins (sequence

identity) is more likely to be due to random chance [235].
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Since the sequence identity between BbZIP and hZIP14 was below this

threshold, this raises the question of whether these two proteins are genuinely

in the same family and share a function. The Pfam database defines BbZIP

and hZIP14 as being members of the PF02535 family of zinc transporters

[243]. The Pfam protein family database makes use of hidden Markov Model

(HMM) profiles, based on high quality alignments, which capture the essential

characteristics of a protein family conserved over evolution [247]. These HMM

profiles are then used to search for more distantly related proteins, which are

then used to refine the HMM profile, in an iterative process that maintains the

quality of alignments as well as providing high coverage of protein sequences

[247]. These types of iterative processes have been described as ‘sequence-

space hopping’ [248], and are effective because homology is transitive, ”if A is

related to B and B is related to C, A must be related to (homologous to) C” [249].

In addition, HMM profiling has been shown to be far more effective than other

search methods at identifying remote homologues without false positives, with

the result that the assignment of both BbZIP and hZIP14 to the same protein

family is highly reliable [250–253].

Low sequence identities between template and target proteins also have

implications for homology modelling. The similarities between protein structures

decrease as amino acids are substituted, for the protein backbone, and

even more so for the side-chain positions [235, 254]. Although in the final

structural alignment the sequence identity was much higher than 18.8% when

focusing on the regions of the BbZIP sequence in the crystal structure (table

4.3), nonetheless, limitations imposed by low sequence identity over particular

regions should be taken into account when analysing the significance of

structural features. Modelling based on a distant homologue is accepted

as suitable for understanding protein function and making sense of disease-
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causing mutants, while closer homologues have been known to generate

models suitable for drug design [228].

The final structural alignment for TMs 4-8 is essentially based on the MSA for

the PF02535 Pfam family [243], albeit with some minor adjustments to deal

with gaps and insertions. These helices cover the most important functional

region of the TMD, as well as the disease-causing mutations in the TMD. For

the remainder of the protein a profile-profile alignment was created between

large MSAs for BbZIP and hZIP14. In the same manner, I created an alignment

between hZIP14 and hZIP4, in order to compare my profile-derived alignment to

the BbZIP-hZIP4 alignment published by Zhang et al. [241]. The profile-derived

alignment of BbZIP-hZIP14, through my intermediary hZIP4-hZIP14 alignment,

was in agreement with the alignment by Zhang et al. [241] for TM 2. For TM

1, I agreed with the Zhang et al. [241] alignment over my profile alignment

due to the preservation of properties of its most conserved residues (figure

4.18). TM3 seems to have been difficult to align, as substantially different results

were produced for each method used. For the other TMs, similar results were

typically found by at least two alignment methods, with differences mainly due

to small insertions and gaps at the ends of the TM regions. For TM3, different

alignment methods produced conflicting results. To illustrate this point, residue

136 in TM3 of BbZIP was aligned with residue 242 in the pairwise alignment,

residue 234 in the profile-profile alignment, residue 230 in the hZIP4-derived

alignment, and residue 239 in the Phyre 2 alignment (figures 4.15, 4.20 and

4.23). In this instance, the profile-profile alignment was chosen to preserve the

characteristics of the most highly conserved BbZIP residues.

In support of the final structural alignment of the TMD developed here, the

Phyre2 web server, which used a different strategy (HHblits) to create its BbZIP-

hZIP14 alignment [193], was essentially in agreement with my final structural
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alignment for all TMs except 3, which caused significant structural clashes

(figures 4.23 and 4.32). This error in the TM 3 region of the Phyre2 alignment

does not prove that my structural alignment was correct, but TM3 of the Modeller

and SWISS-MODEL structures did not stand out in the quality assessment

stage as being of particularly low quality, relative to the rest of the structure.

Whereas both ANOLEA and QMEANBrane detected problems for TMs 3 and 7

in the Phyre2 model, due to the steric clashes caused by misalignment of TM 3

(figures 4.28, 4.31 and 4.33).

4.3.2 Dimerisation of the ECD

The function of the ECD of hZIP14 is currently unknown, though homology

between the ECDs of other ZIP proteins, such as ZIP4, indicate that ZIP

ECDs typically form dimers [219]. The homology model of the hZIP14 ECD

fully supports its dimerisation. As shown in figure 5.2, the surface of the

ECD is covered in hydrophilic side-chains, as expected for a soluble protein,

except for the region predicted to dimerise, which is highly hydrophobic. This

hydrophobic region would be unusual for a soluble monomeric protein, as

burying hydrophobic residues in protein interiors due to their decreased ability

to interact with the polar solvent is a major contributor to protein folding and

stability [255]. Protein-protein interfaces can include both hydrophobic and

hydrophilic residues, but when hydrophobic regions are found on the surface

of soluble proteins, they are typically binding sites for other compounds or

proteins [256, 257]. This is more pronounced in homodimers, for which a

sizeable proportion of dimerisation interfaces are comprised of a hydrophobic

core surrounded by hydrophilic residues [258]. Upon rotamer optimization by

SCWRL [195], C118 residues in each ECD monomer were predicted to form

a disulphide bridge. This prediction is supported by the work of Zhang et al.
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[219], who found that an S297C mutation in hZIP4 (equivalent to the C118

position in hZIP14) resulted in an intermolecular disulphide bridge between the

two ECD monomers, and increased the detection of the dimer in non-reducing

SDS-PAGE without significantly altering zinc transport, cell surface expression

or glycosylation.

In Chapter 3, western blotting of hZIP14 and disease-causing variants revealed

high molecular mass bands which were fainter or absent in N-terminal disease-

causing mutants, a loss which was most pronounced for the highest molecular

mass band (figures 3.6 and 3.7). The dimeric homology model of the hZIP14

ECD supports the proposition that these higher molecular mass bands are

related to oligomerisation of hZIP14, and that mutations in the ECD disrupt this

oligomerisation. It is unclear however, why there should be two high molecular

mass bands. It should also be noted that the absence of these bands may

reflect a decrease in oligomerisation in vivo, or decreased affinity of monomers

leading to less persistence of oligomers in the denaturing, reducing conditions

used in sample preparation of cell lysates, or a combination of these two factors.

The flow cytometry results in Chapter 3 for N-terminal disease-causing mutants,

were consistent with the hypothesis that dimerisation of the ECD occurs, and

is involved in effective cell surface localisation (discussed in section 3.3.4.1).

Unlike the western blotting results, in which the higher molecular mass bands

were faintest for hZIP14 F98V, followed by S104I and then R128W, the flow

cytometry results for the N-terminal disease-causing mutants were very similar.

It may be that hZIP14 cell surface expression is insensitive to small differences

in the affinity of the ECD monomers, for example, this would be the case if

any decrease in affinity beyond a certain threshold had the same impact on

trafficking to the cell surface.
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4.3.3 Structural Impacts of the ECD Disease-Causing

Mutations

The positions of the disease-causing mutations in the ECD homology model

go some way towards providing structural explanations for their deleterious

effects. The homology model predicts that the F98V mutation interferes with

a number of hydrophobic interactions that stabilize the structure of the ECD

(figure 4.35). The S104I mutation disrupts a conserved glycosylation site [55].

Glycosylation is known to play an important role in protein folding, maturation

and quality control [259]; it follows that the loss of this glycosylation site would

cause increased retention in the endoplasmic reticulum, and decreased stability

of the ECD could also impact dimerisation. In the ECD homology model, S104

is situated on the surface of the ECD facing away from the TMD, consistent with

its being part of a glycosylation site.

The position of R128 in the model gives no obvious clues as to the potential

effects of the R2128W mutation on hZIP14 function. According to the homology

model, R128 is not technically part of the ECD, falling two residues C-terminal

of the final ECD alpha-helix, in the 28-residue sequence between the ECD and

TMD. One possibility is that R128 is involved in mediating an interaction between

these two domains. This 28-residue sequence is composed almost entirely of

polar and charged residues (figure 4.37), which may serve some functional role,

though this region does not show high conservation even within ZIP14 proteins

[205]. This section of hZIP14 connects two distinct protein domains, making it a

domain linker. The sequences of domain linkers are typically poorly conserved,

as they tend to be intrinsically disordered regions, which form ensembles of

conformations, rather than well-defined secondary and tertiary structures [260].

This disorder is often of functional importance; disordered linkers can aid folding
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.+ ...-..-.--.-..-- + . -

hZIP14 127 SRACTSENQENEENEQTEEGRPSAVEVW 154

Figure 4.37: The amino acid sequence between the ECD and TMD. Residues 126 to 154 of

hZIP14; the symbols above indicate polar (.), positive (+) or negative (-) residues.

of connected domains by forming clear boundaries between them, and they vary

in terms of length and flexibility, allowing or constraining movements of domains

relative to one another [261, 262]. Intrinsically disordered regions typically

contain more polar and charged residues, and few large hydrophobic residues,

making them more soluble with little propensity to fold into stable structures

[262]. This sequence, with its high concentration of negatively charged

residues, matches the description of a ’polyelectrolyte’ [262], though there may

be a more specific classification for linkers with central negative residues flanked

by positively-charged residues. It is possible that the replacement of R128

with a large, hydrophobic tryptophan residue has disrupted the function of this

linker; its native function could be to enhance folding of these two separate

domains (R128 is on the side of the linker closest to the ECD), or to facilitate

dimerisation of the ECDs by regulating their movements relative to the TMD.

Further exploration of these possibilities could be undertaken by mutagenesis

of this linker region.

4.3.4 The Metal Transport Motif of the TMD

The TM 5 HEXPHEXGD metal transport motif particular to the LIV-1 subfamily

of ZIP, is believed to function in concert with the conserved HNF residues on

TM 4 [11]. The identity of the residues in these conserved positions differ

as we widen out to the larger ZIP family, but these positions are nonetheless

believed to be important in metal transport and solute specificity. Within the ZIP
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family, the conserved residues that make up the core metal binding site can

be described as TM4-1-2-x-x-3 and TM5-1-2-x-x-3 [263], which are 177-HNxxE

and 207-QDxxE for BbZIP, and 347-HNxxD and 376-EExxH for hZIP14. As

illustrated in figure 5.5 (page 227), these residues are aligned, showing that the

homology model captures the most important functional region of the TMD.

4.3.5 Structural Impacts of the TMD Disease-Causing

Mutations

The TMD mutations had a range of impacts on both iron uptake and cellular

localisation. The most noticeable impact of the G383R mutation is that it

prevents iron uptake (figure 3.10). In my homology model of the hZIP14 TMD,

glycine residues on the interior of hZIP14 are closely packed against other

residues; any side-chain in these spaces would cause steric clashes, requiring

the helices to move in order to accommodate the increased volume of any other

residue. This is well illustrated by the previously discussed interactions between

TMs 3 and 7 (section 4.2.11.3), but occurs elsewhere in the model.

Figure 4.38 compares the proximities of four TM 4 and TM 6 glycines to their

closest residues, with the proximity of G383 to its closest residues. Compared

to other interior glycines, G383 is far away from its nearest TM helix. In the

context of the whole structure, G383 is on the surface of a large cavity at the

intracellular side of the TMD. The template BbZIP structure is believed to be

in an open-inward conformation, as the main metal-binding site is exposed on

the intracellular side of the protein [241]. For these reasons, the function of

G383 may not be apparent in this structure; the importance of this glycine

may be related to the outward-open conformation, or the structural changes

that occur when hZIP14 switches between the inward-open and outward-open
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conformations.

Figure 4.38: Glycines in the TMD homology model. Top figures: Glycines in TMs 4 and 6

in relation to nearby residues (ribbon representation on the left, spheres on the right). Bottom

figures: G383 in relation to nearby residues in TM 2 (ribbon representation on the left, spheres

on the right). Dotted lines show the distance between alpha-carbons of indicated residues.

Unlike G383, the structural importance of the highly conserved P379 is much

clearer, it causes a kink in TM 5, in the center of the region forming the core

metal transport binding site. However, as P379L had no clear effect on the iron

uptake function of hZIP14, the need for this kink in TM 5 is not clear. P379L lies

between residues 376-377 and 380 (in 376-EEXPHEXGD) (figure 4.36 A), so

could be important for the correct relative positioning of these residues. P379

is so highly conserved in both the human and bacterial ZIPs, it is likely to be

essential for normal function; transporters have a range of characteristics that
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could be altered by a mutation, other than the rate at which they transport a

specific metal, which may be important for the role of that transporter. Given the

position of P379 in the metal binding site, possibilities could include a change

in the pH range over which transport occurs, altered ability to transport other

solutes, or a change in solute preference. Since P379L is known to disrupt

manganese homeostasis [71], it is highly likely that this mutation prevents or

decreases manganese transport directly by at least one of these mechanisms.

The homology model also offers no explanation of how the P379L mutation

could mediate the short-term and long-term effects observed on hZIP14 cell

surface levels (figures 3.37 and 3.12). However, there remains much to learn

about the regulation of wild-type hZIP14 trafficking; it is possible that the P379L

mutation alters an aspect of metal transport I have not measured, and that these

effects are related to regulation of hZIP14 trafficking by metals.

Both L441 and N469 side-chains project out from the surface of the TMD (figure

4.36). Although they are found on different TM helices, 7 and 8 respectively,

their locations are similar; they are on the same side of the TMD and are

on the end of the TMD that is closest to the inside of the cell (figure 4.36).

Unlike the other two TMD disease-causing mutations (P379L and G383R),

these mutations showed effects on cellular localisation in transiently transfected

cells that were apparent under immunofluorescence microscopy (figure 3.14).

Differential staining with flow cytometry showed a sigmoidal, and sigmoidal-

like relationship between interior and cell surface hZIP14 for the L441R and

N469K mutations, respectively (figure 3.37). This gives rise to the possibility that

this region of the protein is important in regulating trafficking. The expression-

dependent aspect of this impact on trafficking is similar to that seen with the

ECD disease-causing mutations, so it is possible that this region forms a binding

site which is altered by the L441R and N469K mutations. According to the

218



Chapter 4

homology model, L441 and N469 do not interact with residues involved in metal

transport, which may explain why their mutants are still able to transport metals

(3.11 and Hendrickx et al. [95]).

4.3.6 The Cytosolic TM 3-4 Inter-helical Loop

Based on the homology model, the TM 3-4 inter-helical loop (residues 242-334)

is 93 residues long. If hZIP14 trafficking is regulated, the TM 3-4 cytosolic loop

is a promising region to study, though the model’s cytosolic TM 7-8 loop is 23

residues long. Although the TM 3-4 loop has been found to contain various

regulatory features, it is not conserved between ZIP proteins, and little is known

about its role in hZIP14 [264]. In a study by Zhao et al. [55], where they found

that high intracellular iron protected endocytosed hZIP14 from proteasomal

degradation, they reported that deletion of residues 238-326 did not prevent

this regulation of hZIP14 degradation by iron. This deletion mutant was made

based on a secondary structure prediction, but according to my model would

remove 4 residues from the C-terminus of TM 3. Results from our lab found

that this 238-326 deletion (with a C-terminal haemagglutinin tag, rather than

a FLAG tag (DYKDDDDK [265])) caused very low levels of expression and

ER retention, based on western blotting and immunofluorescence microscopy

[A. Pistofidis and K. Bowers, unpublished data]. The findings published by

Zhao et al. [55] show only western blotting results from the deletion mutant

in different conditions, and are not compared to wild-type hZIP14, so decreased

expression may not have been detected. Within mammalian ZIP14 proteins,

there are relatively conserved regions in this loop which could be investigated

[205]. This structural model of hZIP14 delineates boundaries for this loop,

information which could be used to enable further study of its importance in

hZIP14 regulation.
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4.3.7 Other Models of hZIP14 and Related Proteins

Since this homology model was made, other computational models of hZIP14

have become available, as well as an additional, metal-free, crystal structure of

B. bronchiseptica ZIP [233, 266–268]. Any differences between these models

and the homology models will be discussed further in Chapter 5.

4.3.8 Summary of Implications of Homology Models

In this chapter, high resolution crystal structures were used as templates for

homology modelling of the hZIP14 extracellular and transmembrane domains.

An accurate structural alignment is crucial for the production of high quality

models, and multiple strategies were used in order to create the most plausible

alignments of hZIP14 with the ECD of P. alecto ZIP4 and the B. bronchiseptica

ZIP. Although the quality of the homology model will be affected by the large

evolutionary distance between BbZIP and hZIP14 (even assuming a perfect

structural alignment), homology models are considered to be suitable for

understanding and designing mutations [228].

These models were able to suggest likely mechanisms for the effects

of some of the disease-causing mutants described in Chapter 3, though

potential mechanisms for others, such as L441R and N469K, were less

clear. Dimerisation of the ECD in particular seemed to be important for

hZIP14 localisation, and the TMD metal binding site was in agreement with

literature predictions. Modelling the domains also provided information on their

boundaries, which could be used to further study unstructured regions, such

as the negatively charged linker between the ECD and the TMD, or the large

intra-helical loop between TMs 3 and 4.
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Functional Analysis of ZIP14

5.1 Introduction

The homology models created in chapter 4 are meant to aid in our

understanding of the relationship between hZIP14 structure and function. The

homology model of the hZIP14 extracellular domain (ECD) is based on a fairly

closely related mammalian ZIP4 [219], and determining the structural alignment

was relatively straightforward. In addition, the ECD homology model enabled

predictions for the mechanisms leading to the effects of most of the N-terminal

mutations, and provided insight into the ECD residues involved in dimerisation.

In this chapter, mutations located in the ECD were designed to test the accuracy

of the ECD homology model, and to test the effects of inhibiting dimerisation of

the ECD.

The transmembrane domain homology model was based on a more distantly

related bacterial ZIP [241], and developing the structural alignment was

challenging. The resulting homology model raised many questions about
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the mechanisms underpinning the effects of the C-terminal disease-causing

mutations, and was in agreement with the literature regarding the structure of

the core metal-binding region [241, 263], without offering any further insight into

the transport mechanism used by hZIP14. In this chapter, mutations located in

the TMD were designed to test the effect on solute specificity of hZIP14, and to

test the accuracy of the TMD homology model.

5.1.1 Selection of Mutations in the ECD

According to the ECD homology model, the F98V mutation disrupts interactions

at the core of the globular structure, with residues L59, L62 and I109, of which

L62 is the most highly conserved (figure 4.35 B).

In order to test the accuracy of the ECD homology model, it was analysed to

find other positions where mutations might have a similar effect to the F98V

mutation. Interactions between R-groups of amino acids were identified using

UCSF Chimera [197], and filtered for those involving the most conserved amino

acids. This process identified three amino acids: L62, L97 and I109, of

which L62 was the most highly conserved. Figure 5.1 shows the side-chain

interactions of these three amino acids, and the extent to which these occur

between conserved amino acids. L97 was not chosen for mutation, as the aim

was to use the structure, rather than the sequence, to predict a mutation that

would cause a similar effect to F98V. Since L97 is adjacent to F98, similar effects

on protein function would not be surprising. L62 was chosen as it was at the

centre of this network of interactions, interacting with both L97 and I109, as well

as F98; there was a high likelihood of the L62A mutation having a similar effect

to F98V, and this prediction was made on the basis of the ECD structure.
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Figure 5.1: Residue L62 forms multiple interactions with other conserved residues. A:

R-group interactions of residues 62, 97 and 109; Larger circles indicate more highly conserved

amino acids, line thicknesses reflect the product of the normalised conservation scores of the

linked amino acids, circles are coloured to match the alpha-helices of the ECD structure. B:

R-group interactions of L62 in context of the ECD structure; yellow lines indicate interactions

between atoms.

5.1.1.1 Mutations Predicted to Inhibit Dimerisation of the ECD

The surface of the dimerisation site of the N-terminal ECD is enriched in

hydrophobic residues that form multiple interactions between the two monomers

(figure 5.2 A). Of these interacting pairs the most highly conserved were L47 and

L122, followed by L69 and L125. L47 and L122 are close to the center of the

predicted binding site; mutating them could disrupt the structure of the ECD. L69

and L125 are at the border of the predicted binding site, so these were chosen

to be mutated to aspartate. The aim was to disrupt dimerisation by replacing

the hydrophobic interactions between L69 and L125, with the repulsion of two

negative charges from aspartate. The cysteine predicted to form a disulphide

bridge between the two monomers was also chosen to be mutated to aspartate,

again, to introduce a repulsive force and inhibit dimerisation. As a final test of

the importance of dimerisation of the ECD, a deletion mutant was designed,
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removing the entire ECD (residues 40-130), while leaving the signal sequence

intact to preserve the correct topology of hZIP14; this was done for isoforms A

and B.

Figure 5.2: The ECD dimerisation site is enriched in hydrophobic residues. A: The hZIP14

ECD domain monomer; hydrophilic residues are coloured in blue, hydrophobic residues are

coloured in yellow, C118 is in black. B: The hZIP14 ECD domain dimer; helices are coloured

from the N-terminus to the C-terminus in blue to red, residues L69 and L125 are labelled, yellow

lines indicate interactions between atoms.

5.1.2 Selection of Mutations in the TMD

In order to test the accuracy of the transmembrane domain homology model,

the aim was to introduce single mutations predicted to have deleterious effects

on hZIP14 function, and then pair these with a second mutation predicted to

undo the effects of the first, with these predictions being based on the homology

model.

UCSF Chimera was used to identify all interactions between R-groups of the

TM helices [197], these were then segregated into interactions which were

conserved (identical amino acids involved) between hZIP14 and BbZIP and

those which were not. Of the interacting pairs which were identical in both
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proteins, only three were in positions highly conserved in both proteins - the

interactions between amino acids L206, A354 and A432 (figure 5.3).

Figure 5.3: Positions of L206, A354 and A432 in hZIP14. L206, A354 and A432 in context of

the hZIP14 structure; TM helices are coloured from the N-terminus to the C-terminus in blue to

red, yellow lines indicate interactions between atoms, the red square shows a close-up of the

residues in sphere form.

These amino acids, which correspond to L107, A184 and A265 in BbZIP, meet

where TMs 4, 5 and 7 are closest (figure 5.3). In order to test this aspect

of the structure, A354 was chosen to be mutated to a leucine - this mutation

was predicted to be deleterious to hZIP14 function, as its increased size would

be difficult to fit into this tightly packed space, altering the relative positions

of the helices involved. The compensatory mutation was L206A, predicted to

accommodate the increased size of the A354L mutation.

Of the interacting pairs that differed in identity from BbZIP but were highly

conserved in the hZIP14 multiple sequence alignment, and excluding those

directly involving the metal transport motif, a promising interaction occurred

between E209 and Q365 (figure 5.4). These two amino acids were among

the most highly conserved, and form a plausible interaction when viewed in the

model. To test this interaction, Q365 was chosen to be mutated to glutamate,
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introducing a negative charge predicted to repel the negative charge of E209.

The compensatory mutation was E209Q, intended to restore the glutamate-

glutamine interaction at this site.

Figure 5.4: Positions of E209 and Q365 in hZIP14. E209 and Q365 in context of the hZIP14

structure; TM helices are coloured from the N-terminus to the C-terminus in blue to red, yellow

lines indicate interactions between atoms, the red square shows a close-up of the residues

(altered orientation).

Figure 5.5 A shows the binuclear metal binding site identified by Zhang et al.

[241, 263], of which M1 is believed to be the most important for metal transport.

Figure 5.5 B shows the positions of these metal binding sites relative to the

hZIP14 homology model, and the key residues predicted to play a role in metal

transport in TMs 4 and 5 [13, 263]. The metal transport motif of ZIPs 8 and

14 (EEXPHEXGD) differs from the rest of the LIV-1 family (HEXPHEXGD) [13].

This replacement of histidine with glutamate has been predicted to explain the

ability of hZIP14 and hZIP8 to transport manganese and iron, in addition to zinc

and cadmium [11, 13]. The position of E376 in the hZIP14 homology model is

consistent with this prediction, due to its position in the M1 metal-binding site.

It was therefore decided to mutate this residue to histidine to test the effect on
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hZIP14 iron transport. The designed mutations are summarised in table 5.1.

Figure 5.5: The BbZIP binuclear metal binding site is maintained in the hZIP14 TMD

homology model. M1 and M2 binding sites and key residues are indicated; TM helices are

coloured from the N-terminus to the C-terminus in blue to red. A: The binuclear metal binding

site of BbZIP. B: The predicted binuclear metal binding site of hZIP14 in the homology model.

5.1.3 Experiments on Designed hZIP14 Mutants

The mutations designed to test the homology models, and functional aspects

of hZIP14 predicted by the homology models, range from fairly obvious

mutations at positions whose importance could have been predicted from

multiple sequence alignments, to more speculative mutations based entirely

on the structure, though conservation was considered, in order to increase the

likelihood of identifying important amino acid interactions. The designed hZIP14

mutations were tested using methods developed in Chapter 3, in order to better

understand hZIP14 function. Successful expression was confirmed by SDS-

PAGE analysis and immunofluorescence microscopy. hZIP14 mutants were

tested by differential staining and flow cytometry, and then selected mutations

were used to create stable monoclonal cell lines for measurements of iron

uptake.
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Table 5.1: Summary of mutations designed based on the hZIP14 homology model and the

rationale for each.

Test accuracy of ECD homology model

Mimics the effect of the F98V mutation. L62A

Inhibits dimerisation of the ECD

Introduces a negative charge(s) to the dimerisa-
tion interface of each monomer.

L69D, L69D;L125D

Introduces a negative charge(s) to the dimeri-
sation interface of each monomer, and prevents
the formation of a disulphide bridge linking the
monomers.

C118D

Removes the entire ECD (signal sequence left
intact).

∆40-130 (A & B)

Test accuracy of the TMD homology model

Introduces a larger amino acid into a tightly
packed space.

A354L

Compensates for the A354L mutation by introduc-
ing a smaller amino acid.

A354L;L206A

Introduces a negative charge to repel E209. Q365E

Compensates for the Q365E mutation by remov-
ing a negative charge, replacing a glutamine.

Q365E;E209Q

Test importance of E376 in solute selectivity

Changes the metal transport motif to match other
members of the LIV-1 family.

E376H

5.1.4 Co-evolution Analysis of the TMD Homology Model

In order to further investigate the accuracy of the TMD homology model, co-

evolution analysis of hZIP14 was undertaken. Functionally important regions

of proteins can often be identified by strong sequence conservation between

species. However, a protein’s tertiary structure shows greater conservation

during evolution than a protein’s sequence [269]; in the face of random

228



Chapter 5

mutations over time, protein structures are maintained due to positive selection

for compensatory mutations in affected positions [270]. In this way, amino

acids co-evolve with other amino acids that are nearby in the three-dimensional

structure; algorithms have been developed that assess large multiple sequence

alignments for co-evolving pairs of amino acids, in order to predict contacts.

There are several caveats to consider, the major issue being the difficulty in

distinguishing between pairs of amino acids that have genuinely co-evolved,

and pairs of amino acids that share a contact, resulting in the appearance of

co-evolution [270]. Despite this consideration, patterns of co-evolving amino

acids allow me to compare predicted contacts to residue proximities in the

homology model, in order to assess its accuracy. The combination of the

experimental results with the co-evolution analysis was used to come to a

deeper understanding of the the structure-function relationship of hZIP14.

5.2 Results

In the previous chapter, models of the extracellular and transmembrane

domains of hZIP14 were created, based on the crystal structures of homologous

proteins. Based on these models, a number of mutations were designed to test

three aspects of the model: dimerisation of the extracellular domain, interactions

between helices of the transmembrane-domain, and the solute specificity of the

protein. In this chapter, these mutants will be experimentally characterised,

and the transmembrane model will be subjected to co-evolution analysis, in

order to assess the accuracy of the models, and their fitness for explaining the

mechanisms underpinning the effects of the disease-causing mutations.
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5.2.1 Creation of Plasmids for Functional Analysis of

Designed Mutations

As discussed in section 2.1.1, the point mutations listed in table 5.2 were

introduced into the pIRESneo2 plasmid encoding wild-type human ZIP14,

isoform A (Q15043-1 [208]), with a C-terminal hemagglutinin tag (hZIP14 A-

HA).

Table 5.2: Designed mutations and locations. Mutations to be studied, based on the

predicted structure of hZIP14.

Designed Mutations Location

∆40-130 (A & B) Removal of N-terminal extracellular domain

L62A N-terminal extracellular domain

L69D, L69D;L125D,
C118D

N-terminal extracellular domain (dimerisation
interface)

A354L Transmembrane domain, helix 4

A354L;L206A Transmembrane domain, interaction between
helices 4 and 2

Q365E, E376H Transmembrane domain, helix 5

Q365E;E209Q Transmembrane domain, interaction between
helices 5 and 2

The ∆40-130 mutations were made on pIRESneo2 plasmids encoding A and

B isoforms of hZIP14-HA. The other mutations were introduced into the wild-

type hZIP14 A-HA sequence; the A354L;L206A plasmid was made using site-

directed mutagenesis of the A354L hZIP14 A-HA plasmid, likewise for the

Q365E;E209Q plasmid and the Q365E hZIP14 A-HA plasmid. Plasmids were

sequenced to ensure that the mutations were correct, and that no further

mutations had been introduced.

The designed mutations were based on the homology models whose
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development is described in section 4.2. For the N-terminal extracellular domain

(ECD), the mutations aimed to remove the ECD (∆40-130 - the first 39 amino

acids were retained to prevent the loss of the signal sequence), to disrupt its

folding (L62A), or to inhibit its dimerisation (C118D, L69D and L69D;L125D).

For the transmembrane domain (TMD), the mutations were chosen to test

the accuracy of the homology model by introducing deleterious mutations in

conserved positions (A354L and Q365E), and then introducing compensatory

mutations (A354L;L206A and Q365E;E209Q). In addition, the expanded solute

profile of ZIP14 and ZIP8 relative to the rest of the LIV-1 family, is believed to

be in large part due to E376. LIV-1 proteins contain a conserved HEXPHEXGD

motif, and are not known to have physiological roles in the transport of iron or

manganese [11]. The ability of ZIP14 and ZIP8 to transport manganese and iron

in addition to zinc, is believed to be due to glutamate (E376 in human ZIP14)

replacing the first histidine in this motif. The E376H mutation was designed to

test this assertion.

5.2.2 Designed hZIP14-HA N-terminal Extracellular Domain

Mutants Can Be Expressed in HeLa Cells

HeLa cells were transiently transfected with plasmids encoding the N-terminal

hZIP14 A-HA designed mutants and the ∆40-130 (∆ECD) hZIP14-HA mutants.

Protein was extracted and analysed by SDS-PAGE electrophoresis and western

blot (figure 5.6).

All mutants were expressed, with bands in the expected size ranges. hZIP14

is known to be glycosylated at three positions on the ECD, which introduces

variability into the final size of the protein. Due to this glycosylation, the C118D,

L62A, L69D and L69D;L125D mutants were all expected to vary in size, from
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Figure 5.6: N-terminal designed hZIP14 A-HA mutants were expressed in HeLa cells.

HeLa cells were transiently transfected with plasmids encoding hZIP14-HA variants, or mock-

transfected. At 48 hours, transfected cells were lysed and the lysates (25 µg of protein) were

analysed by SDS-PAGE (8% polyacrylamide) and western blotting, for hZIP14-HA (top panel)

and calreticulin (bottom panel). Arrows indicate the positions of higher molecular mass bands

seen.

a minimum of approximately ∼52 kDa; all had bands at approximately 58 kDa.

The ∆ECD mutants had bands slightly below 46 kDa, the predicted molecular

masses are ∼40 kDa. Regarding the two higher molecular mass bands seen

in the wild-type hZIP14 A-HA, these bands were not seen for the L62A, L69D

or ∆ECD mutants, in multiple western blots. For the C118D and L69D;L125D

mutants, the ∼180 kDa molecular mass band was repeatedly observed, though
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it was consistently fainter for the L69D;L125D than for the C118D mutant. The

higher molecular mass bands may represent oligomers of hZIP14-HA, in which

case, their absence would suggest that these mutations alter protein-protein

interactions.

The L62A mutation was intended to disrupt the structure of the ECD monomer,

while the L69D mutant and the L69D;L125D double mutant were both designed

to disrupt hydrophobic interactions between the ECD monomers, and predicted

to have similar effects. Surprisingly, the bands of the L69D mutant were more

similar to those of the L62A mutant than the L69D;L125D double mutant; the

size ranges of the bands for L62A and L69D were apparently identical, while

the L69D;L125D bands were more like those of C118D.

The ∆ECD mutants resulted in a range of bands; unlike the size ranges of

bands for the other mutants which extend above the expected sizes (due to

glycosylation increasing the molecular mass of the protein), the size range

of the ∆ECD mutants extends to below its expected size. As these mutants

are lacking the extracellular domain, they are not expected to be glycosylated,

and not expected to have increased molecular masses. The additional lower

molecular mass bands may be ∆ECD mutants that are only partially denatured,

or in various stages of degradation.

The L62A mutation was predicted to mimic the effect of the F98V mutation,

disrupting conserved interactions at the heart of the extracellular domain. For

comparison, the L62A hZIP14 A-HA protein was also analysed by Western blot

alongside the N-terminal disease-causing mutants (figure 5.7). The pattern of

bands was most similar to the F98V mutant, in that the ∼52 kDa bands were

very similar, and both proteins did not have either of the higher molecular mass

bands seen for the wild-type protein, which were faintly visible for the S104I and

R128W mutants.
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Figure 5.7: Comparison of the L62A mutant with the N-terminal disease-causing

mutations. HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA

variants, or mock-transfected. At 48 hours, transfected cells were lysed and the lysates (25 µg of

protein) were analysed by SDS-PAGE (8% polyacrylamide) and western blotting, for hZIP14 A-

HA (top panel) and calreticulin (bottom panel). Arrows indicate the positions of higher molecular

mass bands seen. The pattern of bands displayed for the L62A mutant most closely matches

that of the F98V mutant, relative to the other N-terminal disease-causing mutants.

5.2.2.1 Cellular Distribution of hZIP14-HA is Altered by the Designed

Extracellular Domain Mutations

In section 3.2.5, disease-causing mutations involving the extracellular domain

(ECD) caused hZIP14-HA protein to be retained in the endoplasmic reticulum.

To see if this was the case for the designed mutations in the ECD, HeLa cells
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were transiently transfected with plasmids encoding the N-terminal hZIP14 A-

HA designed mutants and the ∆40-130 (∆ECD) hZIP14-HA mutants. Cells

were seeded onto coverslips and stained for hZIP14-HA variants. For each of

the N-terminal mutants, cellular distribution varied, seemingly dependant on the

level of expression (figures 5.8 and 5.9).

Figure 5.8 shows cells where the cellular distributions of the N-terminal mutants

differed from the wild-type hZIP14 A-HA. In these images, the L62A, L69D,

L69D;L125D and C118D mutants are not visible at the plasma membrane.

They show an intracellular pattern resembling that of the N-terminal disease-

causing mutants and calreticulin, with increased levels of the mutant hZIP14 A-

HA proteins around the nucleus and in a reticular pattern (figures 3.13, 3.16

and 3.17). The ∆ECD mutants were slightly different, often seen with little or

no protein at the membrane, bright intracellular puncta resembling wild-type

hZIP14-HA, and as well as a bright line around the nucleus, similar to the N-

terminal disease-causing mutants, an additional bright region of high intensity

next to the nucleus, an aggregation of mutant hZIP14-HA. These localisation

patterns were seen in cells that stained less brightly, and required higher

exposure times in order to obtain clear images of the cells, indicating lower

levels of expression of hZIP14-HA.

On the other hand, figure 5.9 shows images of cells expressing the same

mutants, which more closely resemble wild-type hZIP14-HA. The ∆ECD

mutants both look indistinguishable from wild-type, while the L62A, L69D,

L69D;L125D and C118D mutants pictured are present at the cell membrane,

have bright intracellular puncta, though they typically still had increased

amounts surrounding the nucleus. These distributions were seen in cells that

had stained more brightly, and required short exposure times, suggesting much

higher levels of expression.
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Figure 5.8: Effects of N-terminal designed mutations on cellular distribution of hZIP14-

HA. HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA variants, or

mock-transfected; ∆ECD refers to the removal of the ECD, amino acids 40-130. Transfectants

were seeded onto coverslips and stained with mouse anti-HA antibody, followed by anti-mouse

Alexa Fluor 488. Coverslips were viewed by immunofluorescence microscopy.

The L62A mutation was predicted to mimic the effect of the F98V mutation, and

has shown the same range of cellular distributions, appearing to be retained

in the endoplasmic reticulum, but also localising to the cell surface in some
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Figure 5.9: Effects of N-terminal designed mutations on cellular distribution of hZIP14-

HA are diminished at high levels of expression. HeLa cells were transiently transfected with

plasmids encoding hZIP14 A-HA variants, or mock-transfected; ∆ECD refers to the removal

of the ECD, amino acids 40-130. Transfectants were seeded onto coverslips and stained with

mouse anti-HA antibody, followed by anti-mouse Alexa Fluor 488. Coverslips were viewed by

immunofluorescence microscopy.

cells. It should be noted that immunofluorescence microscopy shows no clear

differences between F98V and the other N-terminal disease-causing mutations,
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S104I and R128W (figure 3.13).

The C118D, L69D and L69D;L125D mutations were all predicted to decrease

dimerisation of the extracellular domains without affecting the structure of

the monomer itself, and seem to have had similar effects to the disease-

causing N-terminal domain mutations on the cellular localisation of hZIP14 A-

HA; each of these mutants showed endoplasmic reticulum-like distributions at

lower expression levels and at higher expression levels (as approximated by

immunofluorescence microscopy), the distributions were more similar to wild-

type. The appearance of the ∆ECD mutants, was surprisingly different from

all the other N-terminal mutations, aggregating next to the nucleus. While a

quantitative study of the differences in trafficking between these mutants is

more suited to flow cytometry, immunofluorescence microscopy reveals that

a mutation predicted to disrupt the structure of the ECD has a similar effect

to mutations predicted to inhibit ECD dimerisation, and that removal of the

extracellular domain has additional effects on hZIP14-HA trafficking, while still

allowing wild-type-like distributions at high expression levels.

5.2.2.2 Effect of Expression on Surface Levels of Designed hZIP14-HA

N-terminal ECD Mutants

Immunofluorescence microscopy of these mutants (figures 5.9 and 5.8) showed

variability in cellular distributions, including differences in trafficking to the cell

surface. Immunofluorescence microscopy resulted in similar findings for the N-

terminal disease-causing mutants (figure 3.29), and flow cytometry was able

to reveal a dependence of cell surface localisation on expression levels that

differed between the wild-type and the disease-causing ECD mutants (figure

3.36). The sigmoidal distributions observed were hypothesized to be caused

by decreased binding between the ECD monomers, resulting in decreased cell
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surface localisation of the hZIP14 A-HA proteins.

The designed ECD mutations (L62A, L69D, L69D;L125D, and the ∆ECD

mutations) are all predicted to impact dimerisation of hZIP14-HA, resulting in

similar sigmoidal relationships between surface and interior hZIP14-HA protein.

These mutants were all tested by flow cytometry, to characterise the relationship

between expression levels and cell surface localisation of these mutants.

HeLa cells were transiently transfected with plasmids encoding hZIP14 A-HA

with mutations designed to disrupt dimerisation of the extracellular domain, and

differentially stained for surface and intracellular hZIP14-HA, as described in

section 3.2.7.

The C118D, L69D and L69D;L125D mutations all displayed a sigmoidal

relationship between internal and surface levels of hZIP14 A-HA, unlike the

hyperbolic relationship observed for wild-type hZIP14 A-HA (figure 5.10). The

relationship between internal and surface levels of hZIP14 A-HA for L69D was

indistinguishable from that of L69D;L125D. The pattern for C118D showed

small but consistent differences; at low levels of expression, the gradient

was steeper and at a higher offset (closer to wild-type) than the L69D and

L69D;L125D mutants, and the increase in gradient occurred at a lower level

of interior hZIP14 A-HA protein. Taken together, this suggests that lower levels

of expression are required for the C118D mutant to localise to the cell surface,

compared to the L69D and L69D;L125D mutants. In addition, differences in the

proportions of cells with high amounts of hZIP14 A-HA protein at the cell surface

were also consistently seen between the mutants. HeLa cells transfected

with C118D mutant had the largest proportion of cells with high amounts of

hZIP14 A-HA C118D on the surface, followed by the L69D;L125D mutant. For

cells transfected with the L69D mutant, only a small proportion of cells had high

levels of L69D hZIP14 A-HA at the surface.
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The L62A mutation, which was designed to disrupt the structure of the ECD

similarly to F98V, showed the same type of sigmoidal relationship between

interior and surface levels of protein as seen in the N-terminal disease-causing

mutations (figures 5.11 and 3.36), F98V is pictured here for comparison. The

effects of the dimerisation mutants are very similar to those of the other ECD

mutations, disease-causing or designed, in that they decrease trafficking to the

cell surface at low concentrations. One interpretation is that the primary purpose

of the extracellular domain is to enhance trafficking to the surface of the cell, in

a dimerisation-dependent manner.

The behaviour of the ∆ECD mutants contradicts this interpretation, as they were

both able to traffic to the cell surface (figure 5.11). At moderate expression

levels, the ∆ECD hZIP14 A-HA mutant trafficked to the cell surface more

effectively than the dimerisation mutants (figure 5.10), and at high expression

levels, more effectively than wild-type hZIP14 A-HA. At low expression levels,

the interpretation is more complex. The lower left area of the density plot

corresponds to the lowest expression levels; increasing expression at this

point creates a diagonal pattern trending to the upper right, indicating that a

proportion of the additional protein is being directed to the cell membrane. This

trend stops abruptly, and further increases in expression are represented at

the middle left of the density plot. A horizontal shift to the far left indicates an

abrupt increase in the proportion of protein at the surface at this slightly higher

level of expression. From this expression level onwards, ∆ECD hZIP14 A-HA

behaves very much like wild-type hZIP14 A-HA, trending towards slightly higher

amounts of protein at the surface for a given expression level. ∆ECD hZIP14 B-

HA had similar results to the A isoform, but with even higher proportions at the

cell surface, across all levels of expression.

The results for the ∆ECD and dimerisation mutants indicate that the ECD is not
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essential for trafficking to the cell surface, but when present, levels at the cell

surface are decreased by mutations that prevent dimerisation of this domain.

241



Chapter 5

Figure 5.10: Effect of dimerisation mutations on cell surface levels of hZIP14 A-HA

relative to internal levels. HeLa cells were transiently transfected with plasmids encoding

hZIP14 A-HA variants predicted to disrupt the dimerisation interface of the extracellular domain

(C118D, L69D and L69D;L125D), or mock-transfected. Transfectants in suspension were

incubated with mouse anti-HA, then anti-mouse Alexa Fluor 647 antibody, in non-permeabilising

conditions. Cells were then fixed and permeabilised, then incubated with rat anti-HA, then

anti-rat Alexa Fluor 488 antibody. Cell readings were taken in the FL-1 and FL-4 channels of

a BD AccuriTM C6 flow cytometer. Density plots show results for transfected cells, and are

representative of three independent experiments. The horizontal line demarcates background

surface fluorescence observed in mock-transfected cells; the solid black line represents wild-

type hZIP14 A-HA MFIs.
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Figure 5.11: Effect of designed ECD mutations on cell surface levels of hZIP14-HA

relative to internal levels. HeLa cells were transiently transfected with plasmids encoding

hZIP14-HA variants predicted to remove or damage the structure of the extracellular domain,

or mock-transfected. Transfectants in suspension were incubated with mouse anti-HA, then

anti-mouse Alexa Fluor 647 antibody, in non-permeabilising conditions. Cells were then fixed

and permeabilised, then incubated with rat anti-HA, then anti-rat Alexa Fluor 488 antibody.

Cell readings were taken in the FL-1 and FL-4 channels of a BD AccuriTM C6 flow cytometer.

Density plots show results for transfected cells, and are representative of three independent

experiments. The horizontal line demarcates background surface fluorescence observed in

mock-transfected cells; the solid black line represents wild-type hZIP14 A-HA MFIs.
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5.2.2.3 Creation of A Stable Monoclonal Cell Line Expressing

L69D;L125D hZIP14 A-HA

To test the importance of dimerisation on iron uptake function, the L69D;L125D

mutant was selected for further study - it appeared to have a greater impact

on dimerisation than the C118D mutation, but was more able to traffic to the

surface than the L69D mutant.

Stable cell lines were created, as described in section 2.1.2.1, and the line with

the highest expression was retained. Figure 5.12 shows the total expression

level of the L69D;L125D hZIP14 A-HA relative to the wild-type monoclonal cell

line. Iron uptake results are discussed in section 5.2.4.

Figure 5.12: Expression of wild-type and L69D;L125D hZIP14 A-HA by monoclonal cell

lines. HeLa cells were transfected with a pIRESneo2 plasmid encoding L69D;L125D hZIP14 A-

HA, or mock transfected. Cells were treated with G418 to select for cells that had incorporated

neomycin resistance, and monoclonal cell lines cultivated from the survivors. Samples of the

cell lines were permeabilised, fixed and then stained for analysis by flow cytometry; the cell

line with the highest expression of L69D;L125D hZIP14 A-HA was chosen. For each cell line,

n=3. Error bars represent the standard deviation; different letters represent means that are

significantly different from each other (one-way ANOVA with Tukey-Kramer post-hoc analysis, P

< 0.05).
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5.2.3 Designed hZIP14 A-HA Transmembrane Domain

Mutants Can Be Expressed in HeLa Cells

Designed mutations in the transmembrane domain (TMD) were intended to

test the validity of the TMD homology model, based on the B. bronchiseptica

ZIP14 crystal structure (PDB ID:5TSA). Two pairs of conserved amino acids

(E209 and Q365, and L206 and A354), predicted to interact based on the

homology model, were chosen for testing. One amino acid of each pair was

mutated to the other amino acid (Q365E and A354L) in order to disrupt the

interaction between the two residues. Mutating Q365 to a glutamate should

result in two negative charges (Q365E and E209) positioned in close proximity,

and potentially repelling each other rather than interacting. Mutating A354 to

the larger leucine residue, should clash with L206, disrupting the structure of

hZIP14 in this region. The other amino acid was then mutated to its partner

(Q365E;E209Q and A354L;L206A) - these double-mutants were predicted to

revert to wild-type behaviour, as the double-mutations should replicate the

conserved interactions. These mutations were expected to primarily affect metal

uptake function rather than trafficking, though effects on trafficking were still a

possibility, especially if overall protein stability was altered.

The E376H mutation was expected to decrease iron uptake function, and not

to impact protein stability or trafficking. hZIP14 is a member of the zinc-

transporting LIV-1 family, most of which contain a conserved HEXPHEXGD

believed to be essential for zinc transport and solute specificity. ZIP14 and

ZIP8 differ from other members of the LIV-1 family in their ability to transport

iron, manganese and cadmium, in addition to zinc. The ability to transport

these additional metals is believed to be a result of a difference in the metal-

transporting motif, i.e., the glutamate residue in place of the initial histidine of

245



Chapter 5

the motif [13]. The E376H mutation reverts the motif back to the form seen in

the other members of the LIV-1 family, and was created to test the effect of this

residue on solute specificity of hZIP14.

In order to check whether the designed TMD mutants could be successfully

expressed in HeLa cells, HeLa cells were transiently transfected with plasmids

encoding the designed TMD hZIP14 A-HA mutants, and the protein was

extracted and analysed by SDS-PAGE electrophoresis and western blotting

(figure 5.13).

Figure 5.13: Western blot analysis of transmembrane domain designed mutations. HeLa

cells were transiently transfected with plasmids encoding hZIP14 A-HA variants, or mock

transfected. Transfected cells were lysed and the lysates (40 µg of protein) were analysed by

SDS-PAGE (8% polyacrylamide) and western blotting, for hZIP14-HA (top panel) and calreticulin

(Cal). Arrows indicate the positions of higher molecular mass bands seen.

All designed TMD mutants were expressed, with bands in the expected size

ranges. Each mutant had a pattern of bands identical to wild-type hZIP14 A-

HA, including the two higher molecular mass bands, with the brightness varying
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according to the efficiency of the transfection. These results give no indication

that the mutations had any impact on the structure or glycosylation of hZIP14 A-

HA. This is in contrast to the disease-causing TMD mutations, which did alter

the band patterns of the mutants, relative to the wild-type (figure 3.7).

5.2.3.1 The Designed TMD Mutations Did Not Alter Cellular Distribution

of hZIP14 A-HA

In order to determine if the designed TMD mutations altered cellular localisation

of hZIP14-HA, HeLa cells were transiently transfected with the designed TMD

mutations and examined by immunofluorescence microscopy. The images

showed that cellular distributions of the mutants could not be distinguished from

that of wild-type hZIP14 A-HA; the mutants were seen on intracellular puncta,

and at the cell membrane. As expected of the designed TMD hZIP14 A-HA

mutants, there were no indications of retention in the endoplasmic reticulum, or

failure to localise at the cell surface (figure 5.14).
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Figure 5.14: Effects of TMD designed mutations on cellular distribution of hZIP14 A-HA.

HeLa cells were transiently transfected with plasmids encoding HA-tagged ZIP14 variants,

or mock-transfected. Transfectants were seeded onto coverslips and stained with mouse

anti-HA antibody, followed by anti-mouse Alexa Fluor 488. Coverslips were viewed by

immunofluorescence microscopy.

5.2.3.2 The Designed TMD hZIP14 A-HA Mutations Had Subtle Effects

on Cell Surface Expression

The designed TMD hZIP14 A-HA mutations were not expected to significantly

affect the cellular localisation of the protein, and immunofluorescence

microscopy did not detect any clear effects. However, differential staining

of transiently transfected cells can quantitatively identify subtle effects on
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expression of hZIP14-HA at the cell surface. To this end, HeLa cells were

transiently transfected with plasmids encoding the designed TMD hZIP14 A-HA

mutants, and differentially stained for intracellular and cell surface hZIP14 A-HA.

Figure 5.15 shows the relationships between internal and surface hZIP14 A-

HA protein for the designed mutations in the transmembrane region. The

E376H mutant displays less variation in cell surface levels than the wild-type;

the cell surface levels are higher than wild-type at low levels of expression, and

increase to a lesser extent as expression increases. A slight decrease in cell

surface levels was observed for cells with the highest amounts of interior E376H

hZIP14 A-HA, possibly caused by internalisation of the protein into the cell.

The relationship between interior and surface levels of the A354L hZIP14 A-

HA mutant was almost identical to that of wild-type hZIP14 A-HA. The only

consistent difference observed was the apparent internalisation of A354L

protein at high levels of expression. The A354L;L206A double-mutant did differ

from wild-type hZIP14 A-HA - rather than the hyperbolic curve observed for

wild-type, there was an approximately straight line relationship, and slightly

lower levels of A354L;L206A at the membrane than wild-type hZIP14 A-HA, for

a given level of internal hZIP14 A-HA.

The Q365E and Q365E;E209Q mutants both displayed near straight-line

relationships between the interior and cell surface levels of the proteins, similar

to the A354L;L206A double-mutant, but with higher levels of protein at the

surface, closely matching the wild-type levels.

The relationship for the A354L and E376H mutants is most similar to the

G383R mutant - a hyperbolic curve similar to that of wild-type, and then a slight

decrease in surface levels at the highest expression levels (figure 3.37).

All of the designed transmembrane domain mutations showed subtle effects on
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Figure 5.15: Effects of designed TMD mutations on cell surface levels of hZIP14 A-HA

relative to internal levels. HeLa cells were transiently transfected with plasmid encoding

hZIP14 A-HA variants, or mock-transfected. Transfectants in suspension were incubated with

mouse anti-HA, then anti-mouse Alexa Fluor 647 antibody, in non-permeabilising conditions.

Cells were then fixed and permeabilised, then incubated with rat anti-HA, then anti-rat Alexa

Fluor 488 antibody. Cell readings were taken in the FL-1 and FL-4 channels of a BD AccuriTM C6

flow cytometer. Density plots show results for transfected cells, and are representative of three

independent experiments. The horizontal line demarcates background surface fluorescence

observed in mock-transfected cells; the solid black line represents wild-type hZIP14 A-HA MFIs.

trafficking of hZIP14 A-HA to the surface, without preventing it, but none have

the sigmoidal relationship so typical of the ECD mutations.

5.2.3.3 Creation of Stable Monoclonal Cell Lines Expressing Q365E,

Q365E;E209Q and E376H hZIP14 A-HA

The designed TMD hZIP14 A-HA mutations were predicted to primarily affect

metal uptake function; the E376H mutant was specifically created in order

to study its impact on iron uptake. Of the paired mutants, the Q365E and

Q365E;E209Q mutants were chosen for iron uptake experiments, as their

trafficking behaviours appeared to be very similar to each other (figure 5.15).

Stable monoclonal cell lines for these mutants were created, as described

in section 2.1.2.1, and the cell lines with the highest expression levels were

retained for further experiments; expression levels are shown in figure 5.16.
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Figure 5.16: Expression of wild-type, Q365E, Q365E;E209Q hZIP14 A-HA by monoclonal

cell lines. HeLa cells were transfected with pIRESneo2 plasmids encoding Q365E and

Q365E;E209Q hZIP14 A-HA, or mock transfected. Cells were treated with G418 to select for

cells that had incorporated neomycin resistance, and monoclonal cell lines cultivated from the

survivors. Samples of the cell lines were permeabilised, fixed and then stained for analysis by

flow cytometry; the cell lines with the highest expression levels were chosen. For E376H, n=3;

for other cell lines, n=4. Error bars represent the standard deviation; different letters represent

means that are significantly different from each other (one-way ANOVA with Tukey-Kramer post-

hoc analysis, P < 0.05).

5.2.4 Iron Uptake by the Designed hZIP14 A-HA Mutants

In this section the impact of a subset of the designed mutations on iron

uptake was studied. Mutants in both the N-terminal ECD (L69D;L125D) and

the C-terminal TMD (Q365E, Q365E;E209Q and E376H) were used to create

monoclonal HeLa cell lines stably expressing these mutants (for expression

levels, see figures 5.12 and 5.16).

HeLa cells (the negative control) and monoclonal cell lines stably expressing

wild-type, L69D;L125D, Q365E, Q365E;E209Q and E376H hZIP14 A-HA were

incubated in 10µM FeSO4 labelled with 55Fe for 30 mins. Uptake of 55Fe was
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measured by liquid scintillation counting, and results were normalised to protein

concentration, measured by BCA assay.

Average uptake of iron by cells expressing the L69D;L125D and E376H mutants

was very similar to that of HeLa cells, the negative control (figure 5.17);

expression of these mutants made little or no difference to the iron uptake

capacity of the HeLa cells expressing them. Iron uptake by cells expressing

the Q365E mutant was consistently higher than cells expressing wild-type

hZIP14 A-HA, while uptake by cells expressing the Q365E;E209Q mutant

(meant to undo the effect of the Q365E mutation) was on average similar to

cells expressing wild-type hZIP14 A-HA (figure 5.17).

Figure 5.17: Iron uptake by monoclonal cell lines expressing designed mutants of

hZIP14 A-HA. HeLa and HeLa cell lines expressing hZIP14 A-HA, wild-type and designed

mutants, were incubated in 10 µM FeSO4 labelled with 55Fe. 55Fe uptake was measured by

liquid scintillation counting, and protein concentration by BCA assay. Data points represent

averages of triplicates, coloured points represent three separate experiments. Error bars

represent the standard deviation; different letters represent means that are significantly different

from each other (one-way ANOVA with Tukey-Kramer post-hoc analysis, P < 0.05).
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Surface Levels of Designed Mutants In the Monoclonal Cell Lines Clarify

Effects on Iron Uptake

Flow cytometry was used to assess the levels of the designed hZIP14 A-HA

mutants at the cell surface (monoclonal stable cell lines), in order to determine

if this could explain differences in iron uptake between cell lines (figure 5.18). In

the L69D;L125D stable cell line, the L69D;L125D mutant was not detectable at

the cell surface, explaining the lack of iron uptake by this mutant.

Figure 5.18: Relative iron uptake compared to relative surface levels of designed

hZIP14 A-HA mutants. Relative iron uptake and surface levels of hZIP14 A-HA variants

normalized relative to HeLa at 0 and WT at 1, for each experiment.

The E376H mutant, which similarly failed to increase iron uptake by HeLa cells,

was expressed at the cell surface. The levels of E376H at the cell surface were

low relative to levels of wild-type hZIP14 A-HA in the wild-type cell line, but

iron uptake was even lower, indicating that E376 is an important residue for the

ability of hZIP14 to transport iron.

Surface levels of the Q365E hZIP14 A-HA mutant were relatively lower

than the levels of wild-type hZIP14 A-HA, and yet iron uptake was much
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higher. Therefore the Q365E mutation enhanced iron uptake. Similarly, the

Q365E;E209Q double mutation, meant to revert to wild-type behaviour, also

enhanced iron uptake function. While the Q365E;E209Q double mutant took

up, on average, a similar amount of iron to the wild-type cell line, cell surface

levels were approximately a third of the wild-type cell line. In fact, both Q365E

and its corresponding double mutant took up ∼ 3.5 times more iron than the

wild-type hZIP14 A-HA, when accounting for cell surface levels. Therefore, the

E209Q mutation did not undo the effect of the Q365E mutation.

Cell surface levels of the designed hZIP14 A-HA mutants showed that the failure

of the L69D;L125D mutant to increase iron uptake can be explained by its

absence at the cell surface. Taking cell surface levels into account also reveals

that the E376H mutation decreases the ability of hZIP14 A-HA to transport iron,

and that iron uptake by the Q365E and Q365E;E209Q mutants is, surprisingly,

increased by approximately the same amount.

Cell Surface Localisation of Designed hZIP14 A-HA Mutants in Mono-

clonal Stably-Transfected Cell Lines

For figures 5.10, 5.11 and 5.15, HeLa cells were transiently transfected

with hZIP14 A-HA mutants, and differentially stained for interior and surface

hZIP14 A-HA. Those results showed that certain mutants were, on average,

localised at the cell membrane, in greater (E376H), similar (Q365E and

Q365E;E209Q) or lesser (L69D;L125D) proportions than wild-type hZIP14 A-

HA.

The results for the transiently transfected cells cannot be directly compared

to those shown in figure 5.19, where stably-transfected monoclonal cell lines

were stained for surface and total (rather than interior) levels of hZIP14 A-HA

mutants. However, there are important differences that should be mentioned.
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Although the transiently transfected L69D;L125D mutant localised to the cell

surface at lower levels than wild-type hZIP14 A-HA, it was detectable on the

surface across the range of expression levels; in the stably-expressing cell lines,

none was detected at the cell surface at all (figures 5.10 and 5.19).

Figure 5.19: Comparison of relative total and surface levels of designed hZIP14 A-HA

mutants. Surface and total levels of hZIP14 A-HA variants were normalized relative to HeLa at

0 and WT at 1, for each experiment.

Transiently transfected Q365E and Q365E;E209Q mutants localised to the cell

surface in similar proportions to wild-type hZIP14 A-HA, and yet in the stable

cell lines, cell surface levels were relatively low (figures 5.15 and 5.19).

The behaviour of E376H was more consistent, with surface levels that were

slightly higher than wild-type, relative to interior or total expression, in the

transiently and stably transfected cells, respectively (figures 5.15 and 5.19).

These results suggest that long-term regulation of hZIP14 A-HA trafficking may

be occurring, and that the hZIP14 A-HA mutations alter this regulation.
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5.2.5 Co-evolution Analysis of the hZIP14 A-HA

Transmembrane Domain Homology Model

Based on the hZIP14 homology model, the A354L and Q365E mutations

were predicted to be deleterious, and the double mutations (A354L;L206A and

Q365E;E209Q) were predicted to cause a reversion to wild-type behaviour. The

results of experiments on these mutants did not support the transmembrane

homology model, in that the double mutants did not behave more like wild-

type hZIP14 A-HA than the single mutants. A354L had little effect on relative

proportions of protein localising at the cell surface, while the A354L;L206A

mutant did differ from wild-type in this regard (figure 5.15). The Q365E and

Q365E;E209Q mutations were very similar to each other, both in the proportions

localising to the cell membrane at different levels of expression (figure 5.15), and

in their rate of iron uptake relative to the expression of each mutant at the cell

surface (figure 5.18).

An alternative method for assessing the accuracy of a protein structure is to

use multiple sequence alignments to identify co-varying amino acid positions;

covariance in amino acids is believed to reflect the preservation of key

interactions between the side-chains of amino acids throughout evolution. Pairs

of co-evolving amino acids, though perhaps distant according to the protein

sequence, are likely to have close proximity in the fully folded protein. In order

to carry out co-evolution analysis, the hZIP14 sequence was submitted to the

PSIPRED DeepMetaPSICOV [271] and the OpenSEQ GREMLIN [272] servers.

Each of these servers compiles its own multiple sequence alignment; the latter

server was only able to carry out an analysis on the transmembrane region

of hZIP14, excluding the majority of the TM3-4 intracellular loop (amino acid

residues 258-320), due to greater requirements for variation in the multiple
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sequence alignment.

Figure 5.20 is a distance matrix for the hZIP14 homology model; regions

not based on the original Bordetella bronchiseptica crystal structure are not

included, or amino acids less than 4 residues away in the protein sequence.

The diagonal stretches of dots represent regions of alpha helices that are

positioned next to each other. Figure 5.21 shows the results of co-evolution

analysis of hZIP14, from both servers. The patterns are very similar, signifying

an agreement on the overall structure of hZIP14.
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Figure 5.20: Distance matrix of the hZIP14 homology model. Points represent amino acid

positions with β-carbons (α-carbons for glycine) less than 10 Å apart, in the hZIP14 homology

model. Distances for amino acids less than 4 residues apart, and the TM 3-4 and TM 7-8 loops

are not included. The distance matrix reflects the three-dimensional arrangement of the amino

acids.
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Figure 5.21: Co-evolution matrices for hZIP14 agree on protein structure. Co-evolution

matrices produced by the GREMLIN and DeepMetaPSICOV web-servers for hZIP14. Co-

evolution signals are a predictor of proximity between amino acids in the three-dimensional

structure, and the strength of the signal predicts the importance of the amino acid interactions

to protein structure and/or function.
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5.2.5.1 Agreement Between the Co-evolution Data and the Homology

Model

Overlays of the co-evolution data onto the distance matrix of the hZIP14

homology model show the extent to which the co-evolution data agree with

the homology model (figure 5.22). The majority of helical interactions in the

model are clearly represented in the data from both servers, though the exact

amino acid pairs differ. The strongest co-evolution signals cover the interactions

between TMs 1, 4, 5 and 6 (all combinations).

As an illustrative example, figure 5.23 shows how the co-evolution predictions

map onto the homology model, regarding the interactions of TM 1. The

combined analyses of the DeepMetaPSICOV and GREMLIN web-servers

predict interactions between the N-terminus of TM 1 and the C-terminus of TM

4, and interactions between the full-length of TM 1 and both TMs 5 and 6. In

addition, the predictions support the relative orientations of these helices, as

the amino acid pairs predicted to co-evolve typically line the sides of the alpha

helices that face each other.

The entire homology model (transmembrane domain) is supported, to some

extent, by the co-evolution data, with three exceptions that will be discussed

further in section 5.2.5.2. For more detailed information on the interactions of

each transmembrane domain helix, see appendix D.4.

The co-evolution analyses provided by the DeepMetaPSICOV and GREMLIN

web-servers strongly support the majority of interactions in the homology model,

both in terms of the overall organisation of the alpha helices, and their relative

orientations.
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Figure 5.22: Overlaid distance and co-evolution matrices for hZIP14. Co-evolution matrices

from the GREMLIN (lower-left) and DeepMetaPSICOV (upper-right) analyses of hZIP14 were

overlaid onto the hZIP14 homology model distance matrix. The overlap shows areas of

agreement between the co-evolution data and the homology model.

5.2.5.2 Disagreement Between the Co-evolution Data and the Homology

Model

Despite the general agreement between the co-evolution data and the hZIP14

homology model, there are three predictions from the co-evolution data that are
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Figure 5.23: Co-evolution data support interactions of TM 1. Left panel: Segments of

the hZIP14 homology model; lines join the α-carbons of amino acid pairs predicted to co-

evolve according to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines,

orange lines, or white lines, respectively - see key in lower left panel). White arrows show

the direction from the N-terminus to the C-terminus of each TM helix. Right panel: Overlay of

co-evolution data (from the DeepMetaPSICOV (DMP) or GREMLIN servers) and the hZIP14

homology model distance matrix for interactions between TM 1 and TMs 4, 5 and 6.

not found in the homology model. Both co-evolution analyses of hZIP14 predict

a series of interactions between amino acids after the C-terminal end of TM 7

(according to the homology model) and other TM helices. In addition, some

predictions from the co-evolution data suggest that certain helices are vertically

shifted relative to others. Finally, there is strong support for interactions between

TMs 3 and 8, in both the DeepMetaPSICOV and GREMLIN analyses, which are

not found in the homology model.

Co-evolution Data Suggests a C-terminal Extension of the TM 7 α-Helix

The co-evolution data support the homology model, regarding interactions

between TM 7 and TMs 2, 3, 4, 5, 6 and 8 (see residues 422 to 441 in figure
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5.22, or appendix D.4 for more detail). However, the predicted diagonal pattern

of interactions extends beyond the point at which TM 7 ends in the homology

model, for interactions with TMs 2, 4 and 8 (figure 5.24).

Figure 5.24: Co-evolution data predict an extension of the TM 7 helix at the C-terminal

end. Left panel: Overlay of the DeepMetaPSICOV co-evolution data and the hZIP14 homology

model distance matrix for interactions between TM 7 and TMs 2, 3, 4 and 8. Right panel: TMs

2, 3, 4, 7 and 8, and intracellular TM 3-4 and 7-8 loops, of the hZIP14 homology model.

According to the homology model, the N-terminus of TM 7 does not make

contact with TM 8; TMs 7 and 8 are not close, and both TMs 2 and 3 come

in between them (figure 5.24, right panel) - this does not contradict the co-

evolution data. The C-terminal end of TM 7 protrudes between TMs 2 and 3,

getting progressively closer to TM 8, but ending before the two helices can make

contact. The co-evolution data suggest that TM 7 continues beyond this point,

extending its contacts along the length of the N-terminal end of TM 2, slightly

extending contact towards the C-terminal end of TM 4, and making contact

with the N-terminal portion of TM 8 (figure 5.24, left panel). An extension of

contact with TM 3 is not predicted by the co-evolution data. Figure 5.24 (right

panel) shows that if TM 7 continued at the C-terminal end, it would likely project
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towards TMs 2 and 8, and away from TM 3.

The co-evolution data show strong support for a longer TM 7 helix, and predict

interactions with other helices that are consistent with the overall structure of

the homology model.

Co-evolution Data Suggest Conformational Changes in hZIP14

As a carrier, hZIP14 is expected to undergo conformational changes

during transport of its solutes. Co-evolution analyses are known to reflect

conformational changes by identifying amino acid interactions that are essential

in alternative protein conformations [273, 274].

A comparison of the interactions predicted between various TM helices in

hZIP14 shows that the strengths of the associations vary (both by numbers of

predicted pairs and by intensities of the co-evolution signals), with the strongest

associations divided between two groups of helices, with one group composed

of TMs 1, 4, 5 and 6, and the other composed of TMs 2, 3, 7 and 8. Figure

5.25 A shows the predicted interactions for TMs 2, 3, 7 and 8 (excluding the TM

3-8 predictions, discussed below); the co-evolution data supports the homology

model, predicting multiple pairs of co-evolving amino acids that are consistent

with the arrangements and orientations of these helices. Likewise, figure 5.25

B shows that the co-evolution data strongly support the interactions of TMs 1,

4, 5 and 6 in the homology model.

Interfacing these two sections are TMs 2 and 7 on one side, and TMs 4 and

5 on the other (figure 5.25 C). The co-evolution data predict multiple pairs of

co-evolving amino acids between TMs 4 and 7, TMs 5 and 7, and TMs 2 and

5, shown in figures 5.26 A, B and C, respectively. Some of these interactions

are in agreement with the homology model - the β-carbons are less than 10 Å
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Figure 5.25: Co-evolution data support interactions that divide hZIP14 into two sections.

Segments of the hZIP14 homology model; lines join the α-carbons of amino acid pairs predicted

to co-evolve according to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue

lines, orange lines, or white lines, respectively). A: TMs 3, 7, 2 and 8 of the hZIP14 homology

model. B: TMs 5, 1, 6 and 4 of the hZIP14 homology model. C: All TM helices of the hZIP14

homology model, extracellular view.

apart, especially for the TM 4-7 interactions. However, many of the co-evolution

predictions suggest that amino acids on TMs 4 and 5, have co-evolved with

residues on TMs 2 and 7 that are slightly towards the extracellular end of the

protein, though the helices are oriented correctly.

Taken together, the data suggest that if the section containing TMs 1, 4, 5 and

6 were rotated, with the interaction at the centre of TM 4 and the C-terminal

end of TM 7 (according to the homology model, see above) acting as an axis,

such that TM 5 was brought closer to the extracellular end of the protein, this

conformation would be supported by the co-evolution data (figure 5.26). Such

a conformation would be consistent with the interactions between TM 4 and a

C-terminal extended TM 7, that are predicted by the co-evolution data (figure

5.24).
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Figure 5.26: Co-evolution data suggest movement of the central helices. Segments of the

hZIP14 homology model (identical orientations); lines join the α-carbons of amino acid pairs

predicted to co-evolve according to the DeepMetaPSICOV analysis, the GREMLIN analysis, or

both (blue lines, orange lines, or white lines, respectively). A: Co-evolution predicted interactions

between TMs 7 and 4. B: Co-evolution predicted interactions between TMs 7 and 5. C: Co-

evolution predicted interactions between TMs 2 and 5. D: Co-evolution predicted interactions

within sections of hZIP14; pink arrow indicates movement of the right section relative to the left.

Co-evolution Data Predict Dimerisation of hZIP14

Both the GREMLIN and DeepMetaPSICOV servers predict a series of

interactions across the lengths of TMs 3 and 8, suggesting that these

two helices are in close proximity in the three-dimensional structure; this

arrangement contradicts the hZIP14 homology model (figure 5.27).

The amino acids involved in the predicted interactions predominantly project

outwards from the hZIP14 structure (figure 5.28), which is compatible with a

dimeric arrangement in which each TM 3 interacts with the TM 8 of the other

monomer. A hypothetical arrangement is shown in figure 5.29 that satisfies the

interactions predicted by the co-evolution data between TMs 3 and 8.
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Figure 5.27: Co-evolution data predict numerous interactions between TMs 3 and 8. Left

panel: Overlay of the DeepMetaPSICOV co-evolution data and the hZIP14 homology model

distance matrix for interactions between TM 3 and TMs 7 and 8. Right panel: TMs 3 and

8 of the hZIP14 homology model; lines join the α-carbons of amino acid pairs predicted to

co-evolve according to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue

lines, orange lines, or white lines, respectively). The co-evolution data appear to contradict the

homology model by suggesting that a number of TM 3 amino acids co-evolve with TM 8 amino

acids.
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Figure 5.28: TM 3 and 8 amino acids predicted to interact project outwards. Left panel:

Overlay of the DeepMetaPSICOV co-evolution data and the hZIP14 homology model distance

matrix for interactions between TM 3 and TMs 2, 7 and 8. Upper right panel: Amino acid R-

groups of the TM 3 residues predicted to interact with TM 8. Lower right panel: Amino acid

R-groups of the TM 8 residues predicted to interact with TM 3. The co-evolution data predict

which faces of TMs 3 and 8 interact with each other.
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Figure 5.29: Possible dimeric arrangement of the hZIP14 TM regions supported by the co-

evolution analyses. hZIP14 homology models arranged as a dimer; lines join the α-carbons

of amino acid pairs predicted to co-evolve according to the DeepMetaPSICOV analysis, the

GREMLIN analysis, or both (blue lines, orange lines, or white lines, respectively). A: Dimeric

arrangement of hZIP14 homology models, with TMs 3 and 8 highlighted, and predicted pairs

of interacting amino acids. B and C: Dimeric arrangement of hZIP14 homology models viewed

from different angles, with predicted interactions between TMs 3 and 8. The proposed dimeric

arrangement is consistent with the TM 3-8 interactions predicted by the co-evolution analyses.
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5.2.5.3 Co-evolution Analysis Supports the Structure of the hZIP14

Homology Model

The co-evolution analyses produced by the GREMLIN and DeepMetaPSICOV

servers differ in regards to exact amino acid interactions, but agree in terms

of overall structure, predicting the same interactions between transmembrane

helices, with the same orientations; the DeepMetaPSICOV predictions tend

to be more detailed, and show a clearer pattern of interactions. The co-

evolution analyses support the majority of the homology model structure,

additionally suggesting an alternative protein conformation, and the possibility

of dimerisation mediated by TMs 3 and 8. The co-evolution data indicate that

the transmembrane region of the homology model may be accurate enough

to predict the mechanisms underpinning the effects of the disease-causing

mutations in this domain.

5.3 Discussion

In this chapter, mutations based on hZIP14 homology models were introduced

into plasmids encoding wild-type hZIP14-HA, and the effects of these mutations

on cellular localisation and iron uptake were tested. Mutations were designed

to affect dimerisation of the extracellular domain, to alter solute selectivity, or to

test the accuracy of the homology models.

Mutations in the extracellular domain altered cellular localisation in an

expression-dependent manner, supporting the hypothesis that dimerisation of

the extracellular domain affects the proportions of hZIP14 at the cell surface.

The TMD mutations intended to alter hZIP14 function had mild effects on

cell surface localisation, which were not reversed by the paired mutations
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predicted to compensate for their effects. The E376H mutation decreased iron

uptake function, as predicted, while in the paired mutations tested (Q365E and

Q365E;E209Q), both the single and double mutants surprisingly increased iron

uptake by similar amounts.

Unlike the designed TMD mutations, co-evolution data supported the majority

of the homology model, also indicating an alternative conformation, and

dimerisation of the transmembrane domain.

5.3.1 Designed ECD mutations Had a Range of Impacts on

Cellular Localisation

Based on the homology model of the extracellular domain, mutations were

designed with the intention of decreasing the stability of the ECD (L62A),

inhibiting dimerisation of the ECD (L69D and L69D;L125D) and preventing

the formation of the intermolecular disulphide bridge predicted to link the

ECD monomers. Deletion mutants (∆40-130 (A & B)) lacking the N-terminal

extracellular domain were also created, to test the effect of its absence on

hZIP14 cellular localisation (see tables 5.1 and 5.2 for the rationale behind the

designed mutations, and a summary of their locations in the homology models).

The designed ECD point mutations altered cellular localisation in a similar

manner as has been previously seen for the disease-causing N-terminal

mutations - the mutants were retained in the endoplasmic reticulum, particularly

at low expression levels, and there was a sigmoidal relationship between

internal and surface hZIP14 (figures 3.13, 3.36, 5.8, 5.10 and 5.11).

The L69D, L69D;L125D and C118D mutations were all intended to inhibit

dimerisation of the ECD without affecting its structure, with L69D expected to

have a milder impact than L69D;L125D, as only one hydrophobic residue had
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been replaced with a negatively charged aspartate (section 5.1.1.1). Both the

flow cytometry data and western blotting results suggest that these predictions

were not entirely correct. The pattern of bands for L69D is the same as that

of L62A (the mutant meant to destabilise ECD structure) (figure 5.6), and

according to the flow cytometry results, the proportion of cells expressing high

levels of L69D hZIP14 A-HA was decreased relative to L69D;L125D, again

making it more similar to the L62A mutant, where only a small proportion of

transfected cells were highly expressing (figures 5.10 and 5.11). According to

the ECD homology model, L69 makes a number of intramolecular contacts; this

was not considered when selecting the mutations for the predicted dimerisation

interface, and could explain the the destabilising effect of this mutant. It is

unclear, however, why additionally mutating L125D should decrease the impact

of the L69D mutation. One explanation is that the homology model is not

accurate enough to make predictions about the relative impacts of particular

mutations.

The effects of the C118D mutation were milder than those of the L62A, L69D

and L69D;L125D mutations - the sigmoidal curve relating internal and surface

levels of the mutant was relatively shallow, and in western blotting, one of the

two higher molecular mass bands was clearly visible (figures 5.10 and 5.11).

Although C118 is part of the conserved CPALLY motif found in most LIV-1

proteins [11, 219], the cysteine is not invariant - as an example, the closely

related ZIP4 has a serine residue in this position. The results for the C118D

mutant suggest that the intermolecular disulphide link affects hZIP14 trafficking

and enhances cell surface localisation, but is not necessary for cell surface

localisation.

This conclusion is demonstrated even more effectively by the ∆40-130 mutants.

Counter to expectations, the ECD deletion mutants differed from both the
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designed and disease-causing mutants, and were more similar to wild-type

hZIP14 A. Under immunofluorescence microscopy, the ∆40-130 mutants did

not have the reticular pattern of expression observed with the other ECD

mutants. At low expression levels they surrounded, and aggregated next to

the nucleus (figure 5.8). When examined by flow cytometry after differential

staining, the ∆40-130 mutants did not have a sigmoidal relationship between

internal and surface levels of their proteins, rather, as expression levels

increased, there was an abrupt change in the partitioning of mutant hZIP14

between the inside and the surface of the cells (figure 5.11). On comparing the

∆40-130 mutants to the mutations that were meant to merely decrease ECD

dimerisation, we can see that in terms of cell surface localisation, a faulty ECD

is worse than no ECD at all.

On the basis of these findings, I hypothesize that improperly folded ECDs

prevent exit from the ER. All of the ECD mutations that destabilise the ECD

cause the mutants to accumulate in the endoplasmic reticulum (ER). This

was demonstrated in Chapter 3 by strong co-localisation of the N-terminal

disease-causing mutants with the ER protein, calreticulin, and L62A showed the

same pattern of expression (figures 3.16, 3.17, 3.19, 3.20 and 3.22). Multiple

mutations in the extracellular domain of the LIV-1 protein ZIP4 have also been

recently shown to alter folding and lead to the protein being retained in the ER

[275]. Furthermore, this hypothesis is consistent with the well-established role

of the ER in quality control, which is essential for preventing improperly folded

proteins from accumulating and harming the cell [276].

We also hypothesize that dimerisation of the ECD, when present, is required for

exit from the ER, based on the expression-dependent effects on cell-surface

localisation seen for the various ECD mutations that inhibit its dimerisation

without, I believe, significantly altering its structure - hZIP14 cannot reach
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the cell surface, without first leaving the ER. A need for oligomerisation to

occur before exit from the ER has been noted for other transporters, with

oligomerisation being proposed to act as a marker for correct folding [277].

Among the markers of mis-folding detected by ER proteins are exposed

hydrophobic patches and exposed unpaired cysteine residues, both of which

are found in the dimerisation site of the ECD (figure 5.2). Dimerisation may

also help proteins to fold correctly - for those mutants in which the ECD was

destabilised (N-terminal disease-causing mutations and L62A), cell surface

localisation reached that of wild-type hZIP14 at high levels of expression,

suggesting that at higher concentrations, dimerisation of the mutants allowed

them to pass ER quality control mechanisms (figures 3.36 and 5.11).

Although it appears that hZIP14 exit from the ER is prevented when the ECD

misfolds or fails to dimerise, regulation of exit from the ER is unlikely to be the

purpose of the ECD. For wild-type hZIP14, the relationship between expression

and cell surface levels is hyperbolic (figure 3.36). This type of relationship

does not need a concentration-dependent checkpoint, and in any case implies

that dimerisation is occurring effectively across the range of expression levels

observed. The decreased cell surface levels of the ∆40-130 mutant at low levels

of expression (figure 5.11) strongly suggest that the actual purpose of the ECD

is to enhance interactions between the transmembrane domains, which appear

to have an additional effect on cell surface localisation (section 5.3.2). The

physiologically relevant levels of hZIP14 expression may include those at which

cell surface expression of the ∆40-130 mutant was decreased, in which case

the association of the ECD monomers may be essential for normal trafficking of

hZIP14.

The finding of increased cell surface levels for ZIP14 ECD deletion mutants (at

lower levels of expression) is in agreement with results for the closely related
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protein ZIP4, where deletion of the ECD increased cell surface levels [219]. In

a study by Kambe and Andrews [278], it was found that in the polarised cell

lines studied, zinc deficiency led to cleavage of the ZIP4 ECD, increased levels

of ZIP4 at the cell surface and increased uptake of zinc. These results suggest

that cleavage of the ZIP4 ECD is used to enable this important transporter of

dietary zinc to increase zinc uptake in response to zinc insufficiency. On the

other hand, in wild-type ZIP4, in which there is no disulphide bridge linking

the ECD monomers, a mutation introducing this feature was reported to have

no impact on cell surface levels or zinc uptake function [219]. It is possible

that structural features shared by ZIP proteins may serve different regulatory

purposes, allowing them to respond appropriately to specific situations.

5.3.2 Dimerisation of the Transmembrane Domain Is

Required For Cell Surface Localisation

The co-evolution analyses predict interactions between TMs 3 and 8, an

arrangement which is compatible with my homology model, if two TMD domains

dimerise via these TM helices. Several members of the ZIP family have been

suggested to form homodimers, and ZIPs 6 and 10 form a heterodimer [219–

222]. This includes ZIPs 7 and 13, whose N-termini are not homologous with the

ZIP4 ECD and are predicted to be highly disordered, therefore these ZIPs may

have dimerisation sites in their transmembrane domains [219, 266, 279–281].

In an attempt to use co-evolution data to model the transmembrane domain

of the LIV-1 protein ZIP4, Antala et al. [282] found that no single structure

could satisfy all of the predicted contacts, unless the transmembrane domain

formed a dimer - they were able to predict the arrangement of helices in the

dimer, though there were several options for how those helices could segregate
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between monomers. Dimerisation of the ZIP4 TMD was later demonstrated by

chemical cross-linking [283]. In a recently solved crystal structure of Bordetella

bronchseptica ZIP (BbZIP - the template for the hZIP14 TMD homology model),

BbZIP was captured in the form of a dimer, with the TM 3 of each monomer

interacting with the TM 8 of the other [267]. In addition, my experimental data

are consistent with TMs 3, 7, 2 and 8 forming a dimerisation interface.

Mutations predicted to inhibit dimerisation of the ECD led to sigmoidal

relationships between internal and surface hZIP14, and the L441R and N469K

mutations, which lie within the predicted dimerisation site of the TMD, also

resulted in sigmoidal relationships (figures 3.36, 3.37, 5.10 and 5.11). Aside

from the similar effects of these mutations, the sigmoidal curve, in and of itself

indicates co-operativity, that there are at least two ways in which increasing

the concentration of these hZIP14 mutants increases cell surface localisation,

and that they work together. One possible mechanism of co-operativity is

that dimerisation of the ECD increases dimerisation of the TMD, and vice

versa. In contrast, the flow cytometry results for the ∆40-130 mutants showed

an expression-dependant effect on cell surface localisation, but it was not a

sigmoidal curve - the loss of the ECD meant the loss of co-operativity between

the two dimerisation domains (figure 5.11). Instead, there was an abrupt

increase in the proportion of hZIP14 at the cell surface above a threshold

concentration, likely reflecting the affinity of the TMD dimerisation site.

Of the two domains, dimerisation of the TMD is likely to be the deciding factor

on cell surface localisation, as the L441R and N469K mutations decreased cell

surface localisation to a greater extent than the ECD mutations, with the majority

of transfected cells having no hZIP14 detectable at the cell surface (figure 3.37).

Even at high expression levels, cell surface expression of these mutants did not

reach that of wild-type. In addition, the flow cytometry results for the ∆40-130
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hZIP14 A-HA mutant resembled wild type, at moderate and high concentrations,

indicating that dimerisation of the TMD is sufficient for cell surface localisation

(figure 5.11). The large TM 3-4 cytosolic loop, for which no tertiary structure

has been predicted, may be important in this regard. This intracellular loop

appears to be lacking any well-defined secondary structure, though there are

regions that show moderate degrees of conservation (residues 268-287 and

319-333) [205, 266]. The histidine-rich sequence (residues 251-257), and the

putative endocytosis motif (residues 330-333) are also worth considering [264].

Dimerisation of the TMD may bring key elements of the TM 3-4 loops together;

the L441R and N469K mutations could prevent this by inhibiting dimerisation,

or by preventing optimal alignment of the TMD domains relative to each other.

Whether TMD dimerisation increases recycling or trafficking to the membrane,

or decreases endocytosis, remains to be determined.

5.3.3 hZIP14 May Form Higher-Order Oligomers

The C118D hZIP14 A-HA mutant displayed two characteristics that differ-

entiated it from the disease-causing N-terminal mutants, aside from its

comparatively mild impact on cell surface localisation. Firstly, the C118D

hZIP14 A-HA transfectants were predominantly highly-expressing, while the

other N-terminal mutant transfectants expressed low levels of their respective

mutants (figures 3.36 and 5.10). Secondly, western blotting of C118D hZIP14 A-

HA showed an absence of the lower of the two high molecular mass bands,

while the upper band remained (figure 5.6). This was not seen in any of the

disease-causing N-terminal mutants, where the lower of the two bands was

typically faint or absent, and in wild-type and all the disease-causing mutants,

the upper band was always fainter than the lower band (figures 3.6 and 3.7).
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Higher molecular mass bands for ZIP14 have been observed by other

researchers, who suggested they may be oligomeric forms of ZIP14 [13, 35]. On

the basis of the experimental evidence, I propose that 1) the highest molecular

mass band represents an hZIP14 D2 tetramer (a dimer of dimers), held together

by dimerisation of both the ECD and TMD domains with separate proteins, as

depicted in figure 5.30 B, and 2) the lower of these two molecular mass bands

represents incompletely dissociated tetramers, resulting in hZIP14 dimers,

linked by the hydrophobic interactions and disulphide bridges connecting the

ECDs of each monomer.

Figure 5.30: Possible quaternary structures for hZIP14. Upper diagrams represent possible

oligomeric arrangements for hZIP14 domains, lower diagrams are the corresponding predicted

ribbon structures. A: A closed C1 dimer. B: A closed D2 tetramer. C: An open tetramer - could

form an extended multimer.

The rationale for this proposal is illustrated in figure 5.31, using F98V as

an example of an N-terminal point mutation. In wild-type hZIP14 A-HA

transfectants, many cells expressed high levels of hZIP14 A-HA, and both

dimerisation interfaces would have been correctly folded; high concentrations

and correctly folded proteins would lead to the majority of hZIP14 A-HA forming
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tetramers. During sample preparation for western blotting, the use of SDS

and beta-mercaptoethanol would denature or partially dissociate the majority of

tetramers, but due to their high concentrations and the decreased effectiveness

of SDS at denaturing hydrophobic membrane proteins [214], some would

escape denaturation and remain as tetramers. Partial dissociation would

preferentially disrupt dimerisation of the TMD domains, as these rely only

on non-covalent interactions, resulting in dimers that remain linked by the

disulphide bridge connecting the ECD domains. In this schema, the resultant

protein sample contains mostly fully dissociated and denatured hZIP14 A-HA, a

moderate amount of hZIP14 A-HA dimers, and a smaller amount of hZIP14 A-

HA tetramers (figure 5.31).

In cells transfected with N-terminal disease-causing mutants, the instability of

the extracellular domain would cause the majority of transfectants to retain

their mutants in the ER, where they are targeted for degradation, with the

result being that most of the cells have low levels of expression. In the small

proportion of transfectants with expression levels above a certain threshold,

dimerisation of the ECD would stabilise its folding and the monomers would

be linked by a disulphide bridge. These proteins could form tetramers - but the

majority of the hZIP14 A-HA N-terminal mutants in the protein sample would

be in the ER, as monomers, or possibly dimers interacting through the TMD

domains. During sample preparation, these few tetramers would be almost

completely dissociated to undetectable levels, with the small amount of dimers

(linked by the disulphide bridge between ECD monomers) reflecting decreased

proportions of tetramer in the original cell sample (figure 5.31).

In cells expressing the C118D mutant, dimerisation of the ECD is relatively

transient without a disulphide bridge to permanently link the domains, but

nonetheless occurs, and C118D hZIP14 A-HA exit from the ER is only
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Figure 5.31: Oligomers and dissociation in western blotting. Diagram representing possible

oligomers present in WT, F98V and C118D protein samples, and their dissociation during

sample preparation; C118D monomers are connected only by non-covalent interactions.

moderately impaired. The C118D mutants would be able to form tetramers,

similar to those of wild-type, but without two disulphide bridges connecting

the four ECDs. During sample preparation, as with wild-type, the majority

of tetramers would dissociate, leaving some unaffected. Partial dissociation

of tetramers, without the covalent link connecting the ECD domains, would

rapidly become total dissociation, resulting in the loss of the dimer band,

while the tetramer band would remain due to the increased avidity of the

monomers resulting from the multiple binding sites (figure 5.31). While this

hypothesis draws together all the experimental results collected on the various
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hZIP14 mutants studied in this thesis, it could be best tested by studying

the oligomeric status of hZIP14 directly, rather than by western blotting or

using the relationships between internal and cell-surface protein as a proxy for

dimerisation.

5.3.3.1 The Potential of hZIP14 to Form Oligomers

Oligomerisation is relatively common for proteins; estimates suggest that more

than half of proteins form oligomers, with homodimers being the most common,

followed by homotetramers [284, 285].

The existence of neither hZIP14 dimers or oligomers has been unambiguously

confirmed, though its homology to other ZIP proteins whose dimerisation has

been experimentally confirmed strongly supports the dimerisation of both the

TMD and ECD domains [219, 267]. No members of the ZIP family are reported

to be tetramers, how likely is hZIP14 to form a tetramer? The well-known

requirement for the formation of a tetramer is two distinct binding sites, and

with this minimal requirement proteins are capable of forming many types

of oligomers, constrained only by the positions of those binding sites, and

the relative orientations that can be assumed by the monomers [285, 286].

Although the inability of membrane proteins to rotate within the plane of the

bilayer limits the oligomeric arrangements they can assume, the possession

of more than one binding site still opens up a range of possibilities for

homomerisation. Rhodopsin, the G-protein coupled receptor that senses light

in rod photoreceptor cells, has two dimerisation sites that allow it to form rows

of dimers [287, 288]. Some members of the SLC6 family, which transport

neurotransmitters, have multiple dimerisation sites, and rather than forming well-

defined oligomers with fixed numbers of subunits, exist in the membrane as a

cluster of various oligomers, ranging from dimers to pentamers, in addition to
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monomers [289].

The two dimerisation sites of hZIP14 are connected by a domain linker, therefore

the main constraints on its oligomerisation (apart from its inability to rotate

within the plane of the membrane bilayer) are the length and flexibility of the

domain linker. According to George and Heringa [261], the average length of

domain linkers is 10.0 ± 5.8 residues. On sorting linkers into small, medium and

large, large linkers had an average length of 21.0 ± 7.6 residues; the hZIP14

linker is 28 residues long. Domain linkers may contain multiple small, polar or

charged amino acids, as well as proline and/or glycine [262]. The proportions

and distributions of these residues combine to determine the characteristics

of the linker, which range from expanded, flexible linkers that allow a wide

range of motion between the connected domains, or rigid, inflexible linkers

that enforce limits on the distances and movements accessible to the two

domains [290]. Not only is the hZIP14 domain linker relatively long, it has

a high density of polar and negatively charged residues, both factors which

increase the flexibility and extension of linkers, increasing the range of motion

between connected domains [262, 291]. For comparison, the sequences

of linkers for other human members of the ZIP family are detailed in figure

5.32, the combination of length with the high density of polar and negatively

charged residues suggest that it may be the most flexible of the human ZIP

domain linkers. The varying characteristics of the linkers for ZIP proteins

may function to control the potential quaternary structures of their respective

proteins. In a similar vein, designing multimeric proteins through the genetic

fusion of homodimeric protein domains via appropriate linkers is an active area

of research, though the linkers are generally designed to be relatively rigid

in order to limit potential interactions between the domains, and control the

resulting multimeric structure [290, 292, 293]. Given the length and flexibility
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of the hZIP14 domain linker, hZIP14 could take part in a number of oligomeric

arrangements. Figure 5.30 shows some of the possibilities; homodimers

or homotetramers are the most obvious options, but technically, an hZIP14

oligomer could have the open symmetry represented by figure 5.30 C, which

has the potential to seed polymeric chains of hZIP14. This type of oligomer

is formed by acetyl CoA carboxylase (ACC), a multi-domain protein with two

separate dimerisation sites, each on a different domain [294]. The carboxyl

transferase domains form a permanent dimer, while the low affinity dimerisation

sites of the biotin carboxylase domains may remain unbound, bind to each other

to form closed dimers, or associate with other ACC dimers to form extended

polymers (the catalytically active form) - depending on the local concentrations

of various metabolites.
. .....+ .-.

hZIP4 306 SGACTSQSRPPVQDQ 320

.+ .

hZIP5 194 SRVCIGAPAPAPPG 207

+.. +..-++ - +...

hZIP6 300 ARSCLIHTSEKKAEIPPKTYS 320

+ .--+ +++.+

hZIP8 111 HPCEDRPKHKTR 122

.+ . -+ -+ -- .+-+. --- .

hZIP10 373 SRLCIEHFDKLLVEDINKDKNLVPEDEANIG 403

....+ +-.. +

hZIP12 346 SCSCHLPKDQQAKLPP 361

.+ ...-..-.--.-..-- + . -

hZIP14 127 SRACTSENQENEENEQTEEGRPSAVEVW 154

Figure 5.32: Domain linkers connecting N- and C-terminal domains of human ZIP proteins.

Sequences of the domain linkers connecting the N- and C- terminal domains, for those human

ZIPs with well structured N-terminal domains; the symbols above each sequence indicate polar

(.), positive (+) or negative (-) residues.

Tetramerisation of hZIP14 is compatible with the flow cytometry data - the

dependence of cell surface localisation on expression levels in mutants that
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inhibit ECD dimerisation, could be explained by increased tetramerisation

between hZIP14 dimers (connected by either the TMD or ECD domains) as

expression levels increase. In this case, the purpose of ECD dimerisation would

be to enhance interaction of the TMD domains through the increased avidity of

dimers interacting through two available binding sites. Higher order hZIP14

oligomers are also a possibility, but are unlikely to have been observed in

western blotting, as any large oligomers that were not dissociated during sample

preparation, are unlikely to have transferred to the nitrocellulose membrane due

to retardation in the polyacrylamide gel.

5.3.4 The Transport Cycle of hZIP14

The co-evolution analysis of hZIP14 was in strong agreement with the TMD

homology model for the relative positions of TMs 2, 3, 7 and 8 (the dimerisation

helices), and TMs 1, 4, 5 and 6 (the metal-binding helices) (figure 5.25).

Some of the predicted contacts between these two bundles were in agreement

with the homology model, but many predicted that the metal-binding helices

interacted with positions on the dimerisation helices closer to the extracellular

side of the protein, suggesting an alternative conformation of hZIP14 (figure

5.26). Since the BbZIP template was in the open-inward metal-binding

conformation, these alternative contacts are likely to be satisfied by the open-

outward conformation. The transition between conformations would require

a slight rotation between TMs 4 and 7, with movement of the metal-binding

helices towards the extracellular side of the protein. This would expose the

metal-binding site to the outside of the cell, where it could bind metal ions prior

to uptake. This type of transport mechanism has been referred to as a ‘two-

domain elevator mechanism’, and has recently been predicted for BbZIP by Wiuf

et al. [267], on the basis of their BbZIP open-inward metal-free crystal structure,
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which showed that, compared to the BbZIP open-inward metal-binding crystal

structure, the metal-binding helices had moved relative to the dimerisation

helices, and that each group of helices were fairly static within their respective

bundles.

The two-domain elevator mechanism is used by a number of dimeric secondary

active transporters, where the ’oligomerisation’ or ’gate’ domain typically acts

as a static scaffold against which the solute-binding ’core’ domain moves, so

that access to the solute-binding residues alternates between the two sides

of the membrane [295, 296]. So far, transporters found to use this recently

identified mechanism have all been dimers, and dimerisation has been shown

to be necessary for transport in some cases [297, 298]. Both the N469K

mutants and the L441R mutants, believed to inhibit dimerisation of the TMD,

are still able to transport metals - transport of zinc (albeit from an intracellular

location) by L441R hZIP14 has been documented [95], and N469K hZIP14 A-

HA transported iron at a higher rate than wild-type, relative to cell surface levels

(figure 3.11). Transport by these mutants of hZIP14 may have been limited

to those proteins whose TMD domains were dimerised; however, if hZIP14

is able to transport metals while not dimerised, further study could expand

understanding of the requirements for transport by the elevator mechanism.

5.3.5 Choice of Designed TMD Paired Mutations

Designing deleterious mutations can be done with only a multiple sequence

alignment, by choosing highly conserved residues, and changing them to amino

acids with very different physico-chemical properties. In order to test the TMD

structure, I decided on an ambitious challenge, to design pairs of mutations that

would have no effect on protein function when combined, where one mutation
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of the pair would have a negative effect on protein function. The literature was

searched for software that would predict deleterious mutations on the basis

of a structure alone, which led to the Amino Acid Interaction Server (INTAA)

[299]. This server analyses submitted PDB files, and returns a matrix describing

the strength of amino acid interactions, focusing on residues, side-chains or

backbones as selected. This software could potentially have been used to aid

in the selection of sites for mutation, on the basis of the homology model alone.

However, most pairwise interaction energies predicted by this software were

very similar.

In the absence of software specifically designed for identifying sites for

mutagenesis and predicting the effects, the choices of paired TMD mutations

were made on the basis of the homology model, in combination with

conservation scores from the multiple sequence alignment. Since the co-

evolution analysis was largely in agreement with the homology model, it seems

that the paired TMD mutations were not an effective method for testing the

validity of the homology model. An alternative strategy for selecting mutations

could have been to use programs such as QMEANBrane to assess the effects

of various point mutations at different positions in the structure [200].

5.3.6 Effects of Designed Mutations on Iron Uptake

The E376H mutation was predicted to decrease iron uptake, as this mutation

would bring hZIP14 in line with other LIV-1 proteins which have a histidine in

the equivalent position, restoring the LIV-1 HEXPHEXGD motif, and removing

the difference believed to be responsible for the ability of ZIP8 and ZIP14 to

transport iron and manganese in addition to zinc (discussed in section 5.1.2).

Iron uptake by HeLa cells expressing E376H hZIP14 A-HA was not significantly
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different from the negative control (figure 5.17). Although the expression of

E376H was low (both in total and at the cell surface), iron uptake was still

low relative to wild-type (figure 5.18). This decrease in iron uptake was in

line with expectations, but in order to determine whether the E376H mutation

altered solute specificity, rather than simply decreasing or preventing transport,

both zinc and manganese uptake by this mutant must be tested. A cell line

expressing higher levels of E376H would also be preferable.

The Q365E and Q365E;E209Q mutants, relative to cell surface levels,

transported iron at a higher rate than wild-type hZIP14 A-HA (figure 5.18). An

increase in function is not typically the expected effect of a mutation (though

this was also the case for N469K hZIP14 A-HA), but may be explained by

looking at the positions of these mutations in relation to the previously discussed

elevator mechanism through which hZIP14 may transport metals. The highly

conserved E209 and Q365 residues are predicted by the TMD homology model

to form an interaction between TMs 2 and 5, part of the metal-binding helix

bundle and the dimerisation helix bundle, respectively. According to the Amino

Acid Interaction Server, a program that analyses protein structures to predict

residues’ contributions to protein stability, these two amino acids had the most

stable (low energy) interaction in the TMD homology model [299]. Since the

co-evolution data predict that TMs 2 and 5 move past each other during the

transport cycle; mutating these two residues may have removed a stabilising

interaction between TMs 2 and 5, making this motion easier, and allowing a

faster rate of transport. Co-evolution data predict a contact between E209 and

E376, another TM 5 residue, part of the TM 5 metal-binding motif, and much

further away than Q365 (figure 5.33). This suggests that E209 has a conserved

role in the conformational changes that occur in the hZIP14 transport cycle, in

which case mutating it to glutamine was unlikely to reverse the effect of the
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Q365E mutation.

Figure 5.33: Co-evolution predicted contact of E209 relative to Q365. TMs 2 and 5, with

residues 209, 365 and 376 in stick-form; distance marker represents the distance of 20.783 Å

between the alpha-carbons of E209 and E376.

5.3.7 Altered Metal Uptake May Affect Regulation of hZIP14

Trafficking

As discussed in Chapter 3, section 3.3.4.1, hZIP14 trafficking may be regulated

by metals, in both the long and short term. The western blot results for the

designed TMD mutations were identical to those of wild-type hZIP14 A-HA,

giving no indication of significant structural differences between these mutants

(figure 5.13). The flow cytometry results for these mutants showed a range

of effects on the partitioning of hZIP14 between the inside and the surface of

the cell, at different levels of expression (figure 5.15). The E376H mutant had

similar cell surface expression across the range of expression levels, the A354L

mutant was similar to wild-type, but at high expression levels A354L hZIP14 A-

HA appeared to be decreased at the cell surface (similar to the effect of the
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P379L mutant, see figure 3.37), and the A354L;L206A density plot showed

an approximately proportional relationship. The relationship between internal

and surface hZIP14 for the Q365E and Q365E;E209Q mutants was an inverse

sigmoidal curve, and these mutants both transported iron at a rate ∼ 3.5 times

that of wild-type hZIP14 A-HA (normalised by cell surface levels). It is possible

that the various relationships between internal and surface hZIP14 are related to

differences in metal transport, which could be tested by incubating the transient

transfectants in different concentrations of metals prior to differential staining.

5.3.8 Regulation of hZIP14 A and hZIP14 B May Differ

The ∆40-130 mutations were introduced into plasmids encoding both the A

and B isoforms of hZIP14-HA, though as the only positive control was wild-

type hZIP14 A-HA, the most meaningful comparison to be made for ∆40-130

hZIP14 B-HA, was to ∆40-130 hZIP14 A-HA. Differences between these two

proteins were detected in western blotting, and by flow cytometry (figures 5.6

and 5.11).

In particular, the relative surface levels of ∆40-130 hZIP14 B were higher

than those of ∆40-130 hZIP14 A. hZIP14 A and B are nearly identical; they

are the same length, and differ by only 20 residues over a stretch of 44

residues throughout TM1, the TM1-2 cytosolic loop and the N-terminal half of

TM 2 (figures 5.34 and 5.35). In the homology model, the positions of these

altered residues may interact with TMs 5, 6 and 8, and residue 199 (tyrosine

or leucine for isoforms A and B, respectively) projects out into the predicted

dimerisation interface. Many of the alternate residues share physicochemical

characteristics, but these small differences have the potential to alter the

metal binding site through effects on TM 5 (potentially affecting solute affinity,
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specificity or preference), the rate of transport through effects on the interactions

between TMs 5 and 2, and dimerisation through a change to the affinity of

the dimerisation site. Since metal uptake by hZIP14 has the potential to

alter trafficking, any of these effects could explain the increased cell surface

localisation of ∆40-130 hZIP14 B relative to ∆40-130 hZIP14 A.

Figure 5.34: Differences between hZIP14 A and B. Ribbon depiction of hZIP14 homology

models for hZIP14 A and B. Residues that differ between the isoforms are coloured in magenta.

* * * * * **** * * * * * * ***** ****

hZIP14_A 156 YGLLCVTVISLCSLLGASVVPFMKKTFYKRLLLYFIALAIGTLY 199

hZIP14_B 156 FGFLSVSLINLASLLGVLVLPCTEKAFFSRVLTYFIALSIGTLL 199

Figure 5.35: The sequence that differs between the A and B isoforms of hZIP14. Asterisks

indicate positions with identical amino acids.

5.3.9 AlphaFold2 Prediction for the Structure of hZIP14

The recently released database of human protein structures predicted by the

AlphaFold2 neural network includes a predicted structure for the entire human
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ZIP14 sequence; AlphaFold2 dramatically outperformed its competitors in the

14th Critical Assessment of protein Structure Prediction (CASP14, 2020) [233].

5.3.9.1 The AlphaFold2 hZIP14 ECD Structure

The AlphaFold2 prediction for hZIP14 is in the monomeric form, with a

disordered linker connecting the N-terminal and C-terminal domains (the linker

is portrayed as an alpha-helix with a low per-residue confidence score, which is

argued to be an indicator of intrinsic disorder [281, 300]).

A comparison of the AlphaFold2 hZIP14 ECD to my ECD homology model

shows that the two structures are nearly identical in the alpha-helical regions

(average RMSD of 1.091 Å) (figure 5.36 A). The third alpha helix (residues 94-

100) shows the biggest difference, however, this does not substantially alter the

interactions of F98, or change the explanation for the effect of that mutation. As

shown in figure 5.36 B, F98 is predicted to be at the core of the ECD monomer

in both models, interacting with conserved hydrophobic residues. The positions

of S104 and R128 are also unchanged in the AlphaFold2 hZIP14 model. The

AlphaFold2 model also predicts structures for the inter-helical loops, which were

largely disregarded in my ECD model due to the decreased sequence similarity

between the Pteropus alecto ZIP4 and human ZIP14 ECDs in these regions.

5.3.9.2 The AlphaFold2 hZIP14 TMD Structure Differs From the TMD

Homology Model

The AlphaFold2 and homology TMD models were very similar; with the

exception of the N469K mutation, none of the differences affected predictions

made on the basis of the homology model, about the positions of the disease-

causing or designed TMD mutations.
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Figure 5.36: AlphaFold2 prediction for the hZIP14 ECD is similar to the homology

model. A: Wire-frame depiction of the alpha-helical regions of the hZIP14 ECD homology and

AlphaFold2 models. B: Interactions of F98 with nearby residues, in the homology model (HM)

and the AlphaFold2 model (AF).

As shown in table 5.3, the differences in the positions of the helices involved

in metal-binding (TMs 1, 4, 5 and 6) are very small, and are more pronounced

for the helices involved in dimerisation (TMs 2, 3, 7 and 8), especially TM 3.

While the general organisation of the helices is the same for both models,

the AlphaFold2 TM 3 is in a very different position, interacting with TM 8

rather than TM 7 (figures 5.37 A and B). A comparison of the distance

matrix for the AlphaFold2 model with the hZIP14 co-evolution analyses by the

PSIPRED DeepMetaPSICOV [271] and OpenSEQ GREMLIN [272] servers,

shows excellent agreement (figure 5.38). There are three main differences

between the distance matrices of the AlphaFold2 and homology models (figures

5.22 and 5.38). Firstly, the AlphaFold2 TM 7 is longer at the C-terminus, as

predicted in section 5.2.5.2. Secondly, the AlphaFold2 model does not have the

predicted contacts between TMs 3 and 7. Thirdly, the AlphaFold2 model does

have the predicted contacts between TMs 3 and 8.

AlphaFold-Multimer, which was trained using similar methods to AlphaFold2,

can be used to predict the structures of protein complexes [196]. The predicted
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Table 5.3: Differences in position between the TM helices of the homology model and

AlphaFold2 TMD structures./hflNoteYes.

hZIP14 TM Average RMSD Between AlphaFold2 and Homology
Model TMs (Å)

1 1.967

2 5.945

3 27.327

4 2.154

5 1.357

6 1.338

7 4.105

8 7.174

homodimer is shown in figure 5.37 C. The arrangement of helices in the

monomers of the AlphaFold-Multimer hZIP14 homodimer is in agreement with

the AlphaFold2 monomer, rather than the TMD homology model (figure 5.37).

However, in the homodimer predicted on the basis of the hZIP14 homology

model, and the AlphaFold-Multimer homodimer, the positions of TM helices are

essentially the same, except each TM 3 belongs to a different monomer (figures

5.29 and 5.37 C).

The distance matrix for the AlphaFold-Multimer homodimer shows that all the

predicted contacts are made, with the addition of contacts between identical

residues in TMs 2 and 7 from each monomer - these could not be predicted

by co-evolution analysis (figure 5.39). Despite the difference in the position of

TM 3, the AlphaFold-Multimer homodimer still makes the contacts previously

predicted for a homodimer of the TMD homology model (section 5.2.5.2), and

supports the explanation proposed for the effect of the L441R mutation. In

the AlphaFold-Multimer homodimer, L441 is at the center of the dimerisation
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Figure 5.37: AlphaFold2 predicts a different arrangement of TM helices than the homology

model. A: Homology model of hZIP14 TMD. B: AlphaFold2 model of hZIP14. C: AlphaFold-

Multimer model of the hZIP14 TMD as a dimer; second monomer greyed out. Ribbon structures

viewed from the extracellular perspective, coloured from the N-terminus to the C-terminus (blue

to red).

interface (figure 5.37 C); mutating this leucine to an arginine, a large and

positively charged residue (as in the L441R mutation) is highly likely to inhibit

dimerisation of the TMD. For the purposes of understanding the effects of the

disease-causing mutations, the key difference between the TMD homology

model and the AlphaFold2 (and AlphaFold-Multimer) model is the position of

N469. In the TMD homology model, N469 is on the surface of the TMD, facing

the predicted dimerisation site, which was believed to explain the sigmoidal
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Figure 5.38: Overlaid distance and co-evolution matrices for the AlphaFold2 hZIP14 TMD

domain. Co-evolution matrices from the GREMLIN (lower-left) and DeepMetaPSICOV (upper-

right) analyses of hZIP14 were overlaid onto the AlphaFold2 hZIP14 TMD model distance

matrix. The overlap shows areas of agreement between the co-evolution data and the

AlphaFold2 model.

relationship between internal and surface hZIP14 caused by this mutation. In

the AlphaFold models, N469 is no longer part of the dimerisation site (figure 5.37

C), which would seem to suggest that the AlphaFold models are incompatible

with the theory that N469 is important for dimerisation.
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Figure 5.39: Overlaid distance and co-evolution matrices for the AlphaFold-Multimer

hZIP14 TMD domain homodimer. Co-evolution matrices from the GREMLIN (lower-left) and

DeepMetaPSICOV (upper-right) analyses of hZIP14 were overlaid onto the AlphaFold-Multimer

hZIP14 TMD homodimer model distance matrix. The overlap shows areas of agreement

between the co-evolution data and the AlphaFold-Multimer model.

AlphaFold2 has predicted the structures for a number of proteins in the ZIP

family, and the more closely related LIV-1 family. The arrangement of helices

in the template structure (BbZIP) has been described as 3+2+3, with TMs 1,

2 and 3, and TMs 6, 7 and 8 making two symmetrically arranged groups of 3
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helices, and TMs 4 and 5 making the symmetrical bundle of 2 helices at the

center of the protein [241]. AlphaFold2 predicts this 3+2+3 arrangement for

BbZIP, IRT1 (one of the founding members of the ZIP family), and every human

ZIP protein, except for hZIP8 and hZIP14, with hZIP8 predicted to have the

same arrangement of TMs as predicted for hZIP14. ZIPs 8 and 14 are more

closely related to each other than to the other members of the ZIP and LIV-1

families, and share a functional difference, in that they transport manganese

and iron in addition to zinc. As discussed in section 5.3.6, the substitution of the

initial histidine in the HEXPHEXGD motif for a glutamate has been predicted to

explain the difference in solute profile [11], and the mutation of E376 to histidine

almost abolished hZIP14 iron uptake (figure 5.18), though transport of iron and

manganese may still require additional differences.

Since TMs 2, 3, 7 and 8 apparently share approximately the same position

in the dimeric arrangements of mammalian and bacterial ZIPs, it is possible

that a mutation affecting TM 3-8 interactions could inhibit dimerisation even

if the mutated residue is not technically part of the dimerisation site. This

has been seen in the UapA transporter, where mutations in TM 7 impaired

oligomerisation, though not technically part of the dimerisation site [277]. Apart

from the milder effect on cell surface localisation of the N469K mutation,

relative to the L441R mutation, the N469K mutation had a tendency to cause a

reticular pattern of localisation under immunofluorescence microscopy, though

L441R cell surface levels were much lower (figures 3.37 and 3.15). This

could indicate that as well as inhibiting dimerisation, N469K also disrupted

folding and increased ER retention of hZIP14, which is more consistent with

the AlphaFold2 model. An interesting consideration for the AlphaFold2 model

is how it might relate to the elevator-transport mechanism proposed for hZIP14.

With TM 3 located adjacent to TM 8 instead of TM 7, the metal-binding site
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is considerably more exposed in the open-inward conformation when hZIP14

is a monomer, and as a dimer, TM 3 of each monomer makes contacts with

TM 4, possibly affecting the transition between the open-inward and open-

outward conformations. These differences between the monomeric and dimeric

interactions may be involved in the observation that N469K, once at the cell

surface, transported iron at a faster rate than wild-type hZIP14.

The core of the AlphaFold2 model is essentially the same as the homology

model, and as such, most of the predictions and mutations based on the

homology model still hold. However, the AlphaFold2 model covers regions that

a homology model cannot, and the impressive performance of AlphaFold2 in

CASP14 means that its novel prediction for the position of TM 3 should not be

lightly dismissed, especially as homology modelling is unable to predict such

a drastic rearrangement of secondary structures. Designing experiments to

distinguish between these two arrangements of helices may be challenging,

though retention of N469K in the ER suggests that TM 3:8 contacts may be

differentiated from dimerisation contacts by their effects on protein folding.

5.3.10 Summary of Effects of the Designed hZIP14

Mutations

In this chapter, mutations designed on the basis of the homology models for

the ECD and TMD were tested for their effects on cellular localisation and iron

uptake. The TMD homology model was also compared to the results of co-

evolution analysis, to assess its accuracy.

The results for the designed ECD mutations suggested that correct folding

and dimerisation of this domain were important requirements for exit from

the ER. It is also likely that dimerisation of the ECD and TMD domains
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showed co-operativity, potentially due to dimerisation of each domain enhancing

dimerisation of the other. Removal of the ECD domain indicated that the

TMD was sufficient for cell surface localisation, potentially dependent on its

dimerisation, and also revealed a potential difference in trafficking between

hZIP14 isoforms A and B. The results for C118D mutant, which prevented the

formation of a disulphide bridge linking ECD monomers, suggested that hZIP14

may also form higher-order oligomers. This would be compatible with my data

and the structural features of hZIP14, but would be a novel finding for a ZIP

protein.

The E376H mutation decreased iron uptake as predicted, though the designed,

paired mutations for the TMD did not have the expected effects, in that

the double mutants did not revert to wild-type characteristics. However, the

TMD homology model structure was generally supported by the co-evolution

analyses of hZIP14.

By comparing the homology model with the contacts predicted by the co-

evolution data, I was able to predict that the hZIP14 TMD formed a dimer,

and the conformational change that would occur during the transport cycle of

hZIP14. These predictions were both consistent with recent literature findings

on homologous proteins, and helped to explain the effects of L441R and N469K

on cell surface localisation relative to expression, and suggested explanations

for the unexpected increase in iron uptake by the Q365E and Q365E;E209Q

mutants.

The recent release of the AlphaFold Protein Structure Database provided

another hZIP14 model against which my results could be assessed. The

AlphaFold2 model was generally in agreement with the homology models

designed in Chapter 4, although TM 3 of the TMD was in a decidedly different

location. This resulted in a negligible difference with the predicted arrangement

300



Chapter 5

of TMs in the TMD homodimer, but there were potential implications for

the mechanism explaining the effects of the N469K mutation, regarding its

increased uptake of iron, and its increased retention in the ER.

The results described in this chapter greatly increase knowledge of how hZIP14

structure relates to its function, as well as suggesting interesting avenues for

further study. Many of the findings are consistent with recent discoveries for

similar proteins, though hZIP14 appears to have some interesting differences.

The potential for hZIP14 to form tetramers and the possible role of the

domain linker in hZIP14 quaternary structure, the co-operativity between the

extracellular and transmembrane domains, and the potential mechanisms

behind the mutations that increased iron uptake, are not topics that have been

covered in the literature, though they may provide useful contributions towards

fully understanding hZIP14 and related proteins.
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Discussion

In this research, documented disease-causing mutations in human ZIP14

(hZIP14) have been shown to have a range of effects on cellular localisation and

iron uptake function (Chapter 3). In order to understand how these mutations

might cause these varying effects, homology modelling was undertaken to

predict protein structures for the extracellular and transmembrane domains of

hZIP14 (Chapter 4). Further mutations were chosen to test the accuracy of

the models, predicted dimerisation of the extracellular domain (ECD), and the

involvement of E376 in solute specificity (Chapter 5). The results of these

experiments, combined with evaluation of the homology models by co-evolution

analysis, were largely in support of the homology models, and provided a basis

for further predictions relating the structure of ZIP14 to its function.

6.1 Differences Between Isoforms of hZIP14

Reverse-transcriptase PCR of cDNA from HeLa, HEK293 and HepG2

(originating from uterine, kidney and liver tissues, respectively) showed
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expression of both hZIP14 A and B in HepG2 cells, and only hZIP14 A in

HEK293 cells (figure 3.4). Differences in the tissue distribution of ZIP14 A

and B are documented in the literature, as well as differences in the kinetic

properties of the transporters; the significance of these differences is not known

[14, 19, 36].

The homology models of hZIP14 predict that differences between isoforms A

and B are restricted to TMs 1 and 2 of the transmembrane domain (figure

5.34); the locations of the alternate residues are in close proximity to the

predicted metal translocation pore, and the predicted TMD dimerisation site.

The differential staining of intracellular and surface hZIP14 followed by flow

cytometry, found differences in the proportions of the hZIP14 A and B ECD-

deletion mutants at the cell surface, suggesting that the trafficking of these two

isoforms may differ (figure 5.11).

Ideally, wild-type hZIP14 B should also have been tested to see if differences

in cell surface levels of the two isoforms were present in the presence of the

extracellular domain. If differences in cell surface localisation were present in

the wild-type isoforms, mutations in their alternate residues could have been

used to probe the causes of these differences. Such information could further

our understanding of ZIP14 structural features, and the physiological roles of

the two isoforms.

6.2 The Transport Mechanism of ZIP14

Radioactively-labelled iron uptake relative to cell surface levels of hZIP14

protein was measured in monoclonal stable cell lines (sections 3.2.4.2 and

5.2.4, and figures 3.11 and 5.18). Although cell surface levels of the N-terminal

mutants were decreased relative to wild-type, the disease-causing N-terminal
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mutant tested (R128W) also showed no ability to transport iron. The effects

of the TMD mutations varied, and were not easily interpreted. While decreased

iron uptake by hZIP14 G383R and E376H was expected due to the conservation

of these residues in the predicted metal translocation pore, P379 is also a

highly conserved residue within this motif, and yet iron uptake relative to cell

surface levels of hZIP14 P379L did not appear to be affected; yet other TMD

mutations appeared to increase iron uptake function. The co-evolution analysis

of the hZIP14 TMD homology model allowed for some speculation on possible

mechanisms underpinning these effects (sections 5.3.4 and 5.3.6).

Increased iron uptake was measured for the hZIP14 N469K mutant, which is

predicted to inhibit dimerisation of the TMD. The L441R mutant, also predicted

to inhibit dimerisation, is reported to be able to transport zinc within the cell [95].

This is of interest as two-domain elevator transporters are believed to function

as dimers [295, 297, 298]. Directly establishing experimental evidence of ZIP14

TMD dimerisation and then exploring its effects on metal uptake, both in terms

of rate and solute specificity, may provide useful insights into ZIP14 specifically,

and perhaps two-domain elevator transporters more generally.

Given more time, there are further optimisations that could have increased the

reliability of the iron uptake results. Establishing monoclonal cell lines with

similar levels of hZIP14 at the cell surface would have been beneficial. This

could have been achieved by using flow cytometry to sort transfected cells on

the basis of surface staining for hZIP14. Additionally, although iron uptake

was normalised relative to levels of protein, it is possible that differences in

the confluence of sample wells could have contributed variability to the results.

Optimisation of the protocol did not account for the possibility of increased iron

transport, so for cells expressing mutants with high iron uptake capability, iron

uptake may have been limited, particularly if confluence was high. Further
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tests should have been performed to ensure that iron uptake of all mutants

reflected their iron transport capacity, and not other limiting factors. In addition,

the effect of the hZIP14 mutations on uptake of zinc and manganese should also

have been measured; the radioactive isotopes of these metals pose additional

safety concerns and require additional resources to detect. However, other

methods for quantifying metal uptake, such as the use of fluorescent metal-

binding indicators, or inductively coupled plasma mass spectrometry, could be

investigated.

6.3 Potential Dimerisation of the Extracellular

Domain

The N-terminal disease-causing mutations caused retention of hZIP14 in the

ER, decreasing cell surface levels (sections 3.2.5.1, 3.2.5.1 and 3.2.6). Further

study showed these effects to be dependent on expression levels, such that

hZIP14 affected by these mutations could be expressed at the cell surface at

wild-type levels, at very high levels of expression (figure 3.36). As the research

progressed, several pieces of evidence strongly suggested that the hZIP14

extracellular domain formed a homodimer, and that one mechanism through

which N-terminal disease-causing mutations decreased cell surface levels of

hZIP14, was inhibition of this dimerisation (sections 4.3.2, 4.2.2 and 5.3.1). The

results on the effects of the designed ECD mutations revealed that the ECD was

not strictly necessary for cell surface expression. Mutations predicted to impair

folding or dimerisation of the ECD, decreased cell surface levels of hZIP14 at

low expression levels, but mutants lacking the ECD domain were still able to

localise at the cell surface at relatively low levels of expression (figure 5.11).
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Taken together, this research suggests that one role of the ECD may be to

enhance cell surface localisation at low levels of expression. In the future, it

would be useful to characterise the range of hZIP14 expression levels that occur

in different cell types, and in response to substances previously indicated to

regulate hZIP14 expression. This would allow me to identify physiologically

meaningful expression levels, and could potentially be done by altering genomic

DNA of relevant cell lines to add, for example, an HA tag to the C-terminus of

hZIP14, in order to monitor expression of endogenous hZIP14.

A number of ZIP proteins have extracellular domains with homology to hZIP14;

several pathological mutations occur in the ECD of the closely-related protein

ZIP4, suggesting it plays an important functional role [219]. Experiments

using flow cytometry to study transiently transfected cells in order to test for

concentration-dependent effects of the ECD domains on ZIP function, may be

a useful avenue for further research, particularly for ZIPs that are regulated

through changes in expression levels.

6.3.1 Potential Dimerisation of the Transmembrane Domain

The sigmoidal curves relating internal and surface hZIP14, found for the

N-terminal mutations, indicated co-operativity was involved in cell surface

localisation of hZIP14 (figures 3.36, 5.10 and 5.11). Two TMD mutations,

L441R and N469K, also had sigmoidal relationships between internal and

surface hZIP14, and were later shown to be at the interface of a predicted

TMD dimerisation site based on co-evolution analysis of the TMD homology

model (figure 3.37 and section 5.3.2). Dimerisation of the TMD has been shown

experimentally for a number of other ZIPs, and is also consistent with the two-

domain elevator mechanism of transport indicated by the co-evolution analysis
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[219, 221, 222, 280].

The L441R and N469K mutations had a strong impact on cell surface levels of

hZIP14, while L441R did not display a reticular pattern of localisation (figures

3.37 and 3.14). If these mutations exert their effects on localisation through

inhibition of TMD dimerisation, the implication is that dimerisation of the TMD

(unlike dimerisation of the ECD) may impact localisation at the cell surface

independently of effects on exit from the ER. Mutations designed to inhibit TMD

dimerisation, in the presence and absence of the extracellular domain, could be

used to test this hypothesis; the choice of locations for these mutations should

consider the contradictory structural model of hZIP14 created by AlphaFold2

(section 5.3.9).

Results from SDS-PAGE analysis and western blotting, particularly of the

hZIP141 A C118D mutant, suggested potential tetramerisation of hZIP14

(figure 5.6 and section 5.3.3). This has not been proposed for any other

members of the ZIP family, though dimerisation has been confirmed for several

[219, 221, 222, 280]. The predicted existence of two separate dimerisation

sites, connected by a domain linker likely to be disordered, indicates that

tetramerisation, and indeed, the formation of higher-order oligomers, is possible.

Western blotting of hZIP14 has previously revealed potential oligomers [13, 35];

evidence of oligomers in other ZIPs may have been ignored. In a study

of the closely-related ZIP4, and its dimerisation in relation to the histidine-

rich extracellular TM 2-3 loop, western blots of chemically cross-linked ZIP4

consistently showed two higher molecular mass bands [283]. In another study

of ZIP4, fluorescence correlation spectroscopy was used to study the oligomeric

status of cell surface ZIP4, concluding it was dimeric [223]. However, as this

experiment was performed in high zinc conditions and the majority of ZIP4

had been endocytosed; it is likely that cell surface ZIP4 tetramers would not
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form in such conditions. The possibility that certain ZIPs may form tetramers is

worth investigating, and may reveal additional regulatory mechanisms affecting

members of the ZIP family.

6.3.2 Further Possibilities For the Study of hZIP14 Cell

Surface Localisation

The differential staining protocol used to study the relationship between

expression levels of the hZIP14 variants and their presence at the cell surface,

produced a comparison between internal and surface protein levels which was

challenging to interpret (figure 3.35). As the relative fluorescence intensity

resulting from the pairs of antibodies used was unknown, it was not possible

to determine total expression of hZIP14, or the actual proportion of hZIP14 at

the surface. One possible solution would have been to separately stain samples

of cells, permeabilised and non-permeabilised, with the pairs of antibodies, so

that relative fluorescence intensities for the same amount of hZIP14 could be

determined for each pair of antibodies. Another possibility would be to add an

additional protein marker to hZIP14, such as the FLAG octapeptide or green

fluorescent protein (GFP), so that total hZIP14 could be determined. A large

marker, such as GFP, would need to be assessed for independent impacts on

localisation of hZIP14.

The N-terminal mutations, ECD deletions and the L441R and N469K mutations

all showed expression-dependent effects on cell surface levels of hZIP14

(figures 3.36, 5.10 and 5.11), and co-operativity between the two domains was

proposed, and argued to be a result of dimerisation of each domain enhancing

dimerisation of the other (section 5.3.2). This could be tested by combining

mutations, for example, the L441R and N469K mutations with deletion of the
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ECD. If the sigmoidal relationship between internal and surface levels of these

mutants remained, that would effectively disprove the hypothesis, though it

would be ideal to establish direct experimental evidence of dimerisation of each

domain first.

6.4 Summary

The documentation of disease-causing mutations in human ZIP14 offered

potential insights into structurally important regions of human ZIP14. In

this research, the effects of these mutations on cellular localisation and iron

transport function were used as a starting point to further our understanding

of ZIP14. Computational modelling, site-directed mutagenesis and co-evolution

analysis were employed to build on the initial findings, resulting in a deeper

understanding of human ZIP14, as well as additional research questions, that

may contribute to the study and understanding of the ZIP family as a whole.
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Appendix A

Alignments

A.1 Pairwise Alignment of the N-terminal

Extracellular Domain

P_ECD 1 MAILAWLEPRPLLAVLVLVLTMRMAQPAHLLTLLSSGQGALDRVALGGLL 50

hZIP14 0 -------------------------------------------------- 0

P_ECD 51 NTLAARVHCTSGPCGKCLSVDDLLALGRPEEPGHLARLSAAAALYLSDPE 100

hZIP14 0 -------------------------------------------------- 0

P_ECD 101 GTCEDIRAGRWASRADHLLALLEGPKALAPGLSRLLQRIQAQTTGQPSAG 150

hZIP14 0 -------------------------------------------------- 0

P_ECD 151 EACVDPPQLLREAGVAGAPGSPGPVLATLLEHVGRGSC--------FHTL 192

hZIP14 1 -------------------------MKLLLLHPAFQSCLLLTLLGLWRTT 25
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P_ECD 193 P-------------TPQYFVDFVFQQSHGNTPNISVAELAALMQRLGVG- 228

hZIP14 26 PEAHASSLGAPAISAASFLQDLIHRYGEGD--SLTLQQLKALLNHLDVGV 73

P_ECD 229 --GVTETHSDHHHQEKRVNRQGPTPLTAPNSSSDTWDTVCLSARDVMAVY 276

hZIP14 74 GRGNVTQHVQGHR----------------NLST------CFSSGDLFTAH 101

P_ECD 277 GLSEQTGVTPEAWAQLSPALLQQQLSGAC--------------------- 305

hZIP14 102 NFSEQSRIGSSELQEFCPTILQQLDSRACTSENQENEENEQTEEGRPSAV 151

P_ECD 306 -- 305

hZIP14 152 EV 153

A.2 Profile Alignment of the N-terminal

Extracellular Domain

P_ECD 1 MAILAWLEPRPLLAVLVLVLTMRMAQPAHLLTLLSSGQGALDRVALGGLL 50

hZIP14 1 -------------------------MKLLLLHPAFQSCLLL--TLLGLWR 23

P_ECD 51 NTLAARVHCTSGPCGKCLSVDDLLALGRPEEPGHLARLSAAAALYLSDPE 100

hZIP14 24 T-TPEAHASSLGA------------------------------------- 35

P_ECD 101 GTCEDIRAGRWASRADHLLALLEGPKALAPGLSRLLQRIQAQTTGQPSAG 150

hZIP14 35 -------------------------------------------------- 35

P_ECD 151 EACVDPPQLLREAGVAGAPGSPGPVLATLLEHVGRGSCFHTLPTPQYFVD 200

hZIP14 36 ----------------------------------------PAISAASFLQ 45
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P_ECD 201 FVFQQSHGNTPNISVAELAALMQRLGVGGVTETHSDHHHQEKRVNRQGPT 250

hZIP14 46 DLIHRYG-EGDSLTLQQLKALLNHLDVGVG---RGNVTQHVQG------- 84

P_ECD 251 PLTAPNSSSDTWDTVCLSARDVMAVYGLSEQTGVTPEAWAQLSPALLQQQ 300

hZIP14 85 --HRNLS-------TCFSSGDLFTAHNFSEQSRIGSSELQEFCPTILQQL 125

P_ECD 301 LSGAC 305

hZIP14 126 DSRAC 130

A.3 Pairwise Alignments of the

Transmemembrane Domain

BbZIP vs hZIP14

BbZIP 1 ----MNQP---SSLAADLRGAWHAQAQSHPLITLGLAASAA--------- 34

hZIP14 1 MKLLLLHPAFQSCLLLTLLGLWRTTPEAH-ASSLGAPAISAASFLQDLIH 49

BbZIP 35 ------GVVLLLVAGIVNAL-TGENRVHVGYAVLGG-------AAGFAAT 70

hZIP14 50 RYGEGDSLTLQQLKALLNHLDVGVGRGNVTQHVQGHRNLSTCFSSGDLFT 99

BbZIP 71 A--------LGA----------LMALGLRAISARTQD------------- 89

hZIP14 100 AHNFSEQSRIGSSELQEFCPTILQQLDSRACTSENQENEENEQTEEGRPS 149

BbZIP 90 --AMLGFAAGMMLAASAFSL-------ILPGLD--------------AAG 116

hZIP14 150 AVEVWGYG---LLCVTVISLCSLLGASVVPFMKKTFYKRLLLYFIALAIG 196
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BbZIP 117 TI------------VGPGP------AAAAVVALGLG--------LGVLLM 140

hZIP14 197 TLYSNALFQLIPEAFGFNPLEDYYVSKSAVVFGGFYLFFFTEKILKILLK 246

BbZIP 141 LGLDYFTPHEH-----------ERTG-----------HQGPE-------- 160

hZIP14 247 QKNEHHHGHSHYASESLPSKKDQEEGVMEKLQNGDLDHMIPQHCSSELDG 296

BbZIP 161 -AARVNR---------------------------------VWLFVLTIIL 176

hZIP14 297 KAPMVDEKVIVGSLSVQDLQASQSACYWLKGVRYSDIGTLAWMITLSDGL 346

BbZIP 177 HNLPEGMAIGVSFATGDLRIGLPLTSAIAIQDVPEGLAVALALRAVGLPI 226

hZIP14 347 HNFIDGLAIGASFTVSVFQ-GISTSVAILCEEFPHELGDFVILLNAGMSI 395

BbZIP 227 GRAVLVAVASGLMEPLGALVGVGISSGFALAYPISMGLAAGAMIFVVS-- 274

hZIP14 396 QQALFFNFLSACCCYLGLAFGILAGSHFSANWIFAL---AGGMFLYISLA 442

BbZIP 275 ------HEVIPETHRNGH----ETTATVGLMAGFALMMFLDTALG----- 309

hZIP14 443 DMFPEMNEVCQEDERKGSILIPFIIQNLGLLTGFTIMVVLTMYSGQIQIG 492

BbZIP vs hZIP4

BbZIP 0 -------------------------------------------------- 0

hZIP4 1 MASLVSLELGLLLAVLVVTATASPPAGLLSLLTSGQGALDQEALGGLLNT 50

BbZIP 0 -------------------------------------------------- 0

hZIP4 51 LADRVHCANGPCGKCLSVEDALGLGEPEGSGLPPGPVLEARYVARLSAAA 100

BbZIP 0 -------------------------------------------------- 0

hZIP4 101 VLYLSNPEGTCEDARAGLWASHADHLLALLESPKALTPGLSWLLQRMQAR 150
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BbZIP 0 -------------------------------------------------- 0

hZIP4 151 AAGQTPKMACVDIPQLLEEAVGAGAPGSAGGVLAALLDHVRSGSCFHALP 200

BbZIP 0 -------------------------------------------------- 0

hZIP4 201 SPQYFVDFVFQQHSSEVPMTLAELSALMQRLGVGREAHSDHSHRHRGASS 250

BbZIP 0 --------------------------------------------MNQPSS 6

hZIP4 251 RDPVPLISSSNSSSVWDTVCLSARDVMAAYGLSEQAGVTPEAWAQLSPAL 300

BbZIP 7 LAADLRGAWHAQAQSHP----------------LITLGLAASAA-GVVLL 39

hZIP4 301 LQQQLSGA--CTSQSRPPVQDQLSQSERYLYGSLATLLICLCAVFGLLLL 348

BbZIP 40 LVAG---------------IVNALTGENRVHVGYAVLGGAAGFAATALGA 74

hZIP4 349 TCTGCRGVTHYILQTFLSLAVGAVTGDAVLHLTPKVLG------------ 386

BbZIP 75 LMALGLRAISARTQDAMLGFAAGM---MLAASAFSLILPGLDAAGTIVGP 121

hZIP4 387 LHTHSEEGLSPQPTWRLLAMLAGLYAFFLFENLFNLLLP-RDPEDLEDGP 435

BbZIP 122 -GPAAAAVVALGLGLGVLLMLGLDYF----TPHEHERTG--------HQG 158

hZIP4 436 CGHSSHS--HGGHSHGVSLQLAPSELRQPKPPHEGSRADLVAEESPELLN 483

BbZIP 159 PEAARVN---RVWLFVLTI--ILHNLPEGMAIGVSFATGDLRIGLPLTSA 203

hZIP4 484 PEPRRLSPELRLLPYMITLGDAVHNFADGLAVGAAFAS-SWKTGLATSLA 532

BbZIP 204 IAIQDVPEGLAVALALRAVGLPIGRAVLVAVASGLMEPLGALVGVGISSG 253

hZIP4 533 VFCHELPHELGDFAALLHAGLSVRQALLLNLASALTAFAGLYV------- 575
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BbZIP 254 FALAYPIS-------MGLAAGAMIFVVSHEVIPE--------------TH 282

hZIP4 576 -ALAVGVSEESEAWILAVATGLFLYVALCDMLPAMLKVRDPRPWLLFLLH 624

BbZIP 283 RNGHETTATVGLMAGFALMMFLDTALG---- 309

hZIP4 625 --------NVGLLGGWTVLLLLSLYEDDITF 647

hZIP14 vs hZIP4

hZIP14 0 -------------------------------------------------- 0

hZIP4 1 MASLVSLELGLLLAVLVVTATASPPAGLLSLLTSGQGALDQEALGGLLNT 50

hZIP14 0 -------------------------------------------------- 0

hZIP4 51 LADRVHCANGPCGKCLSVEDALGLGEPEGSGLPPGPVLEARYVARLSAAA 100

hZIP14 0 -------------------------------------------------- 0

hZIP4 101 VLYLSNPEGTCEDARAGLWASHADHLLALLESPKALTPGLSWLLQRMQAR 150

hZIP14 1 --------------------------------MKLLLLHPAFQSCLLLTL 18

hZIP4 151 AAGQTPKMACVDIPQLLEEAVGAGAPGSAGGVLAALLDHVRSGSCF---- 196

hZIP14 19 LGLWRTTPEAHASSLGAPAISAASFLQDLIHRYGEGDSLTLQQLKALLNH 68

hZIP4 197 ----------HA--LPSPQY----FVDFVFQQHSSEVPMTLAELSALMQR 230

hZIP14 69 LDVGVGRGNVTQHVQGHRNLST-------------------CFSSGDLFT 99

hZIP4 231 L--GVGREAHSDHSHRHRGASSRDPVPLISSSNSSSVWDTVCLSARDVMA 278

hZIP14 100 AHNFSEQSRIGSSELQEFCPTILQQLDSRACTSENQENEENEQTEEGRPS 149

hZIP4 279 AYGLSEQAGVTPEAWAQLSPALLQQQLSGACTSQSRPPVQDQLSQSER-- 326
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hZIP14 150 AVEVWGYGLLCVTVISLCSLLGASVVP---FMKKTFYKRLLLYFIALAIG 196

hZIP4 327 ----YLYGSLATLLICLCAVFGLLLLTCTGCRGVTHY--ILQTFLSLAVG 370

hZIP14 197 TLYSNALFQLIPEAFGFNPLEDYYVS-----KSAVVFGGFYLFFFTEKIL 241

hZIP4 371 AVTGDAVLHLTPKVLGLHTHSEEGLSPQPTWRLLAMLAGLYAFFLFENLF 420

hZIP14 242 KILLKQKNE-----------HHH-GHSHYASESLPSKKDQEEGVMEKLQN 279

hZIP4 421 NLLLPRDPEDLEDGPCGHSSHSHGGHSH--------------GVSLQLAP 456

hZIP14 280 GDLDHMIPQHCSSELDGKAPMVDEKVIVGSLSVQDLQASQSACYWLKGVR 329

hZIP4 457 SELRQPKPPHEGSRAD----------LVAEESPELLNPEPR--------R 488

hZIP14 330 YS-DIGTLAWMITLSDGLHNFIDGLAIGASFTVSVFQGISTSVAILCEEF 378

hZIP4 489 LSPELRLLPYMITLGDAVHNFADGLAVGAAFASSWKTGLATSLAVFCHEL 538

hZIP14 379 PHELGDFVILLNAGMSIQQALFFNFLSACCCYLGLAFGILAG-SHFSANW 427

hZIP4 539 PHELGDFAALLHAGLSVRQALLLNLASALTAFAGLYVALAVGVSEESEAW 588

hZIP14 428 IFALAGGMFLYISLADMFPEMNEVCQEDERKGSILIPFIIQNLGLLTGFT 477

hZIP4 589 ILAVATGLFLYVALCDMLPAMLKV--RDPRPWLL---FLLHNVGLLGGWT 633

hZIP14 478 IMVVLTMYSGQIQIG 492

hZIP4 634 VLLLLSLYEDDITF- 647
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A.4 Pfam-Derived Alignment of the

Transmemembrane Domain

BbZIP 145 YFTPHE-------------------------------------------- 150

hZIP14 151 -----VEVWGYGLLCVTVISLCSLLGASVVPFMKKTFYKRLLLYFIALAI 195

BbZIP 151 -------------------------------------------------- 151

hZIP14 196 GTLYSNALFQLIPEAFGFNPLEDYYVSKSAVVFGGFYLFFFTEKILKILL 245

BbZIP 151 -------------------------------------------------- 151

hZIP14 246 KQKNEHHHGHSHYASESLPSKKDQEEGVMEKLQNGDLDHMIPQHCSSELD 295

BbZIP 151 -------HER---------------------TGHQGPEAARVNRVWLFVL 172

hZIP14 296 GKAPMVD---EKVIVGSLSVQDLQASQSACYWLKGVRYSDIGTLAWMITL 342

BbZIP 173 TIILHNLPEGMAIGVSFATGDLRIGLPLTSAIAIQDVPEGLAVALALRAV 222

hZIP14 343 SDGLHNFIDGLAIGA-SFTVSVFQGISTSVAILCEEFPHELGDFVILLNA 391

BbZIP 223 GLPIGRAVLVAVASGLMEPLGALVGVGISSGFALAYPISMGLAAGAMIFV 272

hZIP14 392 GMSIQQALFFNFLSACCCYLGLAFGIL--AGSHFSANWIFALAGGMFLYI 439

BbZIP 273 VSHEVIP---ETHRNG--H------ETTATVGLMAGFAVMMFLD 305

hZIP14 440 SLADMFPEMNEVCQEDERKGSILIPFIIQNLGLLTGFTIMVVLT 483
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A.5 Profile-Derived Alignment of the

Transmemembrane Domain

BbZIP 1 MNQ----------------------------------P-S-S-------- 6

hZIP14 1 MKLLLLHPAFQSCLLLTLLGLWRTTPEAHASSLGAPAISAASFLQDLIHR 50

BbZIP 7 ------------------------------L----AADLRGAWHAQAQS- 21

hZIP14 51 YGEGDSLTLQQLKALLNHLDVGVGRGNVTQ-HVQG--------------H 85

BbZIP 22 HPL---ITLGLAASAAGV--VLLLV-AGI--V--NA-LT-G-E-NRVHVG 57

hZIP14 86 RNLSTCFSSGDLFTAHNFSEQSRIGSSELQEFCPTILQQLDSRACTSENQ 135

BbZIP 58 YA--------------VLG---GAAGFAATALGALMALGL-----RAISA 85

hZIP14 136 ENEENEQTEEGRPSAVEV-WGYGLLCVTVISLCSLLGASVVPFMKKTFYK 184

BbZIP 86 RTQDAMLGFAAGMMLAASAFSLILP--GLDAAGTI-VGPGPAA-AAVVAL 131

hZIP14 185 RLLLYFIALAIGTLYSNALFQLIPEAFGFNPLEDYYV-----SKSAVVFG 229

BbZIP 132 GLGLGVLLMLGLDYFTP--------HEHERTG--H--------------- 156

hZIP14 230 GFYLFFFTEKILKILLKQKNEHHHGHSHYASESLPSKKDQEEGVMEKLQN 279

BbZIP 157 ------------------------------------------Q-G-P-E- 160

hZIP14 280 GDLDHMIPQHCSSELDGKAPMVDEKVIVGSLSVQDLQASQSACYWL-KGV 328

BbZIP 161 -AA-RVNRVWLFVLTIILHNLPEGMAIGVSFATGDLRIGLPLTSAIAIQD 208

hZIP14 329 RYSDIGTLAWMITLSDGLHNFIDGLAIGASFTVS-VFQGISTSVAILCEE 377
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BbZIP 209 VPEGLAVALALRAVGLPIGRAVLVAVASGLMEPLGALVGVGISSGFALAY 258

hZIP14 378 FPHELGDFVILLNAGMSIQQALFFNFLSACCCYLGLAFGILAG-SHFS-A 425

BbZIP 259 PISMGLAAGAMIFVVSHEVIPETH-RNGHETTAT-------------VGL 294

hZIP14 426 NWIFALAGGMFLYISLADMFPEMNEVCQEDE---RKGSILIPFIIQNLGL 472

BbZIP 295 MAGFALMMFLDTALG----- 309

hZIP14 473 LTGFTIMVVLTMYSGQIQIG 492

A.6 hZIP4-Derived Alignment of the

Transmemembrane Domain

The first step was to create a profile-profile alignment of hZIP14 and hZIP4:

hZIP14 1 MKLLL--------------------------------------------- 5

hZIP4 1 MAS--LVSLELGLLLAVLVVTATASPPAGLLSLLTSGQGALDQEALGGLL 48

hZIP14 6 -----------LHPA--------------FQS------------------ 12

hZIP4 49 NTLADRVHCAN----GPCGKCLSVEDALGLGEPEGSGLPPGPVLEARYVA 94

hZIP14 13 ------CLLLTL------------LGLW-R--TTPEAHASSLGA------ 35

hZIP4 95 RLSAAAVLYLSNPEGTCEDARAGL---WASHAD-----------HLLALL 130

hZIP14 35 -------------------------------------------------- 35

hZIP4 131 ESPKALTPGLSWLLQRMQARAAGQTPKMACVDIPQLLEEAVGAGAPGSAG 180

hZIP14 36 -----------------PAISAASFLQDLIHRYGEGDSLTLQQLKALLNH 68
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hZIP4 181 GVLAALLDHVRSGSCFHALPSPQYFVDFVFQQHSSEVPMTLAELSALMQR 230

hZIP14 69 LDVGVG----------RGNVTQ--HVQG--------------HRNLSTCF 92

hZIP4 231 LGVGREAHSDHSHRHR------GAS---SRDPVPLISSSNSSSVWDTVCL 271

hZIP14 93 SSGDLFTAHNFSEQSRIGSSELQEFCPTILQQLDSRACTSENQENEENEQ 142

hZIP4 272 SARDVMAAYGLSEQAGVTPEAWAQLSPALLQQQLSGACTSQSR----P-- 315

hZIP14 143 TEEGRPSAVEVWGYGLLCVTVISLCSLLGASVVPFMK-KTFYKRLLLYFI 191

hZIP4 316 PVQDQLSQSERYLYGSLATLLICLCAVFGLLLLTCTGCRGVTHYILQTFL 365

hZIP14 192 ALAIGTLYSNALFQLIPEAFGFNPLEDYYV-------SKSAVVFGGFYLF 234

hZIP4 366 SLAVGAVTGDAVLHLTPKVLGLHTHSEE--GLSPQPTWRLLAMLAGLYAF 413

hZIP14 235 FFTEKILKILLKQKN-EH------HHG-HS--HYASESLP--SKKDQE-- 270

hZIP4 414 FLFENLFNLLLPRD-PEDLEDGPCGHSSHSHGGHSHGVSLQLAPSELRQP 462

hZIP14 271 EGVMEKLQNGDLDHMIPQHCSSELDGKAPMVDEKVIVG-SLSVQDLQ--- 316

hZIP4 463 K---------------------------------PPHEG--SRADLVAEE 477

hZIP14 317 -----ASQSACYWLKGVR-YSDIGTLAWMITLSDGLHNFIDGLAIGASFT 360

hZIP4 478 SPELL--NPEPR-----RLSPELRLLPYMITLGDAVHNFADGLAVGAAFA 520

hZIP14 361 VSVFQGISTSVAILCEEFPHELGDFVILLNAGMSIQQALFFNFLSACCCY 410

hZIP4 521 SSWKTGLATSLAVFCHELPHELGDFAALLHAGLSVRQALLLNLASALTAF 570

hZIP14 411 LGLAFGILAG-SHFSANWIFALAGGMFLYISLADMFPEMNEV-CQEDERK 458
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hZIP4 571 AGLYVALAVGVSEESEAWILAVATGLFLYVALCDMLPAMLKVRDPR-P-- 617

hZIP14 459 GSILIPFIIQ-NLGLLTGFTIMVVLTMYSGQIQIG 492

hZIP4 618 ---WLLFLLHN-VGLLGGWTVLLLLSLYEDDITF- 647

The second step was to combine this alignment with the BbZIP-hZIP4 alignment

by [241] to generate the hZIP4-derived alignment:

TM 1

BbZIP 54 VHVGYAVLGGAAGFAATALGALMALGL 80

hZIP14 152 --WGYGLLCVTVISLCSLLGASVVPFM 178

TM 2

BbZIP 85 ARTQDAMLGFAAGMMLAASAFSLILPGLDAAGTI 118

hZIP14 184 KRLLLYFIALAIGTLYSNALFQLIPEAFGFNPLE 217

TM 3

BbZIP 123 PAAAAVVALGLGLGVLLMLGLDYF 146

hZIP14 222 -----SKSAVVFGGFYLFFFTEKI 240

TM 4

BbZIP 166 RVWLFVLTIILHNLPEGMAIGVSF 189

hZIP14 336 LAWMITLSDGLHNFIDGLAIGASF 359

TM 5

BbZIP 194 LRIGLPLTSAIAIQDVPEGLAVALALRA 221

hZIP14 363 VFQGISTSVAILCEEFPHELGDFVILLN 390

TM 6

366



Chapter A

BbZIP 226 IGRAVLVAVASGLMEPLGALVGVGIS 251

hZIP14 395 IQQALFFNFLSACCCYLGLAFGILAG 420

TM 7

BbZIP 255 ALAYPISMGLAAGAMIFVVSHE 276

hZIP14 422 HFSANWIFALAGGMFLYISLAD 443

TM 8

BbZIP 287 ETTATVGLMAGFALMMFLDTA 307

hZIP14 465 FIIQNLGLLTGFTIMVVLTMY 485

A.7 Final Structural Alignment of the

Transmemembrane Domain

This alignment excludes the N-terminus and the TM3-4 intracellular loop.

BbZIP 52 NRVHVGYAVLGGAAGFAATALGALMALGLR-AISARTQDAMLGFAAGMML 100

hZIP14 154 ----WGYGLLCVTVISLCSLLGASVVPFMKKTFYKRLLLYFIALAIGTLY 199

BbZIP 101 AASAFSLILPGLDAAGTIVG--PGPAAAAVVALGLGLGVLLMLGLDYFT- 147

hZIP14 200 SNALFQLIPEAFGFNPLEDYYV---SKSAVVFGGFYLFFFTEKILKILLK 246

BbZIP 164 ------------------------VNRVWLFVLTIILHNLPEGMAIGVSF 189

hZIP14 247 QKNEHHHGHSHACYWLKGVRYSDIGTLAWMITLSDGLHNFIDGLAIGASF 359

BbZIP 190 ATGDLRIGLPLTSAIAIQDVPEGLAVALALRAVGLPIGRAVLVAVASGLM 239
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hZIP14 360 -TVSVFQGISTSVAILCEEFPHELGDFVILLNAGMSIQQALFFNFLSACC 408

BbZIP 240 EPLGALVGVGISSGFALAYPISMGLAAGAMIFVVSHEV------------ 277

hZIP14 409 CYLGLAFGIL--AGSHFSANWIFALAGGMFLYISLADMFPEMNEVCQEDE 456

BbZIP 286 -H------ETTATVGLMAGFALMMFLDTAL 308

hZIP14 457 RKGSILIPFIIQNLGLLTGFTIMVVLTMYS 486
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Alignment Development

B.1 Percentage Identity and Similarity Calculation

for the Transmembrane Domain

Alignment files were in FASTA format, regions to check were in the ‘checks’

array and region selected was determined by the ‘ind’ variable:

aas = [’A’,’C’,’D’,’E’,’F’,’G’,’H’,’I’,’K’,’L’,’M’,’N’,’P’,’Q’,’R’,

’S’,’T’,’V’,’W’,’Y’]

sim_grps = {’A’:’S’,’C’:’’,’D’:’EN’,’E’:’DKQ’,’F’:’WY’,’G’:’’,

’H’:’NY’,’I’:’LMV’,’K’:’EQR’,’L’:’IMV’,’M’:’ILV’,’N’:’DHS’,’P’:’’,

’Q’:’EKR’,’R’:’KQ’,’S’:’ANT’,’T’:’S’,’V’:’ILM’,’W’:’FY’,’Y’:’FHW’}

checks = [’’,(54,80),(85,118),(123,146),(166,189),(194,221),

(226,251),(255,276),(287,307)]

ind = 2
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check = checks[ind]

names = []

seqs = []

fh = open(’../file.fa’)

ct = fh.readlines()

for i in range(len(ct)):

ct[i].rstrip()

ct[i].rstrip()

if(ct[i][0] == ’>’):

names.append(ct[i])

seqs.append(’’)

else:

seqs[len(seqs)-1] += ct[i]

sims = 0

idents = 0

tot = 0

cnt = 0

print(’TM’+str(ind))

for j in range(min(len(seqs[0]),len(seqs[1]))):

ltr0 = seqs[0][j]

ltr1 = seqs[1][j]
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if(ltr0 != ’-’):

cnt += 1

if(cnt >= check[0] and cnt <= check[1]):

print(ltr0+","+ltr1)

if(ltr0 != ’-’):

tot += 1

if(ltr0 != ’-’ and ltr1 != ’-’):

if(ltr0 == ltr1):

idents += 1

sims += 1

elif(ltr1 in sim_grps[ltr0]):

sims += 1

print (’tot aas = ’+str(tot)+"\n"+’% identity = ’+str((idents/tot)

*100)+"\n"+’% similarity = ’+str((sims/tot)*100))

B.2 Conservation Scores for the Transmembrane

Domain

B.2.1 BbZIP

M 2.216 N -1.411 Q -1.328 P -1.444 S -1.434 S -1.395 L -1.000 A -1.311 A -

1.373 D -1.178 L -1.311 R -1.295 G -1.332 A -1.078 W -0.740 H -1.241 A -1.334

Q -1.104 A -1.053 Q -1.308 S -1.364 H -0.851 P -0.978 L -1.061 I -1.171 T -

0.745 L -0.847 G -0.641 L -0.103 A -0.741 A -0.587 S -0.822 A -0.469 A -0.560

G -0.620 V -0.177 V -0.619 L -0.857 L -0.563 L -0.847 V -0.835 A -1.111 G -

0.953 I -0.841 V -0.796 N -1.233 A -1.199 L -0.848 T -1.457 G -1.247 E -1.356 N

-1.307 R -1.204 V -1.303 H -1.226 V -0.602 G -1.366 Y -1.414 A 0.811 V -0.461
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L -1.122 G 0.657 G 1.393 A -0.648 A -0.494 G 0.442 F 0.200 A -0.594 A -0.218

T 2.216 A 0.531 L -0.329 G 2.216 A 0.924 L -0.416 M -0.653 A 0.259 L -0.291 G

-0.670 L -0.707 R -0.371 A -0.879 I -0.156 S -0.856 A -1.131 R -0.289 T -0.795

Q -0.420 D 1.144 A -0.828 M 0.561 L 0.485 G 1.541 F -0.396 A 0.521 A 0.594

G 2.216 M 0.947 M 2.216 L 0.636 A 0.894 A 2.216 S -0.160 A -0.359 F 1.541

S 1.564 L 2.216 I 0.838 L 0.188 P 2.216 G 0.826 L 0.422 D -0.057 A -0.330 A

0.496 G -0.956 T -1.142 I -0.814 V -0.975 G -1.021 P -1.001 G -1.091 P -1.133

A -1.296 A 0.191 A -0.099 A -0.682 V -0.525 V -0.056 A -0.175 L -0.722 G 0.923

L 0.061 G -0.645 L -0.118 G 2.216 V 0.108 L -0.769 L -0.318 M 0.506 L -0.555

G -0.626 L -0.080 D 0.287 Y -0.830 F -0.761 T -0.402 P 1.291 H 0.534 E -0.667

H 0.470 E -0.966 R -1.333 T -1.101 G 0.030 H -1.051 Q -0.979 G 0.553 P -

0.918 E -1.062 A -1.404 A -1.185 R -0.903 V -0.984 N -0.772 R 0.597 V 0.169

W -0.128 L 1.300 F 0.971 V 0.776 L 0.027 T 1.260 I 1.123 I -0.080 L 0.762 H

1.717 N 1.717 L 0.250 P 2.216 E 1.717 G 1.717 M 0.742 A 1.467 I 0.628 G

2.216 V 0.830 S 0.562 F 0.127 A 0.248 T -0.777 G -0.459 D -0.340 L -0.954

R -1.247 I -0.724 G 1.018 L -1.100 P 0.046 L 0.189 T 0.522 S -0.386 A 1.311

I 2.216 A 0.392 I 1.012 Q 2.216 D 1.356 V -0.007 P 2.216 E 1.319 G 1.712 L

0.744 A 0.711 V 0.952 A 0.503 L -0.089 A 0.136 L 0.860 R -0.706 A -0.219 V

-0.559 G 0.292 L -0.409 P -0.760 I -0.943 G -1.299 R -1.030 A 1.030 V -0.695

L -0.655 V -0.133 A 0.228 V -0.466 A -0.381 S 0.749 G 2.216 L -0.233 M 0.018

E 1.312 P 0.788 L 0.146 G 0.468 A 0.439 L -0.298 V -0.139 G 0.492 V -0.104 G

-0.505 I -0.050 S -0.049 S -0.267 G -1.271 F -0.482 A -0.911 L -1.267 A -0.508

Y 0.265 P 1.311 I -0.609 S 0.873 M 0.770 G 0.308 L 0.130 A 1.222 A 1.395

G 1.706 A 0.865 M 1.706 I 0.667 F 0.703 V 0.953 V 1.328 S 0.016 H 0.369 E

0.575 V 0.921 I 0.865 P 2.216 E 0.838 T 0.222 H 0.597 R 1.196 N -0.366 G

0.966 H 0.256 E -0.013 T -1.071 T -1.150 A 1.304 T 1.142 V -0.920 G 1.184 L

0.605 M -0.139 A -0.635 G 2.216 F 1.339 A -0.523 L 0.377 M 0.804 M 0.713 F
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-0.442 L 0.317 D 1.510 T -0.187 A -0.667 L 1.058 G 0.166

B.2.2 hZIP14

M -1.279 K -1.061 L -0.807 L -1.066 L -1.288 L -1.431 H -1.728 P -1.616 A

-1.736 F -1.763 Q -1.761 S -1.617 C -1.748 L -1.442 L -1.044 L -1.006 T -1.075

L -0.960 L -1.023 G -1.467 L -1.626 W -1.246 R -1.860 T -1.474 T -1.754 P

-1.291 E -1.583 A -1.439 H -1.898 A -1.250 S -1.627 S -1.424 L -1.755 G -1.887

A -1.622 P -1.750 A -1.421 I -1.279 S -0.444 A 0.347 A -0.495 S -1.593 F -0.126

L 0.515 Q -0.668 D -0.474 L 0.532 I -0.462 H -1.774 R 0.513 Y 0.430 G 0.477 E

-0.793 G -0.769 D -1.455 S -0.152 L 0.350 T 0.348 L -0.125 Q -1.415 Q 0.530 L

1.270 K -0.489 A -1.424 L 1.270 L 0.512 N -1.292 H -1.587 L -0.008 D -1.287 V

-0.084 G -0.463 V -1.444 G -1.263 R -1.277 G -1.258 N -0.803 V -1.466 T -1.060

Q -1.613 H -1.580 V -2.011 Q -2.132 G -1.461 H -1.597 R -1.401 N -1.060 L

-0.483 S -0.774 T -1.614 C -0.495 F -0.162 S -0.103 S -0.146 G -1.248 D -1.225

L -0.102 F 0.348 T 0.044 A -0.779 H 0.401 N -0.493 F -0.498 S -0.380 E -1.210

Q -1.223 S -0.348 R -0.960 I -0.105 G -0.471 S -1.749 S -1.898 E -0.512 L 0.345

Q -0.394 E -1.367 F -0.041 C 1.270 P 1.270 T 0.509 I -0.164 L -0.001 Q 1.270

Q 1.270 L 1.270 D -0.446 S -0.791 R -0.792 A -0.049 C 0.520 T -1.488 S -1.620

E -1.402 N -1.042 Q -1.424 E -1.014 N -1.258 E -1.266 E -0.781 N -1.441 E

-0.500 Q -1.436 T -0.804 E -1.431 E 1.270 G 1.270 R -0.126 P 1.270 S -0.087

A -1.619 V -1.058 E 1.270 V 1.270 W 1.270 G 1.270 Y -0.096 G 1.270 L -0.183

L 0.501 C 0.368 V 1.270 T 0.450 V -0.130 I 0.501 S 0.450 L 0.501 C -0.064 S

1.270 L 1.270 L -1.275 G 1.270 A 0.393 S -1.011 V 1.270 V 0.450 P 1.270 F

0.393 M 0.450 K -0.141 K 0.501 T -0.433 F 0.532 Y -0.103 K -0.445 R 1.270 L

0.393 L 1.270 L -0.064 Y 0.454 F 0.532 I 1.270 A 1.270 L 1.270 A 0.393 I 1.270

G 1.270 T 1.270 L 1.270 Y -0.446 S 1.270 N 0.501 A 1.270 L 0.501 F 1.270

Q 1.270 L 1.270 I 0.501 P 1.270 E 1.270 A 0.538 F 1.270 G 0.023 F 1.270 N
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-0.172 P 0.509 L -1.046 E -0.781 D -0.426 Y -0.814 Y 1.270 V 1.270 S -0.014

K 0.548 S 1.270 A 0.455 V 0.539 V 0.548 F 1.270 G 0.539 G 1.270 F 1.270 Y

1.270 L 1.270 F 1.270 F 1.270 F 1.270 T 0.538 E 1.270 K 1.270 I 0.345 L 1.270

K 0.539 I -0.461 L -0.469 L 1.270 K 1.270 Q -0.083 K 0.466 N -1.190 E -1.052 H

-0.542 H -1.263 H -0.412 G -0.040 H 0.494 S -0.143 H 0.510 Y -1.081 A -1.426

S -1.261 E -1.061 S -1.267 L -0.848 P -1.276 S -0.124 K -1.286 K -0.852 D

0.437 Q -1.286 E 0.493 E -0.127 G 0.488 V -0.473 M -0.515 E 0.485 K 1.270 L

1.270 Q -0.064 N 0.468 G 0.468 D -0.129 L -0.523 D -0.546 H -0.843 M -0.852 I

-0.507 P -1.044 Q -0.826 H -1.050 C -1.754 S -1.086 S -1.270 E 0.345 L -1.227

D -0.523 G -1.269 K -0.542 A -1.089 P -0.780 M -1.460 V -1.467 D -0.811 E

-0.819 K 0.347 V -1.234 I -1.452 V -1.257 G -1.036 S -1.039 L -1.456 S -1.061

V -0.811 Q 0.436 D -0.171 L -1.082 Q -0.531 A -0.558 S -1.066 Q -1.071 S

-0.137 A -0.526 C 1.270 Y -0.056 W 1.270 L 0.389 K 1.270 G -0.058 V -0.844

R -1.086 Y 1.270 S 0.472 D 0.436 I 1.270 G 1.270 T 1.270 L 1.270 A 1.270

W 1.270 M 1.270 I 1.270 T 1.270 L 1.270 S 1.270 D 1.270 G 1.270 L 1.270 H

1.270 N 1.270 F 1.270 I 1.270 D 1.270 G 1.270 L 1.270 A 1.270 I 1.270 G 1.270

A 1.270 S 1.270 F 1.270 T 1.270 V -0.143 S 1.270 V 1.270 F 1.270 Q 1.270 G

1.270 I 0.376 S 1.270 T 1.270 S 1.270 V 0.419 A 1.270 I 1.270 L 0.473 C 1.270

E 1.270 E 1.270 F 1.270 P 1.270 H 1.270 E 1.270 L 1.270 G 0.447 D -0.065 F

0.385 V -0.065 I -0.065 L -0.065 L 1.270 N -0.065 A -0.065 G -0.065 M -0.065

S -0.430 I -0.491 Q -0.418 Q 0.507 A -0.464 L -0.060 F -0.060 F 0.507 N -0.060

F 0.476 L -0.091 S 0.476 A 1.270 C 0.476 C 0.476 C 0.476 Y 0.476 L -0.110

G -0.060 L -0.129 A -0.114 F 0.476 G 1.270 I 0.476 L -0.084 A 0.476 G 0.476

S 0.345 H -0.796 F 0.476 S -0.059 A -0.486 N 0.435 W 0.476 I 0.476 F 1.270

A 0.476 L 0.476 A 0.476 G 0.476 G 0.476 M 0.476 F 1.270 L 0.476 Y 0.476 I

0.476 S -0.089 L -0.059 A -0.031 D 0.476 M 0.476 F 1.270 P 0.503 E 1.270 M

1.270 N 0.503 E 0.500 V 1.270 C -0.118 Q -0.515 E 1.270 D -0.126 E -0.498
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R -1.274 K -1.063 G 0.451 S -0.055 I -1.302 L -0.497 I -1.028 P -1.054 F 0.502

I -0.830 I 0.503 Q 1.270 N 1.270 L -0.112 G 1.270 L 1.270 L 1.270 T 1.270 G

1.270 F 0.502 T -0.825 I 1.270 M 1.270 V 0.435 V 0.356 L 1.270 T 1.270 M

-0.798 Y 0.385 S 0.504 G 0.504 Q 0.503 I 0.498 Q 0.498 I -0.125 G 0.498
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Quality Assessment and Analysis

of Homology Models

C.1 Quality Assessment Results for the

N-Terminal Extracellular Domain

C.1.1 Chain A
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Figure C.1: ProSA-web Z-scores of overall model quality for the N-terminal extracellular

domain of P. alecto ZIP14 (P ECD) and the hZIP14 homology models, relative to those of

experimentally determined structures. The Z-scores of P ECD and the hZIP14 homology

models fall within the range of those observed for experimentally determined structures,

indicating the models are of good quality.
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Figure C.2: ProSA-web energy plots of ECD protein structures. ProSA-web energy plots for

P ECD and the hZIP14 homology models, smoothed by averaging over 10 and 40 residues, as

indicated. Positions of alpha-helices are marked by horizontal black lines.
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Figure C.3: ANOLEA energy plots of ECD protein structures. ANOLEA energy plots

smoothed by averaging over 5 residues. Upper panel: ANOLEA energy plot for the P ECD

crystal structure. Lower panel: ANOLEA energy plots for each homology model.
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Figure C.4: QMEANBrane local quality prediction for ECD protein structures. Graphs of

local quality predictions (predicted similarity to the correct protein structure) at each residue of

the protein model. Upper panel: Local quality prediction for the P ECD crystal structure. Lower

panel: Local quality prediction for each homology model.
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C.1.2 Chain B

Figure C.5: ProSA-web Z-scores of overall model quality for the N-terminal extracellular

domain of P. alecto ZIP14 (P ECD) and the hZIP14 homology models, relative to those of

experimentally determined structures. The Z-scores of P ECD and the hZIP14 homology

models fall within the range of those observed for experimentally determined structures,

indicating the models are of good quality.
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Figure C.6: ProSA-web energy plots of ECD protein structures. ProSA-web energy plots for

P ECD and the hZIP14 homology models, smoothed by averaging over 10 and 40 residues, as

indicated. Positions of alpha-helices are marked by horizontal black lines.
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Figure C.7: ANOLEA energy plots of ECD protein structures. ANOLEA energy plots

smoothed by averaging over 5 residues. Upper panel: ANOLEA energy plot for the P ECD

crystal structure. Lower panel: ANOLEA energy plots for each homology model.
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Figure C.8: QMEANBrane local quality prediction for ECD protein structures. Graphs of

local quality predictions (predicted similarity to the correct protein structure) at each residue of

the protein model. Upper panel: Local quality prediction for the P ECD crystal structure. Lower

panel: Local quality prediction for each homology model.
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C.2 Scripts for Selecting Mutations in Homology

Models

C.2.1 Extracting Interactions Between R-groups of Amino

Acid Residues

UCSF Chimera [197] exports a text file of contacts between atoms in amino

acids. Part of an example file is shown below:

SER 424.A OG SER 421.A CA -0.392 3.772

LEU 233.A C PHE 236.A N -0.392 3.717

LEU 346.A O PHE 349.A CA -0.392 3.752

ARG 185.A H TYR 183.A C -0.392 3.092

ASP 384.A N GLU 381.A C -0.393 3.718

The python script disregards any contacts between atoms in the polypeptide

backbone, writing all other contacts to a new file.

f = open("...bonds.txt", "r")

f2 = open("...rbonds.txt", "w")

lns = f.readlines()

backbone = ["CA","HA","C","O","N","H"]

for i in range(len(lns)):

strs = lns[i].split()

if((strs[2] not in backbone) and (strs[5] not in backbone)):

f2.write(lns[i])
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f2.close()

C.2.2 Ordering Contacts By Conservation Scores

The file of R-group contacts was filtered to remove duplicates and contacts

between residues less than 5 residues apart. Contacts were scored using the

product of the normalised conservation scores. An example script is shown

below:

import numpy as np

import matplotlib

import matplotlib.pyplot as plt

cons = np.dtype([(’res’,’U1’),(’con’,’f’)])

dt = np.loadtxt("...score_cons.txt",dtype=cons)

dt_a = np.loadtxt("...a_rbonds.txt",dtype=’str’,usecols=(1,4))

dt_a = np.char.rstrip(dt_a, ’.A’)

dt_b = np.loadtxt("...b_rbonds.txt",dtype=’str’,usecols=(1,4))

dt_b = np.char.rstrip(dt_b, ’.B’)

bonds = []

for i in range(dt_a.shape[0]):

bonds.append(str(min(int(dt_a[i][0]),int(dt_a[i][1])))+"."

+str(max(int(dt_a[i][0]),int(dt_a[i][1]))))

for i in range(dt_b.shape[0]):
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bonds.append(str(min(int(dt_b[i][0]),int(dt_b[i][1])))+"."

+str(max(int(dt_b[i][0]),int(dt_b[i][1]))))

bonds = list(dict.fromkeys(bonds))

dt_vals = np.zeros([len(bonds),3])

for i in range(len(bonds)):

strs = bonds[i].split(".")

dt_vals[i][0] = int(strs[0])

dt_vals[i][1] = int(strs[1])

dt_vals[i][2] = dt[int(strs[0])-1][1] * dt[int(strs[1])-1][1]

dt_vals = dt_vals[dt_vals[:,1]-dt_vals[:,0]>4]

a = dt_vals[:,2].argsort()

dt_vals = dt_vals[np.flip(a)]

print(dt_vals)
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Co-evolution Results

D.1 Gremlin Co-evolution Output

For human ZIP14, residues 154-257;321-486, first five lines of data shown

below as an example of the format:

i j i_id j_id r_sco s_sco prob

137 200 137_L 200_G 0.4244 3.111 1.000

57 214 57_A 214_A 0.4164 3.052 1.000

133 196 133_F 196_G 0.3927 2.878 1.000

36 255 36_Y 255_G 0.3715 2.723 1.000

40 262 40_L 262_I 0.3412 2.501 1.000

D.2 DeepMetaPSICOV Co-evolution Output

For human ZIP14, all residues, first five lines of data shown below as an

example of the format:
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1 3 0 8 0.7514011263847351

1 4 0 8 0.9989131689071655

1 5 0 8 0.9999839067459106

1 6 0 8 0.09303665906190872

1 7 0 8 0.02880968526005745

D.3 Distance Matrix Script

An abbreviated script:

import numpy as np

import matplotlib

import matplotlib.pyplot as plt

import math

dt = np.loadtxt("...file.txt",dtype=’float’,skiprows=1)

dt_less = dt[dt[:,1]-dt[:,0]>4]

dt_close = dt_less[dt_less[:,2]<=0.5]

plt.scatter(dt_less[:,0],dt_less[:,1],color=’lightgray’)

plt.scatter(dt_less[:,1],dt_less[:,0],color=’lightgray’)

plt.scatter(dt_close[:,0],dt_close[:,1],color=’gray’)

plt.scatter(dt_close[:,1],dt_close[:,0],color=’gray’)

plt.show()

Filenames and indices were altered accordingly. A similar script was used to
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plot the co-evolution data.

D.4 Comparison of Co-evolution Data to hZIP14

Homology Model

Figure D.1: Co-evolution data support interactions of TM 1. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 1. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.2: Co-evolution data support interactions of TM 2. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 2. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.3: Co-evolution data support interactions of TM 3. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 3. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.4: Co-evolution data support interactions of TM 4. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 4. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.5: Co-evolution data support interactions of TM 5. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 5. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.6: Co-evolution data support interactions of TM 6. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 6. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.7: Co-evolution data support interactions of TM 7. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 7. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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Figure D.8: Co-evolution data support interactions of TM 8. Upper panels: Overlay of co-

evolution data (from the DeepMetaPSICOV (DMP) and GREMLIN servers) and the hZIP14

homology model distance matrix for interactions of TM 8. Lower panel: Segments of the hZIP14

homology model; lines join the α-carbons of amino acid pairs predicted to co-evolve according

to the DeepMetaPSICOV analysis, the GREMLIN analysis, or both (blue lines, orange lines, or

white lines, respectively).
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