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Abstract—The development of connected and automated vehicles is the key to improving urban mobility safety and efficiency. This paper focuses on cooperative vehicle management at a signal-free intersection with consideration of vehicle modeling uncertainties and sensor measurement disturbances. The problem is approached by a hierarchical robust control strategy in a decentralized traffic coordination framework where optimal control and tube-based robust model predictive control methods are designed to hierarchically solve the optimal crossing order and the velocity trajectories of a group of CAVs in terms of energy consumption and throughput. To capture the energy consumption of each vehicle, their powertrain system is modeled in line with an electric drive system. With a suitable relaxation and spatial modeling approach, the optimization problems in the proposed strategy can be formulated as convex second-order cone programs, which provide a unique and computationally efficient solution. A rigorous proof of the equivalence between the convexified and the original problems is also provided. Simulation results illustrate the effectiveness and robustness of the proposed strategy and reveal the impact of traffic density on the control solution. The study of the Pareto optimal solutions for the energy-time objective shows that a minor reduction in journey time can considerably reduce energy consumption, which emphasizes the necessity of optimizing their trade-off. Finally, the numerical comparisons carried out for different prediction horizons and sampling intervals provide insight into the control design.
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ACRONYMS

CAV Connected and Automated Vehicle

CZ Control Zone

FIFO First-In-First-Out

HRCS Hierarchical Robust Control Strategy

RMPC Robust Model Predictive Control

MZ Merging Zone

OCP Optimal Control Problem

I. INTRODUCTION

Rapid urbanization leads to increasing demand for mobility in transportation, and consequently leading to severe road congestion, higher energy consumption, and more traffic accidents. To address these problems, research studies have focused on cooperative vehicle management to improve traffic efficiency, reduce accidents and save energy. The development of connected and autonomous vehicle (CAV) and wireless communication technologies, such as vehicle-to-infrastructure and vehicle-to-vehicle communications, can improve traffic capacity under complex on-road traffic scenarios, such as signalized and unsignalized intersections [11], [2], [3]. A comprehensive overview of signalized and signal-free intersection management strategies is presented in [4], [5], in which the problem formulation technique can be mainly categorized into model-based [6], [7] and data-driven [8], [9], [10] approaches. The former relies on first-principle parametric models while the latter utilizes non-parametric learning approaches for control decision-making, but the majority of the data-driven methods focus on signalized intersections. This paper focuses on unsignalized intersection management via a model-based technique and deals with autonomous vehicle coordination on unsignalized intersection management via advanced vehicular communication systems (e.g., vehicle-to-infrastructure) to reduce traffic delays and energy usage.

Both centralized and decentralized control solutions are studied in the literature [11], [12]. Centralized approaches involve a central intersection controller that determines the optimal velocity profiles of all CAVs to safely cross the intersection aiming to satisfy objectives, such as safety and throughput maximization, and energy minimization [13], [14], [15], [16], [17]. The trade-off between travel time and energy consumption minimization is investigated in [18], where a hierarchical optimization approach is developed subject to First-In-First-Out (FIFO) constraints. [19] proposes a centralized model predictive control (MPC) method for a convexified modeling framework. The electric powertrain and various friction losses that were usually omitted are included in recent works, where [20] involves turning maneuvers and [21], [22]. [23] utilize convex modeling techniques to reduce the overall computational complexity. The utilization of such a realistic modeling framework with explicit powertrain and vehicle longitudinal dynamics has been shown to yield more accurate results (particularly with respect to energy consumption), as compared to other works that employ conventional lossless vehicle models. The work in [23] proposes a hierarchical optimization approach that reformulates the problem in a
convex optimization framework to jointly optimize both the travel time and powertrain energy consumption of battery electric vehicles. The upper-level of the hierarchical framework determines an optimized crossing order while the lower-level derives the optimal trajectories of all CAVs so that collision avoidance is guaranteed for the given order. In addition to the energy consumption and travel time that are commonly addressed, driving comfort is also considered in [24], where trade-offs between all these control objectives are investigated.

Although centralized schemes usually achieve optimal solutions, their implementation is challenging as they may suffer from high computational costs and lack resilience against the failure of the central controller. A more practical alternative is offered by decentralized control frameworks, where the velocity trajectory of individual CAVs is found locally by solving a local optimization problem associated with each vehicle [25], [26], [27], [28]. An analytic optimization method is proposed in [29], where the energy-optimal trajectory of each CAV is found individually by Pontryagin’s minimum principle. [30] presents a virtual platoon management rule, which forms the CAVs arriving at the intersection as a virtual platoon so as to enhance both the speed and throughput of CAVs. In [31], the sequential movement of CAVs through the intersection is modeled using multi-agent Markov decision processes, while reinforcement learning is employed to find each velocity trajectory. Turning maneuvers are integrated into [32], [33], indicating the capability of distributed coordinated frameworks in finding near-optimal solutions. More specifically, the work in [32] solves the cooperative trajectory planning problem using vehicle-level mixed-integer non-linear programming, whereas the work in [33] solves the problem by resorting to analytic optimization techniques. More computationally efficient alternatives for decentralized approaches are heuristic control strategies [34], [35], which however do not have optimality guarantees in most cases.

Despite a rich literature on autonomous intersection management techniques, there are only a few works that deal with uncertainties entailed in the system. In [36], Kalman estimation techniques are utilized to cope with unreliable communication links (noise, packet drops, delays) in autonomous vehicle trajectory planning, and the coordination is accomplished by global optimization. A heuristic intersection management method has been proposed in [37] from a robust control perspective to compensate for the effects of model mismatches and possible external disturbances. Recent work in [38] considers vehicle position uncertainties resorting to the sensor and prediction errors in linear Gaussian motion models for a centralized coordination scheme. To cope with the deviations in the trajectory following, a priority-aware resequencing mechanism is introduced in [39] through indirect feedback in the system. In [40], a robust coordination scheme is proposed by incorporating date-driven and Gaussian process regression methods to learn the deviation from the nominal trajectories of CAVs. However, the crossing orders in the works [36], [37] are predefined rather than optimized, and the powertrain dynamics and various friction losses are neglected in [38], [39], [40]. Based on some preliminary results presented in [41], this paper proposes a hierarchical robust control strategy (HRCs) for autonomous intersection crossing in a decentralized coordination framework, where the optimization problem is formulated in the spatial domain to avoid the free end-time problem and to utilize a convex optimization framework. Moreover, both model and measurement uncertainties are considered in the state-space model and addressed by the developed hierarchical control framework. This formulation enables the consideration of state-independent unmodeled longitudinal nonlinearities (e.g. gradient resistance caused by road slopes), and measurement noises of locations and velocities caused by sensors and environmental disturbances. In particular, the hierarchical strategy involves a two-level optimization, in which the crossing order is optimized in an upper-level by solving an optimal control problem (OCP), which then guides a lower-level controller to derive optimal solutions in real-time. To address the aforementioned uncertainties, a tube-based RMPC is designed for the lower-level coordination based on the robust invariant set centered along the nominal trajectory.

In summary, this paper makes the following contributions:

- This work introduces a novel robust and decentralized optimization-based autonomous intersection coordination framework, which takes into account vehicle modeling uncertainties and measurement noise.
- In addition to velocity trajectory optimization, the proposed scheme also finds the crossing order of the CAVs based on the local trajectory optimization and heuristic rules. This leads to significantly better solutions compared to the case when a predefined non-optimized (e.g., FIFO) crossing policy is enforced.
- Inspired by the authors’ prior work on centralized intersection coordination [23], computationally efficient solutions for the formulated decentralized coordinated scheme are derived by suitably relaxing the non-convex constraints and reformulating the associated optimization problems into convex second-order cone programs. A rigorous proof of the equivalence between the convexified and the original non-convex problem is also provided to complete the framework, which implies the robust satisfaction of the safety and operational constraints.

The rest of this paper is organized as follows. Section II introduces a convex modeling framework of autonomous intersection crossing that includes the powertrain model of the CAV. The formulation of the decentralized HRCs is given in Section III. Simulation results and discussion are presented in Section IV. Finally, concluding remarks are given in Section V.

**Notation:** Let \( \mathbb{R} \) and \( \mathbb{N} \) denote the real and natural numbers, respectively. For \( r_1 \in \mathbb{R} \) and \( n_1, n_2 \in \mathbb{N}, \mathbb{R}_{\geq r_1}, \mathbb{R}_{> r_1}, \mathbb{N}_{> n_1} \), and \( \mathbb{N}_{[n_1, n_2]} \) denote sets \( \{ r \in \mathbb{R} | r \geq r_1 \}, \{ r \in \mathbb{R} | r > r_1 \}, \{ n \in \mathbb{N} | n > n_1 \}, \text{and} \{ n \in \mathbb{N} | n_1 \leq n \leq n_2 \} \), respectively. For \( m \in \mathbb{N}_{>0} \), \( X \in \mathbb{R}^m \) and \( Y \in \mathbb{R}^n \) denote vectors with \( m \) rows and all the elements being real and natural numbers, respectively. For \( m, n \in \mathbb{N}_{>0} \), \( X \in \mathbb{R}^{m \times n} \) and \( Y \in \mathbb{R}^{n \times m} \) denote matrices with \( m \) rows and \( n \) columns and all the elements being real and natural numbers, respectively. Given sets \( \mathbb{W}, \mathbb{V} \), Minkowski sum addition is noted as \( \mathbb{W} \oplus \mathbb{V} = \{ x + y | x \in \mathbb{W}, y \in \mathbb{V} \} \), and Minkowski difference as \( \mathbb{W} \ominus \mathbb{V} = \{ x | x + V \subseteq \mathbb{W} \} \).
II. PROBLEM STATEMENT

A. System Modeling and General Problem Setup

The intersection coordination problem studied in the paper consists of a group of vehicles approaching a signal-free intersection, as shown in Fig. 1 where lane changes and turning maneuvers are not allowed. All vehicles are assumed to be autonomous and connected, and there are no other non-autonomous road users (e.g. human-driven vehicles, cyclists, and pedestrians). As can be seen, the intersection is formed by two perpendicular roads with two lanes per road. Vehicles approaching the intersection will first enter a Control Zone (CZ). The center of the intersection is called the Merging Zone (MZ), where vehicles merge from different directions, and therefore lateral collision may occur. As it can be seen, the area of the MZ is considered as a square of side \( S \), and the distance from the entry of the CZ to the entry of the MZ is \( L \), with \( L > S \). The intersection also has a coordinator that facilitates the exchange of information among the CAVs inside the CZ. Hence, in practice, \( L \) is determined by the communication range capability of the CAVs and the coordinator. Note that the intersection coordinator is only used to streamline the communication process for the decentralized control scheme, and it is not involved in making control decisions. The decentralized control scheme will be specified in Section III.

Let us denote by \( N(t) \in \mathbb{N}_{>0} \) the total number of CAVs within the CZ at a given time \( t \in \mathbb{R}_{>0} \) and the set \( N(t) \subseteq \mathbb{N} \) to designate the crossing order in which the vehicles will enter the MZ. The determination of the crossing order will be elaborated in Section III-A. The control target is to minimize the average energy consumption and travel time of \( N(t) \) CAVs by finding in a decentralized manner the optimal sequence \( N(t) \) and the optimal speed trajectory for each vehicle from the entry of the CZ to the exit of the MZ. For notational convenience, we consider that \( N(t) \) and \( N \) are identical to \( N(t) \) and \( N \) in the rest of this paper, respectively.

**Definition 1:** Given an arbitrary CAV \( h \in N \), any CAV \( i \in N \), \( i \neq h \) can be categorized into one of the following subsets of \( N \) based on its physical location inside the CZ: 1) \( C_h \) collects vehicles traveling in the same direction as the \( i \)th vehicle; 2) \( E_h \) collects vehicles traveling in the perpendicular directions to the \( i \)th vehicle; 3) \( O_h \) collects vehicles traveling in the opposite direction to the \( i \)th vehicle.

This research focuses on developing a coordination scheme in the spatial domain, which leads to the following two advantages: (a) the free end-time optimization problem in the time domain is avoided, and (b) the problem can be formulated using convex programs \( \underline{23} \). Let \( s \) denote the variable of traveled distance and \( v_i(s) \) denote the velocity of the \( i \)th vehicle. The transformation from time to spatial domain is achieved by changing the independent variable \( t \) to \( s \) via \( \frac{ds}{dt} = \frac{1}{v_i} \). Thus, in the spatial domain, the distance traveled for each CAV is constant and equals to \( L_i = (L + S + l_i) \), \( i \in N \), and the travel time of each CAV can be readily obtained as a state variable,

\[
\frac{dt_i}{ds} = \frac{1}{v_i}, \quad t_i = \frac{1}{\sqrt{2E_i/m_i}}. \tag{1}
\]

where \( l_i \) is the length of vehicle \( i \), \( E_i(s) = \frac{1}{2}m_i v_i^2(s) \) is the kinetic energy, and \( m_i \) is the mass of the \( i \)th vehicle. As such, the required travel time of the \( i \)th CAV to cross the intersection is:

\[
J_{i} = t_i(L_i) - t_i(0), \tag{2}
\]

where \( t_i(0) \) is the arrival time of CAV \( i \) at the CZ. Hereafter, \( E_i(s) \) is introduced instead of \( v_i \) for modeling the motion dynamics to cancel the nonlinearity due to the air drag. Considering \( E_i(s) \) and vehicle longitudinal dynamics, the motion of vehicle \( i \) can be described by,

\[
\frac{d}{ds}E_i(s) = \frac{F_{w,i}(s)}{m_i} - \frac{2|rac{dv_i}{ds}|}{m_i}, \tag{3}
\]

where \( F_{w,i}(s) = F_{t,i}(s) + F_{b,i}(s) \) is the total force acting on the wheels with \( F_{t,i}(s) \) and \( F_{b,i}(s) \) being the powertrain driving force and the friction brake force acting on the wheels, respectively. \( F_{r,i} = f_r m_i g \) is the rolling resistance force of CAV \( i \) with coefficient \( f_r \), and \( f_d,i \) is the coefficient of air drag resistance of the \( i \)th CAV. It is further assumed that all vehicles are equipped with electric drives, and are subject to constraints:

\[
\frac{g v_{\min,i}}{r_{w,i}} T_{\min,i} \leq F_{t,i}(s), \quad \frac{g v_{\max,i}}{r_{w,i}} T_{\max,i} \tag{4}
\]

\[
m_i a_{min,i} - \frac{g v_{i}^2}{r_{w,i}} T_{\min,i} \leq F_{b,i}(s) \leq 0, \tag{5}
\]

\[
m_i a_{min,i} \leq F_{w,i}(s) \leq \frac{g v_{\min,i}}{r_{w,i}} T_{\max,i}, \tag{6}
\]

where \( r_{w,i} \) is the wheel radius, \( g r_{i} \) is the fixed transmission gear ratio, \( a_{min,i} \) is the peak deceleration during emergency braking, and \( T_{\min,i}, T_{\max,i} \) are electric drive motor torque limits for generating and motoring, respectively.

The energy cost of each CAV, \( J_{b,i} \), is evaluated based on the tank-to-wheel energy path of the vehicle, which can be represented as a time integral of \( P_{h,i}(F_{t,i}, v_i) \), a function of vehicle force and speed (which correspond to motor torque and speed). As such, the energy usage in the spatial domain of each CAV is:

\[
J_{b,i} = \int_0^{L_i} \frac{P_{h,i}(F_{t,i}, v_i)}{v_i} ds. \tag{7}
\]

by analogy to the common quadratic battery power model \( \underline{42} \), the following fitting model is chosen for \( P_{h,i} \):

\[
P_{h,i}(F_{t,i}, v_i) = b_2 F_{t,i}^2 v_i + b_1 F_{t,i} v_i + b_0 v_i, \tag{7}
\]
where $b_0$, $b_1$, $b_2$ are fitting parameters obtained on the basis of a motor map. As such, the battery energy usage in the spatial domain of each CAV is:

$$J_{b,i} = \int_0^{L_i} (b_2 F_{t,i}(s)^2 + b_1 F_{t,i}(s) + b_0) \, ds.$$  \hspace{1cm} (8)

For safety purposes, rear-end and lateral collision avoidance constraints and speed limits are required:

$$t_i(s) - t_h(s + l_h) \geq \delta, \quad \forall i \in C_h,$$  \hspace{1cm} (9)

$$t_i(L) \geq t_h(L_h), \quad \forall i \in L_h,$$  \hspace{1cm} (10)

$$\frac{1}{2} m_i v_{\text{min}}^2 \leq E_i(s) \leq \frac{1}{2} m_i v_{\text{max}}^2,$$  \hspace{1cm} (11)

where $\delta$ is a minimum time gap enforced to prevent rear-end collision between vehicle $i$ and the vehicle immediately ahead, $v_{\text{min}}$ is set to a sufficiently small positive constant to avoid singularity issues that would appear in (1) when $v_i = 0$, and $v_{\text{max}}$ is determined based on the infrastructure constraints and traffic regulations [28]. Lateral collision constraint [10] ensures that the $i$th vehicle enters the MZ only after the $h$th vehicle leaves the MZ. For any CAV $i \in O_h$, there is no interference between CAVs $h$ and $i$ inside the CZ. Hence, only the following constraint

$$t_i(L + S) > t_h(L + S), \quad \forall i \in O_h,$$  \hspace{1cm} (12)

is required to fulfill the crossing order.

The following assumptions are also needed to complete the modeling framework described above:

**Assumption 1:** All vehicle information (e.g., position, velocity, acceleration) can be measured through sensors, and the data can be transferred between each CAV and the coordinator without delays.

**Assumption 2:** For each CAV $i$, constraints (9), (11) and (14) are inactive at $t_i(0)$.

**Assumption 3** may not be valid for practical vehicular networks. On that occasion, it can be relaxed by using a worst-case analysis as long as the measurement and communication delays are bounded. Assumption 3 is needed to ensure that all CAVs arriving at the CZ have feasible initial states and initial control inputs.

Based on the above Assumptions [12] and equations [1]-[12], the autonomous coordination problem can be formulated as an OCP. For an assumed crossing order $N$ and the objective of minimizing the travel time (2) and energy consumption (8), the OCP is defined as:

**OCP 1:**

$$\min_{u_{\text{nonlinear}}} \quad W_1 \sum_{i=1}^N J_{t,i} + W_2 \sum_{i=1}^N J_{b,i}$$

s.t. : (1), (2), (3), (5), (9), (10), (11), (12),  \hspace{1cm} (13a)

where

$$u_{\text{nonlinear}} = [F_{t,1}(s), F_{t,2}(s), \ldots, F_{t,N}(s), F_{b,1}(s), F_{b,2}(s), \ldots, F_{b,N}(s)]^\top \in \mathbb{R}^{2N},$$

and $W_1, W_2 \in \mathbb{R}_{>0}$ are weighting factors. Note that the crossing order $N$ is determined by another OCP that is introduced later in Section III-A.

**B. Convex Modeling Approach**

**OCP 1** is a non-convex optimization problem because of the non-affine equality dynamics (1). Subsequently, we show that **OCP 1** can be convexified such that under certain assumptions the solution of the relaxed, convex problem is identical to the solution of the original non-convex **OCP 1**.

Towards this direction, the dynamics of $t_i$ are rewritten as

$$\frac{dt_i(s)}{ds} = \zeta_i(s),$$  \hspace{1cm} (14)

$$\zeta_i(s) \geq \frac{1}{\sqrt{2E_i(s) / m_i}},$$  \hspace{1cm} (15)

which relax the original nonlinear differential equation into a linear differential equation and a convex constraint of the auxiliary control variable $\zeta_i(s)$.

The following Assumption 3 and 4 are needed to proceed with the proof of Proposition 1 defined later in this section.

**Assumption 3:** The regression model (7) can find an accurate fitting of $P_{b,i}$ by $b_1$ and $b_2$ that comply with the condition

$$b_1 + 2 b_2 F_{w,\text{min}} > 0, \quad \forall i \in N,$$  \hspace{1cm} (16)

where $F_{w,\text{min}} = \min \{m_i a_{\text{min},i} \} < 0, \forall i \in N$ representing the maximum available braking force of all CAVs.

**Assumption 3** implies that $b_1$ has sufficiently large positive value compared to $b_2$. This is consistent with the magnitude of the terms of the fitting model (7) based on their physical interpretation, where the fitting term involving $b_1$ is found to be the dominant one when the model (7) is fitted to data. According to Assumption 3 it is immediate to determine the fitting parameters $b_0, b_1, b_2$ by solving the following constrained optimization problem:

$$\min_{b_0, b_1, b_2 \in \mathbb{R}_{>0}} \quad ||P_{b,i}(F_{t,i}, v_i) - P_{b,i}^*||_2$$

s.t. : (16),  \hspace{1cm} (17a)

with $P_{b,i}^*$ the experimental battery output power data subject to certain motor torque and speed combinations. A representative example of the fitting (7) on the basis of the motor map given in [23] is given Fig. 2 which verifies the accuracy of the fitting model.

**Assumption 4:** The friction brake $F_{b,i}$ is inactive, such that $F_{b,i}(s) = 0, \forall i \in N, \forall s \in [0, L_i].$
Assumption 4 holds in most cases by the fact that regenerative braking is naturally maximized in order to promote eco-driving, which targets minimum energy usage. The case when the assumption does not hold is analyzed in Remark 1 later in this section.

Under Assumption 4, energy cost \( J_{b,i} \) in (8) is equivalent to
\[
J_{b,i} = \int_0^{L_i} (b_2 F_{w,i}(s) + b_1 F_{w,i}(s) + b_0) \, ds. \tag{18}
\]

Now, we have all ingredients to reformulate the non-convex problem \( \text{OCP 1} \) as a convex second-order cone program: OCP 2:
\[
\begin{align*}
\min \quad & W_1 \sum_{i=1}^N J_{t,i} + W_2 \sum_{i=1}^N J_{w,i} \tag{19a} \\
\text{s.t. :} \quad & (3), (9), (10), (11), (12), (13), (14), (15), \tag{19b}
\end{align*}
\]
where \( u = [F_{w,1}(s), \cdots, F_{w,N}(s), \zeta_1(s), \cdots, \zeta_N(s)]^\top \in \mathbb{R}^{2N} \). It is worth noting that the validity of the solution of OCP 2 relies on the tightness of \( (15) \), which is addressed by Proposition 1.

**Proposition 1:** Under Assumption 3 and Assumption 4, the globally optimal solution of OCP 2 always finds the equality condition of \( (15) \), and therefore the solution of the relaxed, nonlinear convex problem OCP 2 is identical to the solution of the non-convex problem OCP 2.

**Proof.** In view of (19a), the multi-objective function of a single vehicle \( i \) can be denoted by \( J_i = W_1 J_{t,i} + W_2 J_{w,i} \), where \( J_{t,i}(\zeta_i(s)) = t_i(L_i) - t_i(0) = \int_0^{L_i} \zeta_i(s) \). Thus, \( J_{t,i} \) only depends on \( \zeta_i(s) \) whereas \( J_{w,i} \) solely depends on \( F_{w,i}(s) \), as it can be seen in (15). Suppose that a feasible solution (denoted by the superscript \( * \)) of problem OCP 2 with control signals \( \zeta_i^*(s), F_{w,i}^*(s) \), and the states \( E_i^*(s), t_i^*(s) \), is found for which it holds that \( \zeta_i^*(s) > 1/\sqrt{2(E_i^*(s))} / m_i \), and therefore we have
\[
\begin{align*}
\zeta_i^*(s) &= \frac{1}{\sqrt{2(E_i^*(s))/m_i}} + \Delta \zeta_i(s), \quad \text{with} \quad \Delta \zeta_i(s) > 0, \tag{20a} \\
t_i^*(s) &= t_i(0) + \int_0^s \frac{1}{\sqrt{2(E_i^*(\xi))/m_i}} \, d\xi + \int_0^s \Delta \zeta_i(\xi) \, d\xi, \tag{20b}
\end{align*}
\]
where the slack variable \( \Delta \zeta_i \) inflates the travel time of the \( i \)th vehicle, and therefore it relaxes the rear-end and lateral collision avoidance constraints (e.g., if the velocity of CAV \( i \) arriving at the CZ is much faster than that of CAV \( i-1 \) with \( i, i-1 \in N \), it does not need to decelerate for CAV \( i-1 \), avoiding energy loss). It is also possible to construct an alternative feasible solution \( \left( \tilde{\zeta}_i(s), \tilde{E}_i(s), \tilde{t}_i(s), \tilde{F}_{w,i}(s) \right) \) with the same initial conditions \( E_i^*(0) = \tilde{E}_i(0) \) and \( t_i^*(0) = \tilde{t}_i(0) \), and
\[
\tilde{\zeta}_i(s) = \frac{1}{\sqrt{2(E_i^*(s))/m_i}} = \zeta_i^*(s), \tag{21}
\]
with \( \tilde{E}_i(s) < E_i^*(s) \), and therefore by integrating (21) \( \tilde{t}_i(s) = t_i^*(s) \). The alternative solution corresponds to the case when the \( i \)th vehicle slows down for the preceding vehicle without inflating the time variable (tightness of (15) is guaranteed). In this context, the kinetic energy difference between the two solutions can be obtained by
\[
\Delta E_i(s) = E_i^*(s) - \tilde{E}_i(s) = E_i^*(s) - \frac{1}{2} \frac{1}{m_i} \left( \frac{1}{\zeta_i(s)} \right)^2
\]
\[
= E_i^*(s) - \frac{1}{2} \frac{m_i}{\sqrt{m_i + \sqrt{2E_i^*(s)\Delta \zeta_i(s)}}} > 0, \tag{22}
\]
where \( \frac{1}{\zeta_i(s)} = \frac{1}{\zeta_i^*(s)} \) owing to (21), and therefore can be determined by (21a). Such a kinetic energy difference results by the deviation between \( \tilde{F}_{w,i} \) and \( F_{w,i}^* \), \( \Delta F_{w,i}(s) = F_{w,i}^*(s) - \tilde{F}_{w,i}(s) \). The relationship between \( \Delta E_i(s) \) and \( \Delta F_{w,i}(s) \) can be found by (13). For both solutions cases, by integrating both sides of the longitudinal dynamic equation, it holds that
\[
E_i(s) = E_i(0) + \int_0^s F_{w,i}(\xi) \, d\xi - \int_0^s E_i(\xi) \, d\xi + \varepsilon_i \int_0^s E_i^*(\xi) \, d\xi, \tag{23a}
\]
\[
\tilde{E}_i(s) = E_i(0) + \int_0^s \tilde{F}_{w,i}(\xi) \, d\xi - \int_0^s \tilde{E}_i(\xi) \, d\xi + \varepsilon_i \int_0^s \tilde{E}_i(\xi) \, d\xi, \tag{23b}
\]
where \( \varepsilon_i = \frac{2J_{b,i}}{m_i} \) is a constant. By subtracting (23b) from (23a), we obtain
\[
\Delta E_i(s) = \int_0^s \Delta F_{w,i}(\xi) \, d\xi + \varepsilon_i \int_0^s \Delta E_i(\xi) \, d\xi > 0, \quad \forall s. \tag{24}
\]
Since \( \varepsilon_i < 0 \) and \( \Delta E_i(s) > 0 \), then \( \varepsilon_i \int_0^s \Delta E_i(\xi) \, d\xi < 0 \), which implies from (24)
\[
\int_0^s \Delta F_{w,i}(\xi) \, d\xi > 0. \tag{25}
\]

Let \( J_i^*(F_{w,i}^*, \zeta_i^*) \) and \( \tilde{J}_i(F_{w,i}, \tilde{\zeta}_i) \) denote the cost for a single vehicle \( i \) in both solution cases. Then, their difference can be calculated by
\[
J_i^*(F_{w,i}^*, \zeta_i^*) - \tilde{J}_i(F_{w,i}, \tilde{\zeta}_i) = W_1 J_{t,i}(\zeta_i^*(s)) + W_2 J_{w,i}(F_{w,i}^*(s)) - W_1 J_{t,i}(\tilde{\zeta}_i(s)) - W_2 J_{w,i}(\tilde{F}_{w,i}(s))
\]
\[
= W_2 \left( J_{w,i}(F_{w,i}^*(s)) - J_{w,i}(\tilde{F}_{w,i}(s)) \right) . \tag{26}
\]
In virtue of the quadratic form of \( J_{w,i}(\cdot) \), (26) can be rearranged as
\[
J_i^*(F_{w,i}^*, \zeta_i^*) - \tilde{J}_i(F_{w,i}, \tilde{\zeta}_i)
\]
\[
= W_2 \int_0^{L_i} \left[ b_2 F_{w,i}(s)^2 + b_1 F_{w,i}(s) + b_0 \right] ds
\]
\[
- W_2 \int_0^{L_i} \left[ b_2 \tilde{F}_{w,i}(s)^2 + b_1 \tilde{F}_{w,i}(s) + b_0 \right] ds
\]
\[
= W_2 \int_0^{L_i} \left[ b_2 (F_{w,i}(s) + \tilde{F}_{w,i}(s)) + b_1 \right] \Delta F_{w,i}(s) \, ds . \tag{27}
\]
Let us define \( g_i(s) = \frac{F_{w,i}(s) + F_{v,i}(s)}{2} \in [F_{w,\text{min}}, F_{w,\text{max}}] \) with \( F_{w,\text{max}} = \max \{ F_{w,i}, T_{\text{max},i} \} \), \( F_{w,\text{min}} = \min \{ m_i \alpha_{\text{min},i} \} \) \( \forall i \in N \) and \( F_{w,\text{min}} < 0 \) and \( F_{w,\text{max}} > 0 \). (27) can be rewritten as:

\[
J_i^* = J_i^{w,i}(s) - J_i^{v,i}(s) = W_2 b_1 \int_{s_0}^{s} F_{w,i}(s) ds + W_2 b_2 \int_{s_0}^{s} g_i(s) \Delta F_{w,i}(s) ds.
\]

Similarly, the satisfaction of the rear-end collision avoidance constraint \( (9) \) and the constraint to fulfill the crossing order \( (12) \) can be justified.

From Lemma 1 by solving the convex optimization problem with continually reduced lower bound of the speed, there always exists a \( \sigma \) and a corresponding feasible solution with \( E_i^*(s) = \frac{1}{2} \sigma^2 \) that allows vehicle \( i \) to operate at an almost static condition such that collision avoidance constraints is fulfilled, and therefore the equality condition \( \Delta \) holds.

Remark 1 (Active friction brakes): Solving OCP 2 may yield a solution trajectory where \( F_{w,i}(s) < \frac{\mu_{\text{min}}}{\tau_{\text{min},i}(s)} \) for some s (regenerative braking power is saturated). In this circumstance, friction brake is invoked to meet the total force demand at the wheels, \( F_{v,i}(s) = \frac{\mu_{\text{min}}}{\tau_{\text{min},i}(s)} + F_{b,i}(s) \). As such, the equivalence between OCP 1 and OCP 2 (see Proposition 1) is no longer guaranteed due to the discrepancy between the energy costs in both OCPs (regeneration of friction brakes is assumed in OCP 2), and therefore, the optimality of OCP 2 may be compromised in such a case. Nevertheless, the equality of \( \Delta \) holds invariably (as inferred from the above proof), which, in turn, ensures the feasibility of the convex optimization solution.

III. HIERARCHICAL ROBUST CONTROL STRATEGY

This section introduces the novel decentralized control strategy (i.e., HRCS), where the convex program formulated in OCP 2 plays a key role in its formulation. As shown in Fig. 3, the scheme is composed of an upper-level crossing order scheduler and a lower-level trajectory optimizer RMPC, deployed in a hierarchical and decentralized manner. Every time a new vehicle \( i \) arrives at the entry point of the CZ, its local controller determines the optimal passing order \( \alpha \) by solving an OCP 3 as will be described in Section III-A. The tube-based RMPC embedded in each CAV finds its individual optimal trajectory to cross the signal-free intersection. Note that the intersection coordinator works as an information relay without making any control decisions. Specifically, the coordinator will collect the new crossing order \( \alpha \) and transmit it to all vehicles inside the CZ such that their lower-level controller will update the collision avoidance constraints in the lower-level optimization problem based on an updated crossing order.

Prior to the introduction of the individual algorithms in the two layers, let us first introduce some preliminaries that are used across the two layers. Considering a sampling distance interval \( \Delta s \in \mathbb{R}_{>0} \), and without loss of generality it is assumed that \( L_i = L \), \( L_i = L \Delta s < \alpha_1 \Delta s, S = \alpha_2 \Delta s, l_i = \alpha_3 \Delta s, \alpha_1, \alpha_2, \alpha_3 \in \mathbb{N}_{>0} \), \( \alpha = \alpha_1 + \alpha_2 + \alpha_3, \alpha_1 > \alpha_2 > \alpha_3 \).
Hierarchical Decentralized Coordination Scheme

Local Crossing Order Scheduler (upper-level)

Constraints related to rear-end collision (9) Constraints related to potential collision in the MZ (10) Constraints to enforce CAVs to follow the crossing order, \( \mathcal{N}_i \) (12)

\[
\min_{\bar{x}, \bar{u}} J_d, (\bar{x}, \bar{u}) \text{ s.t. } (6) (9) (11) (15) (30) (32) (59)
\]

Local Trajectory Optimizer RMPC (lower-level)

Constraints related to rear-end collision (35) Constraints related to potential collision in the MZ (53) Constraints to enforce CAVs to follow the crossing order, \( \mathcal{N}_i \) (54)

\[
\min_{\bar{x}, \bar{u}} J_d, (\bar{x}, \bar{u}) \text{ s.t. } (6) (11) (15) (32) (59) (50) (54)
\]

OCP 3 and OCP 4 take \( J_{d,i} \) and \( J_{d,\bar{i}} \), respectively.

The objective function in a discretized form for vehicle \( i \) is formulated based on (19a) as

\[
J_{d,i} = \sum_{k=0}^{\alpha-1} W_i (b_2 F_{w,i}(k) + b_1 F_{w,i}(k) + b_0) + W_2 \Delta \bar{x}_{i}(k) \Delta s_i,
\]

(30)

The discretized system equations (3) and (14), and the related constraints can be rewritten as:

\[
x_i(k+1) = A_i x_i(k) + B_i u_i(k) + \omega_i(k),
\]

(31a)

\[
y_i(k) = C_i x_i(k) + \nu_i(k),
\]

(31b)

\[
x_i = \begin{bmatrix} E_i \\ t_i \end{bmatrix}, \quad u_i = \begin{bmatrix} F_{w,i} - F_{r,i} \end{bmatrix}, \quad A_i = \begin{bmatrix} e^{2 \eta_i \Delta s} & 0 \\ 0 & 1 \end{bmatrix},
\]

\[
B_i = \begin{bmatrix} -\frac{m(e^{2 \eta_i \Delta s} - 1)}{2 \eta_i} & 0 \\ 0 & \Delta s_i \end{bmatrix}, \quad C_i = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
\]

where \( k = 0, 1, \ldots, \alpha - 1 \), \( \omega_i(k) = [\omega_{E,i}(k), 0]^\top \) with a closed convex set bounding on process noise \( \mathcal{W}_i = \{ \omega_{E,i}(k) \in \mathbb{R} : |\omega_{E,i}(k)| \leq \mathcal{W}_{E,i} \} \) and \( \mathcal{W}_{E,i} \in \mathbb{R}_0^+ \), \( \nu_i(k) = [\nu_{E,i}(k), \nu_{r,i}(k)]^\top \) with a closed convex set bounding on measurement noise \( \mathcal{V}_i = \{ \nu_i(k) \in \mathbb{R}^2 : |\nu_i(k)| \leq \mathcal{V}_i \} \) and \( \mathcal{V}_i \in \mathbb{R}_0^+, \) and \( y_i \) is the measured signal of the \( i \)-th vehicle’s status, obtained by onboard sensors. The consideration of \( \omega_i \) and \( \nu_i \) involves, respectively, the state-independent unmodeled vehicle longitudinal dynamics (e.g. gradient resistance caused by road slopes), and the measurement noises from the sensors and environment disturbances. Moreover, the nominal system of the actual dynamics system (31a) embedded in the designed RMPC controller can be written as:

\[
\bar{x}_i(k+1) = A_i \bar{x}_i(k) + B_i \bar{u}_i(k),
\]

(32)

where the disturbance term \( \omega_i \) is neglected, \( \bar{x}_i(k) \) is the nominal state, and \( \bar{u}_i(k) \) is the nominal control input.

In the decentralized framework, the coordinator assigns a unique identity to each CAV when the vehicle enters the CZ of the intersection based on the vehicle’s arrival time and its entering direction. The identity that the coordinator assigns to each vehicle that arrives at the CZ is defined as \( (i, d_i, \bar{I}_i(k)) \), where \( i \in \mathcal{N}_i \) is the optimal crossing order of vehicle \( i \) to enter the MZ as will be described in OCP 3 and \( d_i \) is an index denoting the traveling direction (north, south, east and west), and \( \bar{I}_i(k) \) is the information set generated by the coordinator at step \( k \) by collecting the past optimal nominal state sequence of vehicle \( i \):

\[
\bar{I}_i(k) = [\bar{x}_i(0), \bar{x}_i(1), \ldots, \bar{x}_i(k)] \in \mathbb{R}^{(N_p+1) \times 2k},
\]

(33)

where \( \bar{x}_i(k) = [\bar{E}_i(k), \bar{t}_i(k)] \in \mathbb{R}^{(N_p+1) \times 2} \) is the optimal nominal state sequence computed by the local controller on vehicle \( i \) at step \( k \) within a predefined receding horizon \( N_p \), and

\[
\bar{E}_i(k) = [E_i(k)|k], E_i(k+1)|k], \ldots, E_i(k+N_p)|k]]^\top,
\]

\[
\bar{t}_i(k) = [\bar{t}_i(k)|k], \bar{t}_i(k+1)|k], \ldots, \bar{t}_i(k+N_p)|k]]^\top.
\]

A. Crossing Order Scheduler

Considering the single-lane road depicted in Fig. 1, CAVs approaching the intersection from the same direction will enter and leave the MZ in the same order they arrive at the CZ. Therefore, the main challenge stems from the collision avoidance and prioritizing constraints for CAVs merging from different directions, i.e., [10] and [12] which depend on the crossing order. To determine an optimal crossing order without invoking exhaustive search, we define a virtual coordination problem in the discrete-time form:

OCP 3:

\[
\min_{\bar{u}_i} J_{d,i}(\bar{x}_i, \bar{u}_i)
\]

s.t. : \( \bar{x}_i(0) = x_i(0) \)

\[
x_i(k+1) = A_i \bar{x}_i(k) + B_i \bar{u}_i(k),
\]

(34)

\[
\begin{bmatrix} x_i(1) \\ \vdots \\ x_i(\alpha-1) \end{bmatrix} \in \mathbb{R}^{(\alpha+1) \times 2k} \quad k = 0, 1, \ldots, \alpha - 1,
\]

where \( \bar{x}_i = [\bar{x}_i(0), \bar{x}_i(1), \ldots, \bar{x}_i(\alpha - 1)]^\top \in \mathbb{R}^{(\alpha+1) \times 2k} \), \( \bar{u}_i = [\bar{u}_i(0), \bar{u}_i(1), \ldots, \bar{u}_i(\alpha - 1)]^\top \in \mathbb{R}^{\alpha \times 2} \), collects the nominal dynamics (32), and the initial value of the nominal state \( \bar{x}_i(0) \) takes the value of the actual initial condition \( x_i(0) \) since the disturbances are ignored.

Each vehicle needs to find the ideal (non-conservative) MZ entry and exit times, \( t_{i,in} \) and \( t_{i,out} \) by solving OCP 3 at the entry point of the CZ. Without considering the lateral collision avoidance constraints. The main idea is that for those vehicles that have potential lateral collisions, their crossing orders are based on their entry times at the MZ, while if there is no interference between the CAVs, their orders are based on their exit times at the MZ. As such, the implementation steps are performed as follows.

Step 1: Given \( t_{i,in} \) and \( t_{i,out} \) for vehicle \( i \in \mathcal{A}_i \) with \( \mathcal{A}_i = \{1, 2, 3, \ldots, i\} \) the arrival order at the CZ, and a previously designated crossing order \( \mathcal{N}_{i-1} \in \mathbb{N}^{(i-1)} \)
(i.e., \( N_{i-1} = \mathcal{N}(t), \forall t \in [t_{i-1}(0), t_i(0)) \)), which is a permutation of \( A_{i-1} \). For the sake of further discussion, let us consider \( N_{i-1}^k \) the \( k \)th element in \( N_{i-1} \).

Step 2: The \( i \)th arriving vehicle receives the entry position and intention of the last vehicle, \( N_{i-1}^k \) in \( N_{i-1} \) from the intersection coordinator, and then determines if there is lateral collision potential or not.

Step 3: (i) If there exists “lateral collision potential”, the new crossing order \( N_i \) is determined at vehicle \( i \) by evaluating the ideal entry time of the \( i \)th arriving vehicle and the vehicle \( N_{i-1}^1, N_{i-1}^2 \in N_{i-1} \) at the MZ:

\[
N_i = \left\{ \begin{array}{ll}
\{ N_{i-1}^1, \ldots, N_{i-1}^k, N_{i-1}^1, i \}, & t_{i,in} \geq t_{N_{i-1}^1,in},
\{ N_{i-1}^1, \ldots, N_{i-1}^k, i, N_{i-1}^1 \}, & t_{i,in} < t_{N_{i-1}^1,in},
\end{array} \right.
\]

(ii) If there exists “no lateral collision potential”, the new crossing order \( N_i \) is determined at vehicle \( i \) by evaluating the exit time of the \( i \)th arriving vehicle and the vehicle \( N_{i-1}^1, N_{i-1}^2 \in N_{i-1} \) at the MZ:

\[
N_i = \left\{ \begin{array}{ll}
\{ N_{i-1}^1, \ldots, N_{i-1}^k, N_{i-1}^1, i \}, & t_{i,out} \geq t_{N_{i-1}^1,out},
\{ N_{i-1}^1, \ldots, N_{i-1}^k, i, N_{i-1}^1 \}, & t_{i,out} < t_{N_{i-1}^1,out},
\end{array} \right.
\]

Step 4: The coordinator receives \( N_i \) from vehicle \( i \) and if \( N_i \neq \{ N_{i-1}, i \}, N_i \) is transmitted to vehicle \( N_{i-1}^1 \in N_{i-1} \) and \((i+1)\)th arriving vehicle. Otherwise, \( N_i \) is transmitted only to \((i+1)\)th arriving vehicle only.

Given the crossing order, \( N_i \), the lateral collision avoidance constraints in the lower-level optimization are set up correspondingly to ensure safety.

**B. Trajectory Optimizer**

Before the description of the lower-level controller, some preliminaries that are utilized to construct the collision constraints during the receding horizon windows are introduced first. Based on the identity \((i, d_i, \mathcal{I}_i(k))\), the coordinator exchanges the information set \( \mathcal{I}_i(k) \) with the associated vehicles (see below) to enable collision avoidance constraints to be established for each local controller according to \([9, 10]\) and \([12]\). Depending on the crossing order of the CAV \( i \), the information it requires from the coordinator to enable local control is defined as follows:

1) no information is required, if \( i = 1 \),
2) \( \mathcal{I}_{i-1}(k_{i-1}) \), if \( i \in C_{i-1} \),
3) \( \mathcal{I}_{i-1}(k_{i-1}) \) and \( \mathcal{I}_i(k_h) \) with \( h < i \), where \( h \) stands for the CAV immediately ahead of CAV \( i \), if \( i \notin C_{i-1} \) and \( i \in C_h \),

where \( k_{i-1} \) and \( k_h \) are the corresponding distance step of CAV \( i-1 \) and \( h \), respectively, when the \( i \)th CAV is at step \( k \), that are \( t_h(k_h, \Delta s) = t_{i-1}(k_{i-1}, \Delta s) = t_i(k, \Delta s) \). If \( i \notin C_h \), the rear-end collision constraint \([9]\) is reformatted for the RMPC-based decentralized HRCS as follows:

\[
t_{i}(k+j+1|k) - \tilde{t}_h((k - \alpha_3) + j + 1|k - \alpha_3) > t_\delta, \quad (35)
\]

where \( j = 0, 1, \ldots, N_p - 1 \), and \( \tilde{t}_h((k - \alpha_3) + j + 1|k - \alpha_3) \) is the historical information stored in \( \mathcal{I}_h(k_h) \). In addition to the rear-end collision avoidance constraint, the constraints concerning the lateral collision avoidance and prioritization for CAV \( i \in \{ L_h, O_h \} \), i.e., \([10]\) and \([12]\), will be reformatted and described latter in \([49]-[54]\) in this section.

After obtaining the optimal crossing order \( N_i \) from OCP \([3] \) the trajectory of CAV \( i \) can be optimized by solving an RMPC problem that replaces the objective function \([33]\) with the later defined objective function \([49]-[51]\) to satisfy conditions \([10]\) and \([12]\), and to cope with the additive disturbance \( \omega_i \) and \( \nu_i \) in the actual system \([31]\). This work adopts an RMPC with output feedback and robust invariant tubes based on the nominal system \([32] \). An observer is firstly designed to measure the state of each vehicle. Then, we design robust invariant tubes based on the nominal system \([32] \) to bound the nominal state and input. As such, by applying the optimal nominal input solved in each step \( k \), the actual vehicle dynamics constraints \( \{ x_i \in \mathcal{X}_i, u_i \in \mathcal{U}_i, (x_i, u_i) \in \mathcal{X}_i \times \mathcal{U}_i \} \) can always be satisfied even with the effects of the admissible disturbance sequences \( u_i \) and \( \nu_i \). The set \( \mathcal{X}_i \) collects constraints \([11]-[35]\) as well as lateral collision avoidance and prioritization constraints \([33]-[54]\) as described latter in this section, and the set \( \mathcal{U}_i \) collects \([6]\), and the set \( \mathcal{X}_i \times \mathcal{U}_i \) collects mixed state and input constraint \([15]\).

The states of the system \([31a]\) are estimated by a Luemberger observer with dynamics described by:

\[
\mathbf{\hat{x}}_i(k+1) = A_i \mathbf{x}_i(k) + B_i u_i(k) + L_{c,i}(y_i(k) - \mathbf{\hat{y}}_i(k)), \quad (36)
\]

\[
\mathbf{\hat{y}}_i(k) = C_i \mathbf{x}_i(k), \quad (37)
\]

where \( \mathbf{\hat{x}}_i \) and \( \mathbf{\hat{y}}_i \) are the estimates of state and output, respectively, and \( L_{c,i} \) is the observer gain such that the eigenvalues of \( A_{L,i} := A_i - L_{c,i} C_i \) satisfy the condition \( \lambda(A_{L,i}) < 1 \). Considering the estimation error

\[
\mathbf{\hat{e}}_i(k) = x_i(k) - \mathbf{\hat{x}}_i(k), \quad (37)
\]

it can be readily shown that its dynamics are governed by

\[
\mathbf{\hat{e}}_i(k+1) = A_{L,i} \mathbf{\hat{e}}_i(k) + \mathbf{\hat{d}}_i(k), \quad (38)
\]

where \( \mathbf{\hat{d}}_i(k) = \omega_i(k) - L_{c,i} \nu_i(k) \). From the bounds of the disturbances, it follows that

\[
\mathbf{\hat{d}}_i(k) \in \Delta_i = \mathcal{W}_i \oplus L_{c,i} \mathcal{V}_i. \quad (39)
\]

Since \( A_{L,i} \) is stable, a robust invariant tube \( \mathcal{S}_i \) can be found such that if \( \mathbf{\hat{x}}_i(0) \in \mathcal{S}_i, \mathbf{\hat{x}}_i(k) \) remain in the tube for all \( \mathbf{\hat{d}}_i(k) \).

In view of \([38]\), it holds that \( A_{L,i} \mathbf{\hat{S}}_i \oplus \Delta_i \subseteq \mathcal{S}_i \) and for the observer gain \( L_{c,i} \), the robust invariant tube \( \mathbf{\hat{S}}_i \) that includes the effects of \( \mathbf{\hat{d}}_i(k) \in \Delta_i \) can be computed as:

\[
\mathbf{\hat{S}}_i = (1 - \mu_{L,i})^{-1} \bigoplus_{j=0}^{n_{L,i}-1} A_{L,i}^j \Delta_i, \quad (37)
\]

where \( n_{L,i} \in \mathbb{N}_{>0} \) is a finite integer and \( \mu_{L,i} \in [0, 1) \) such that \( A_{L,i}^{n_{L,i}} \Delta_i \subseteq \mu_{L,i} \Delta_i \). Moreover, the following relationship can be inferred from \([37]\)

\[
x_i(k) \in \mathbf{\hat{x}}_i(k) \oplus \mathcal{S}_i, \quad (40)
\]

which yields a steady state assumption \( \mathbf{\hat{x}}_i(0) \in \mathcal{S}_i \) because if the state estimation \( \mathbf{\hat{x}}_i \) lies in the tightened constraint set \( \mathcal{X}_i \oplus \mathcal{S}_i \), the original state \( x_i \) is guaranteed to lie in \( \mathcal{X}_i \).
In this paper, the robust control policy is formed by an open-loop control solved by an optimization problem with nominal dynamics given by (32) and tightened constraints, and ancillary feedback control based on the observation of the state (from (36)). The feedback controller is defined as:

$$u_i(k) = \bar{u}_i(k) + K_i e_i(k),$$  \hspace{1cm}  (41)$$

where $K_i$ is the gain of the feedback controller such that $A_{K,i} \in L_1$. The system, defined as:

$$\text{the tracking error between the observer state and the nominal state},$$

is the actual state and input constraints (31) and the feedback loop $u_i(k) = \bar{u}_i(k) + K_i (x_i(k) - \bar{x}_i(k))$ satisfy the original constraints $x_i(k) \in X_i$ and $u_i(k) \in U_i$ for all admissible disturbances $\omega_i(k)$ and $v_i(k)$.

Therefore, this work proposes an RMPC-based HRCS designed based on the nominal system (34). At an update instant $k$, the tube-based RMPC in the lower-level finds the optimal control sequence $\bar{u}_i^*(k) = \{ \bar{u}_i^*(k|k), \bar{u}_i^*(k+1|k), \ldots, \bar{u}_i^*(k+N_p|k) \}$ and the optimal state sequence $x_i^*(k) = \{ x_i^*(k|k), x_i^*(k+1|k), \ldots, x_i^*(k+N_p|k) \}$ by solving the following convex RMPC problem:

$$\text{OCP 4:}$$

$$\min_{\bar{u}_i(k)} \bar{J}_{d,i}(\bar{x}_i(k), \bar{u}_i(k))$$  \hspace{1cm}  (48a)

$$\text{s.t.}$$

$$\bar{x}_i(k) = \bar{A}_i \bar{x}_i(k) + B_i \bar{u}_i(k) + B_i K_i e_i(k) + L_{ci} C_i \bar{x}_i(k) + L_{ci} v_i(k),$$

and the dynamics of the tracking error $e_i(k)$ are:

$$e_i(k+1) = A_{K_i,i} e_i(k) + \delta_i(k),$$

$$\bar{\delta}_i(k) = L_{ci} C_i \bar{x}_i(k) + L_{ci} v_i(k),$$

$$\bar{\delta}_i(k) \in \Delta_i = L_{ci} C_i \bar{S}_i \oplus L_{ci} \mathbb{V}_i.$$  \hspace{1cm}  (44)

By analogy to the robust invariant tube for the observation error $\bar{x}_i(k)$, the following conditions hold for the $e_i(k)$:

$$e_i(k) \in \bar{S}_i, \forall k,$$

$$\bar{x}_i(k) \in \bar{x}_i(k) \oplus \bar{S}_i.$$  \hspace{1cm}  (45)

with the robust invariant tube for $e_i(k)$. $\bar{S}_i = (1 - \mu_{K,i})^{-1} \oplus_{j=0}^{n_{K,i}-1} A_{K,i}^j \Delta_i$, where $A_{K,i}, \Delta_i \in \mathbb{R}^{n_{K,i}} \times \mathbb{R}^{n_{K,i}}$, $A_{K,i} \subseteq \mu_{K,i} \Delta_i$, and $A_{K,i} \bar{S}_i \subseteq \bar{S}_i$.

Based on the definition of the estimation error (47) and the tracking error (42), the actual state can be achieved by:

$$x_i(k) = \bar{x}(k) + e_i(k) + \bar{x}_i(k).$$  \hspace{1cm}  (46)

The bound on the nominal state can be derived by combining the actual state and input constraints (31) and the feedback control policy (41).
\( \text{(10)} \) and \( \text{(12)} \) can be avoided when the \( i \)th vehicle enters the MZ. Taking \( \Gamma_i^L \) as an example, it is specified as below:

1) if \( k + N_p < \alpha_1 \wedge k_h - k \leq \alpha_2 + \alpha_3 \)
\[ t_i^L = t_i(k + N_p | k) \]
\[ \hat{t}_i^L(k_h + l + 1 | k_h), \text{if} \ l < N_p, \ k_h + l + 1 = k + \alpha_2 + \alpha_3 \]
\[ \hat{t}_i^L(k_h + N_p | k_h) + \frac{[k + \alpha_2 + \alpha_3 - (k + N_p)] \Delta s}{\hat{v}_i(k_h + N_p | k_h)}, \text{if} \ k_h + N_p < k + \alpha_2 + \alpha_3, \]
\[ \hat{t}_i^L(k_h + N_p | k_h) + \frac{\alpha(k_h + N_p)}{\hat{v}_i(\beta)}, \text{if} \ k_h + N_p < \alpha, \]
\[ (52a) \]

2) if \( k + N_p \geq \alpha_1 \wedge k < \alpha_1 \)
\[ t_i^L = t_i(k + j + 1 | k), \ k + j + 1 = \alpha_1 \]
\[ \hat{t}_i^L(k_h + l + 1 | k_h), \text{if} \ l < N_p, \ k_h + l + 1 = \alpha \]
\[ \hat{t}_i^L(k_h + N_p | k_h) + \sum_{\beta = 1}^{\alpha - (k_h + N_p)} \frac{\Delta s}{\hat{v}_i(\beta)}, \text{if} \ k_h + N_p < \alpha, \]
\[ \hat{t}_i^L(k_h + N_p | k_h) + \frac{\alpha(k_h + N_p)}{\hat{v}_i(\beta)}, \text{if} \ k_h + N_p < \alpha, \]
\[ (52b) \]

where \( l \in \mathbb{N}_{0, N_p + 1} \) and \( k_h \), similarly to the earlier definition, stands for the associated step of the \( h \)th CAV such that \( t_i(k_h | \Delta s) = t_i(k | \Delta s) \). The first case activates when the \( i \)th and the \( h \)th vehicles have a similar remaining distance to the entry of the MZ. The formulation encourages the \( i \)th vehicle to preserve a predefined time gap \( \Delta t_i^L \) for \( \alpha_2 + \alpha_3 \) step-ahead space (equivalent to distance length \( S + l_h \)) to the \( h \)th vehicle before entering the MZ. As such, the effect of the lateral collision constraint \( \text{(10)} \) is considered from the start of the mission, and eventually the potential infeasibility issue in MPC framework when the \( i \)th vehicle and the \( h \)th vehicle reach the MZ at a similar time can be avoided. In the second case, as reflected by \( (52b) \), the lateral collision avoidance constraint \( \text{(10)} \) should still remain, and in discretized format it is described as follows:
\[ t_i^L - \hat{t}_i^L \geq 0, \text{if} \ k + N_p \geq \alpha_1 \wedge k < \alpha_1, \]
\[ (53) \]

where the upper part of \( \hat{t}_i^L \) in \( (52b) \) implies that the time of the \( h \)th vehicle at the position \( (L_h) \) can be obtained straightforwardly in the present space window. If the desired time at the position \( (L_h) \) is unavailable, the lower part of \( \hat{t}_i^L \) in \( (52b) \) provides a conservative estimation method, where the \( h \)th CAV will finish the rest of the mission at a conservatively (the slowest) estimated speed \( \hat{v}_i(\beta) \), which is calculated based on the terminal speed of the present horizon and the minimum deceleration of the kinetic energy as below:
\[ \hat{v}_i(\beta) = \max \left\{ \sqrt{2 \left( \hat{E}_h(k_h + N_p | k_h) - \beta \frac{dE_h(s)}{ds} |_{\min} \right)/m_i, v_{\min} } \right\} \]
with
\[ \frac{dE_h(s)}{ds} |_{\min} = F_w_{\min} - F_{r,i} - f_{d,i} v_{\max}^2 \]
being a constant.

Note that the estimated speed \( \hat{v}_i(\beta) \) and the index \( \beta \in [1, \alpha - (k_h + N_p)] \) can be predetermined before the optimization. By analogy to the definition \( (52) \) of \( \Gamma_i^L \), the definition and estimation of \( \Gamma_i^O \) can also be obtained. The prioritization constraint \( (12) \) in discretized form is then written as follows:
\[ t_i^O - \hat{t}_i^O \geq 0, \text{if} \ k + N_p \geq \alpha_1 \wedge k < \alpha_1. \]
\[ (54) \]

\textbf{Corollary 1:} By finely tuning the parameters \( \Delta t_i^L \) and \( \Delta t_i^O \), the solution of the MPC problem always satisfies condition \( (15) \) with equality, and therefore the solution of the MPC problem is valid under \textbf{Proposition 1}.

\textbf{Proof:} Assume a feasible solution sequence is found within an MPC horizon with \( k + j + 1 = \alpha_1 \) such that:
\[ E_i^*(k + j + 1 | k) = E_i^*(k | k) + \sum_{j = 0}^{j} \{ F_{w,i}^*(k + j | k) \} \Delta s \]
\[ -F_{r,i} + \varepsilon_i E_i^*(k + j | k) \Delta s \]
\[ \bar{t}_i^*(k + j + 1 | k) = \bar{t}_i^*(k | k) + \sum_{j = 0}^{j} \{ \bar{\zeta}_i^*(k + j | k) \} \Delta s \]
\[ \bar{\zeta}_i^*(k + j + 1 | k) \geq \frac{1}{\sqrt{2 E_i^*(k + j | k)/m_i}} \]
\[ \bar{t}_i^*(k + j + 1 | k) - \bar{t}_i^O \geq 0, \]
\[ \bar{t}_i^*(k + j + 1 | k) - \bar{t}_i^O \geq 0, \]
\[ \text{given:} \ E_i^*(k | k) = E_i^*(k | k), \bar{t}_i^*(k | k) = \bar{t}_i^O(k). \]
\[ (55b) \]
\[ (55c) \]
\[ (55d) \]
\[ (55e) \]

Considering \( \bar{\zeta}_i^* = \bar{\zeta}_i + \Delta \zeta_i \), where \( \bar{\zeta}_i \) is the solution in \( (21) \) that satisfies \textbf{Proposition 1} with \( \Delta \zeta_i > 0 \), the constraint \( (55d) \) can be expanded as:
\[ 0 \leq \bar{t}_i^*(k + j + 1 | k) - \bar{t}_i^O \]
\[ \leq \bar{t}_i^*(k) + \sum_{j = 0}^{j} \{ \bar{\zeta}_i(k + j | k) \} \Delta s - \bar{t}_i^O \]
\[ \leq \bar{t}_i^*(k) + \sum_{j = 0}^{j} \{ \bar{\zeta}_i(k + j | k) + \Delta \zeta_i(k + j | k) \} \Delta s - \bar{t}_i^O \]
\[ \leq \bar{t}_i^O(k) + \sum_{j = 0}^{j} \{ \Delta \zeta_i(k + j | k) \} \Delta s \]
\[ + \sum_{j = 0}^{j} \bar{\zeta}_i(k + j | k) \Delta s - \bar{t}_i^O. \]
\[ (56) \]

In virtue of the augmented objective function \( (49) \), it can be claimed that if there exists a feasible solution, by finely tuning \( \Delta t_i^O \) to enforce the CAV \( i \) to accelerate at a slow rate or start to decelerate before step \( k \), the feasible solution with initial condition \( \bar{t}_i(k) \) at step \( k \) can be found such that:
\[ \bar{t}_i(k) \geq \bar{t}_i^O(k) + \sum_{j = 0}^{j} \{ \Delta \zeta_i(k + j | k) \} \Delta s, \]
\[ (57) \]
and constraint \( (56) \) can be reformulated as
\[ \bar{t}_i(k) + \sum_{j = 0}^{j} \bar{\zeta}_i(k + j | k) \Delta s - \bar{t}_i^O \geq 0. \]
\[ (58) \]

Thus, the feasible solution with its initial condition satisfying \( (57) \) and \( (58) \) consequently satisfies the tightness of \( (15) \). By analogy to the foregoing analysis of \( (55d) \), the same design
approach can be applied to $\Delta t^O$. As a result, by suitably selecting the value of parameter $\Delta t^E$ and $\Delta t^O$, the solution of the decentralized MPC framework for autonomous intersection can be guaranteed to be valid under Proposition 1.

Remark 2: The convex tightened sets $\mathbb{U}_i$ and $\mathbb{X}_i$ in (47) for each vehicle $i$ can be computed offline in a decentralized manner to increase computational efficiency.

Remark 3: Given a crossing order obtained in the upper-level of the HRCS, there might be a case where no valid solution can be found in the lower-level due to the discrepancies appearing between the upper and lower optimization problems. This can be addressed by recursively solving the lower-level problem with continually reducing $v_{\text{min}}$, and it terminates when a valid feasible solution is found.

IV. Numerical Results

The evaluation of the proposed HRCS is listed below: 1) the effectiveness of the proposed convexified HRCS is verified and compared with benchmark solutions obtained by a nominal MPC-based strategy under the same initial conditions; 2) a comparison between the HRCS and the benchmark using the same tube-based MPC algorithm but following the FIFO policy to show the better performance of the designed upper-level crossing order scheduler; 3) the lower-level tube-based RMPC (58) is solved for different weighting combinations $\{W_1, W_2\}$ of (49) under fixed values of $\{W_3, W_4\}$ and a series of different arrival rates to show the trade-off between energy cost and travel time as well as the impact of the traffic density on the overall optimality; 4) the trade-offs between the robustness and the optimality are investigated; 5) the computational time with respect to the size of the sampling interval is investigated to show the validity of the method in potential practical application.

For the sake of fair comparison, a terminal speed condition is imposed for all CAVs:

$$\frac{1}{2}mv_f^2 - \gamma_i \leq E_i(L_i) \leq \frac{1}{2}mv_f^2 + \gamma_i$$  \hspace{1cm} (59)$$

where $v_f \in [v_{\text{min}}, v_{\text{max}}]$ is a predefined terminal speed, and $\gamma_i \in \mathbb{R}_{>0}$ is an auxiliary optimization variable, which is introduced to avoid potential feasibility issues caused by additive disturbances (i.e. process noise $\omega_i$ and measurement noise $\nu_i$). The terminal condition (59) encourages all CAVs to reach the same terminal speed when leaving the MZ by minimizing $\gamma_i$ in the objective function, $J_{d,i}+W_3\gamma_i$. Note that it is straightforward to relax (59) with non-uniform terminal speeds.

For the sake of simplicity, the simulation in this work assumes all CAVs to be identical, with the main characteristic parameters of each vehicle model summarized in Table I. In the following case studies, the parameters of the intersection are $L = 150 \text{ m}$ and $S = 10 \text{ m}$ with sampling interval $\Delta s = 2 \text{ m}$. The bounds of the external disturbances $\omega_i$ and $\nu_i$ are $\Delta_2 = \frac{1}{2}m\sigma_i \gamma_i \leq \omega_i \leq \frac{1}{2}m\sigma_i \gamma_i$, $\nu_i = \begin{bmatrix} \nu_{\omega,i}^2, \nu_{\nu,i}^2 \end{bmatrix}^T$ where $\nu_{\omega,i} = \nu_{\nu,i} = 0.1 \text{ m/s}$ and $\nu_{\omega,i} = \nu_{\nu,i} = 0.1 \text{ s}$. The values of the tuneable parameters in (59) are predefined to be $\Delta t^E = \Delta t^O = 0.4 \text{ s}$ based on consideration of the intersection dimensions. The minimum allowed time gap in (49) is set to $t_\delta = 1 \text{ s}$, which is chosen as such due to the expectation that CAVs can cope safely with further reduced headway distances than human-driven vehicles. For illustrative and comparative purposes, let us consider a case with $N = 20$ CAVs all of which are assumed to leave the intersection (the MZ) at the same terminal speed $v_f = 10 \text{ m/s}$. Without loss of generality, the control problem is initialized with randomized initial conditions $v_i(0)$ and $t_i(0)$ for all CAVs subject to the constraints imposed in Assumptions 2. In particular, CAVs’ initial speeds follow a uniform distribution within $[v_{\text{min}}, v_{\text{max}}]$, while their arrival times, $t_i(0)$, follow a Poisson distribution. Moreover, the entry direction of each CAV is also randomly generated. The proposed HRCS is solved by using YALMIP and MOSEK in Matlab on a personal computer with Intel Core i5 2.9 GHz and 8 GB of RAM.

The following case study follows the order $N$ of defined in the upper-level, the lower-level RMPC coordinates the CAVs such that no CAVs violate the rear-end and lateral collision constraints, which verifies the validity of the optimal solution. An example of lateral collision avoidance can be found in vehicle 12 and vehicle 13, where vehicle 13 will not be allowed to enter the MZ until the ahead vehicle 12 has left. The effectiveness of rear-end collision avoidance can be identified as the solution has no intersections between trajectories of the same color throughout the CZ. In addition, the average, minimum and maximum traveling times of all CAVs are also provided in Table II.

To verify the robustness of the proposed method, a comparison of the optimal speed trajectories with benchmark solutions obtained by a nominal MPC-based strategy under the same initial conditions and an average travel time $12.31 \text{ s}$ can be found in Fig. 4 and Fig. 5 respectively, where the speed profiles in both scenarios are grouped based on the heading directions for illustration purposes. As it can be seen in Fig. 5, the velocity profiles of most CAVs solved by the proposed robust method tend to cruise at a constant speed and apply more intensive braking when approaching the exit of the MZ, which is due to the energy recovery in the powertrain of the vehicle.

<table>
<thead>
<tr>
<th>symbol</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_i$</td>
<td>1200 kg</td>
<td>vehicle mass</td>
</tr>
<tr>
<td>$l_i$</td>
<td>4 m</td>
<td>vehicle body length</td>
</tr>
<tr>
<td>$w_{\omega,i}$</td>
<td>0.3 m</td>
<td>wheel radius</td>
</tr>
<tr>
<td>$g_{r,i}$</td>
<td>3.5</td>
<td>transmission gear ratio</td>
</tr>
<tr>
<td>$f_{r,i}$</td>
<td>0.01</td>
<td>rolling resistance coefficient</td>
</tr>
<tr>
<td>$f_{d,i}$</td>
<td>0.47</td>
<td>air drag resistance coefficient</td>
</tr>
<tr>
<td>$v_{\text{min}}$</td>
<td>0.1 m/s</td>
<td>minimum velocity</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>15 m/s</td>
<td>maximum velocity</td>
</tr>
<tr>
<td>$a_{\text{min},i}$</td>
<td>-6.5 m/s$^2$</td>
<td>minimum acceleration</td>
</tr>
</tbody>
</table>
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battery electric vehicles. In some cases, if two vehicles have a potential collision inside the MZ and reach the MZ at a close time, the speed may not follow the foregoing trajectories due to the introduction of the augmented objective function \( p = 16 \). For example, the speed profiles of CAV 7 and CAV 13 exhibit early deceleration when approaching the MZ to preserve enough time gaps for lateral collision avoidance. To deal with the impact of external disturbances, the robust invariant tubes in HRCS prevent the peak speed from reaching the maximum allowed velocity by a margin even though in this case the emphasis is more on travel time than energy consumption. However, the peak speed in the nominal MPC-based strategy, which violates the speed constraints.

The optimality of the proposed method is firstly investigated by comparing with a benchmark solution using the same decentralized tube-based MPC algorithm for the lower-level trajectory optimization but following the FIFO policy. As it can be seen in Fig. 7, owing to the proposed upper-level crossing scheduler, the HRCS as compared to the benchmark can reach a more energy-time efficient solution. In particular, when the average travel time is 12.72 s, the proposed method can save up to 16.35% energy consumption over the benchmark.

In order to investigate the impact of the prediction horizon length and the traffic density in HRCS, the trade-off between travel time and energy consumption for a series of combinations of the weight factors, \( W_1 \) and \( W_2 \), (under the same initial conditions and fixed \( W_3 \), \( W_4 \) and \( W_5 \)) and for different prediction horizon lengths and arrival rates, are presented in Fig. 8 and Fig. 9, respectively. For both cases, the Pareto front results point out the importance of examining the energy-time trade-off, as a small change in the travel time can significantly affect the energy efficiency. For example, when the proposed HRCS method is used with prediction horizon length \( N_p = 15 \) under the arrival rate of 800 veh/h per lane, an increase of 20% in travel time (from 12.18 s to 14.6 s) can lead to an average energy consumption reduction of 26.71%, while further increase in travel time can eventually yield up to 30.43% energy consumption reduction. In Fig. 9, the comparison among the three prediction horizon lengths indicates that the overall optimality increases as the \( N_p \) increases. The reason is that increasing the horizon tends to enhance the ability to anticipate the future behavior of each CAV to satisfy the collision constraints, at a price of a higher computational burden. However, the improvement in terms of energy consumption optimality from \( N_p = 15 \) to 20 is less than 6.1% for most cases, and therefore, the subsequent studies in this paper adopt \( N_p = 15 \) in the lower-level RMPC of the proposed HRCS.

Moreover, by comparing the results at different arrival rates from 400 to 1200 veh/h per lane, it can be observed in Fig. 9 that the overall optimality deteriorates as the traffic density...
increases. The reason is that a higher arrival rate implies a higher traffic density condition, where the motions of vehicles are more restrained by the surrounding vehicles, and therefore, the optimal solution tends to be compromised by collision avoidance requirements. When most weight is placed on the travel time term ($W_2 \gg W_1$), an optimality gap can be observed between the cases with the arrival rate of 800 and 1200 veh/h per lane, which indicates that with an emphasis on the travel time minimization, the optimization encourages the CAVs to travel at maximum speed, which yields more restrictive solutions due to the tougher collision avoidance constraints in such cases, and the restrictiveness rises as the arrival rate increases. As the weight $W_1$ for the energy cost is gradually increased, the optimality deteriorates, resulting in a maximum gap of 12.4% for the case with the arrival rate of 800 veh/h per lane as compared to the case with the arrival rate of 1200 veh/h per lane when the average traveled time is 12.45 s, and after this time the gap gets closer and gradually becomes negligible. The reason is that when the travel time is relaxed, there exists more room for speed optimization, and optimal solutions in terms of energy consumption become similar. Finally, it has been found that a further decrease in the arrival rate below 400 veh/h makes a negligible impact on the optimality, as the traffic is sufficiently sparse to allow free optimization of each velocity trajectory without concession to other vehicles.

To further investigate the trade-off between robustness and optimality, further simulation trials are carried out, where disturbance bounds are conservatively used in the design of RMPC due to the lack of precise knowledge of the disturbances (commonly encountered in the practice). Recalling the disturbance bounds given in Section IV (identical for all disturbance sources $\omega_{v,i} = \nu_{v,i} = 0.1 \text{ m/s}$ and $\nu_{t,i} = 0.1 \text{ s}$), under the same initial conditions and disturbances, two additional RMPCs are designed and simulated with more conservative bounds of 0.2 and 0.3, respectively. The comparative results are shown in Table IV. As it can be seen, when the average energy cost is fixed at 146.55 kJ, doubling the bound in the RMPC design can increase the travel time by 4.72%, and the figure goes up to 10.8% when the bound is tripled. The results can be understood that increased traffic density could result in severe congestion and more acceleration/deceleration behavior, and therefore reduced time gap and higher energy consumption.
leads to the more conservative RMPC design in terms of the constraints tightening (reduced feasibility), which is reflected in the minimum time gaps shown in the Table. Nevertheless, the maximum time gaps are not affected as no upper limit is imposed for the time gap between CAVs.

The proposed HRCs computational time of a single CAV $i$ at every step with the sampling interval $\Delta s = 2\text{ m}$ is shown in Fig. 10. The dashed line denotes the estimated permissible computational time at every interval distance $\Delta s$ in the spatial domain, obtained by $\Delta s/v_t(k)$. As can be seen, the computational time of vehicle $i$ is strictly below the maximum allowed time, which validates the implementation potential of the proposed HRCs approach.

V. CONCLUSIONS

This paper proposes a new hierarchical robust control strategy (HRCs) for decentralized autonomous intersection coordination of connected and autonomous electric vehicles. The HRCs determines the optimal crossing order and velocity trajectories successively using an optimal control method and a tube-based robust model predictive control (RMPC) in a decentralized traffic coordination scheme. In particular, the RMPC can cope with the additive disturbances and modeling uncertainties entailed in the vehicle dynamic model and onboard sensor measurements, and therefore, it is the key to securing safety in reality. The optimization problems entailed in the control framework are solved as convex second-order cone programs with a suitable relaxation and spatial modeling approach, which can guarantee a fast and unique solution. The equivalence between the relaxed and the original problems is validated.

Numerical examples verify the effectiveness and robustness of the proposed HRCs by comparisons against a nominal MPC-based strategy. The energy-time trade-off is examined for different prediction horizon lengths and arrival rates by finding the Pareto front of optimal solutions. The Pareto front shows an increase of 20% in travel time can lead to an average energy consumption reduction of about 24% at an arrival rate of 800 veh/h per lane with prediction horizon length $N_p = 15$. Finally, the computational efficiency of the convex HRCs is examined for a distance interval $\Delta s = 2\text{ m}$ and the results show the practical potential of the proposed scheme.


### TABLE IV

<table>
<thead>
<tr>
<th>${\omega_{t,i}, v_{t,i}, \delta_{t,i}}$</th>
<th>${0.1,0.1,0.1}$</th>
<th>${0.2,0.2,0.2}$</th>
<th>${0.3,0.3,0.3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Travel Time [s]</td>
<td>12.31</td>
<td>12.89</td>
<td>13.63</td>
</tr>
<tr>
<td>Average Time Gap [s]</td>
<td>2.56</td>
<td>2.57</td>
<td>2.60</td>
</tr>
<tr>
<td>Minimum Time Gap [s]</td>
<td>1.26</td>
<td>1.52</td>
<td>1.73</td>
</tr>
<tr>
<td>Maximum Time Gap [s]</td>
<td>4.56</td>
<td>4.56</td>
<td>4.56</td>
</tr>
</tbody>
</table>

Fig. 10. Computational time of an example CAV $i$ and the corresponding maximum allowed computational time $\Delta s/v_t(k)$ with sampling $\Delta s = 2\text{ m}$ by solving the decentralized HRCs problem.
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