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Abstract.
To reduce machine-related accidents on sites, automatically monitoring the full-body poses of operating heavy machines is crucial. Conventional pose estimation systems relying on homogeneous sensors are vulnerable to negative environmental impacts, leading to inaccurate and unstable estimation of machine states. Hence, a full-body pose estimation framework is proposed for excavators, with a data fusion strategy to utilize different types of onboard sensors for enhanced accuracy and robustness. Specifically, a non-invasive onboard visual-inertial sensor system is designed for data fusion. Then, through competitive and complementary data fusion, the keypoints describing the full-body poses of the excavator are tracked in 3D space. Especially, an EKF-based localization algorithm is developed for optimized multi-keypoint tracking, which is verified to improve the accuracy and robustness of pose estimation by a real-world excavator case study. The proposed sensor-fusion method can effectively improve operational safety, by accurately monitoring the motion of heavy machines operating on construction sites.
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1. Introduction

The construction industry has been regarded as one of the most dangerous industries. According to the Occupational Safety and Health Statistics Bulletin published in 2021 by the Labour Department of Hong Kong [1], the construction industry had the highest accident rate and numbers of fatalities among all industry sectors in the past decade. In China, 904 workers died in construction safety accidents in 2019, up 7.26% year-on-year [2], with an average of 2.5 fatalities per day. In addition to casualties, these construction accidents have resulted in significant financial loss for employers, including medical costs, worker’s compensation expenses, losses of project delay, etc. [3]. Therefore, it is important to address the construction safety issues and prevent potential dangers on construction sites.

In particular, operation of heavy construction machines constitutes a major cause of occupational hazards on construction sites. In 2020, contacting with or being struck by moving machines was reported as the second most common source of construction accidents in Hong Kong [4]. Occupational Safety and Health Administration (OSHA) [5] in the U.S. has also suggested struck-by machines as one of the top four construction hazards causing over 60% of construction-related deaths. In addition to directly causing casualties, the unsafe operations of a construction machine may also damage buried underground pipelines, and endanger other public and private facilities, pedestrians, and nearby residents. In order to avoid these accidents, in addition to training operators, external intervention measures are also needed. It is therefore necessary to monitor the operations of heavy machines on a construction site to prevent potential dangers, as well as improve operational safety and productivity. Traditionally, monitoring the operations of construction machines relied on inspector observing on site or watching a video captured by surveillance cameras [6], but such manual monitoring is labor-intensive and error prone work and is subjected to the inspector’s reaction and experience. Therefore, automated solutions of construction machine monitoring are necessary to enable more precise and proactive operational safety management.

In the early stages, the automated operation monitoring of construction machines focuses on locating the machines on a two-dimensional (2D) map by localization technologies [7-9]. However, the vague information is not sufficient to adequately describe the working status of heavy machines on construction sites. It is observed that
in construction activities the heavy machines (e.g., excavators) rarely change in
locations, but their articulated parts, consisting of multiple movable independent
components are operated in 3D space and form complex poses. Excavators are the most
typical of such articulated equipment. An excavator has four movable components (i.e.,
a cabin, a boom, an arm, and a bucket) and, compared to other heavy machines such as
trucks and bulldozers, an excavator has a higher degree of structural freedom, giving it
a much greater range of motions and complexity in poses. Compared to varying
locations, the changing pose of the excavator is more likely to make collisions with
surrounding facilities, pedestrians, and vehicles to threaten operational safety. Hence,
tracking the current 3D poses of articulated construction machines is essential and
forms the basis of automated operational safety monitoring.

Recent studies have explored using only homogeneous sensors to track the motion of
articulated construction machines. Both visual (e.g., cameras) [10, 11] and non-visual
sensors (e.g., inertial measurement units (IMU)) [12] have been used to effectively
estimate the (partial or full-body) poses of excavators. However, these pose estimation
systems utilizing homogeneous sensors are unavoidably limited by environmental
interferences and noises on construction sites, and consequently, cause inaccurate and
unreliable descriptions of the pose, which is extremely dangerous for operational safety
monitoring. To address the problem, the data from different sensors should be fused to
improve the survivability of the pose estimation system under different conditions and
optimize the description of excavator motions. Unfortunately, there is no effective full-
body pose estimation approach for articulated construction machines by fusing data
from multiple sensors.

This study therefore proposes employing data fusion a full-body pose estimation
framework for monitoring machine in 3D. In the framework, first of all, a non-invasive
onboard multi-sensor system comprising a stereo vision module and IMU sensors
mounted on the machine — in our study, an excavator — is developed to track the
machine’s motion and collect data regarding its poses. With the various onboard sensors
now in place, data can be fused competitively and complementarily, and through this
data fusion, multiple keypoints on the body of the machine can be tracked by a
developed multi-keypoint localization algorithm based on Extended Kalman filter
(EKF), and then be combined to form a full-body 3D visual of the position and pose to
have enhanced accuracy and robustness. The proposed approach provides the theoretical basis for developing an accurate and robust 3D full-body pose estimation of excavators on real construction sites to monitor the motions of machinery and improve operational safety.

The rest of the paper is organized as follows: Section 2 reviews relevant research on methods of tracking the movements of construction machines. Section 3 describes the data fusion–based full-body pose estimation approach proposed by this study. Section 4 illustrates tests that validate the approach, and Section 5 concludes with the research’s contributions and limitations.

2. Related Works
This section reviews and evaluates relevant research on the pose estimation methods for construction machines using both homogenous and heterogeneous (multiple) sensors.

2.1. Pose Estimation of Construction Machines Based on Homogenous Sensors
Pose estimation refers to describing the spatial orientation and motion of (construction) machines. In previous studies, using homogeneous sensors, including visual and non-visual sensors, is common when tracking the motion states of machines.

Visual sensors such as digital cameras deployed near the machine and surveillance cameras mounted on site, capture the images with geometry and color information to record the motions of construction machines. Marker-based pose estimation attaches fiducial markers to the machine component to be estimated. An optical camera is used to monitor the fiducial markers, and to estimate their orientations which represent the motion states of the estimated component [11, 13, 14]. Although relying on markers, these methods help to develop a low-cost, high-deployment efficiency, and fast-recognition pose estimation system for construction machines. Additionally, other studies focus on using unmarked image processing to remove the limitation of marker recognition when tracking the motions of construction machines. For example, Soltani et al. [15] tracked the partial motions of an excavator by extracting the 2D skeleton. Multiple vision-based excavator parts' detectors, which were trained at different angles
through synthetic images, were used to estimate the partial pose of the excavator by the
skeletonization of each component in the foreground. Furthermore, to reduce the
workload of training multiple detectors and improve the accuracy, Luo et al. [10]
developed an end-to-end deep learning approach to estimate the full-body poses of
evacators. The images collected by a surveillance camera are labelled with pre-defined
keypoints of the machine, based on which three architectures of deep learning networks
are trained to estimate the full-body pose of an excavator. In addition to monocular
cameras, the stereo visual module can also be used in the pose estimation of
construction machines. Soltani et al. [16] presented a stereo vision system with a long
baseline on a large construction site to estimate the motions of excavators. The 3D pose
of the machine was computed with 2D skeletons of partial excavator from each camera
which is involved in the stereo vision system.

Using visual sensors and computer vision technology can effectively develop a low-
cost and user-friendly pose estimation system, but it still has obvious disadvantages:
Besides the instabilities caused by insufficient illumination and limited field of view,
there are always obstructions of views on dynamic and complex construction sites
which affect the accuracy of vision-based pose estimation [6]. Specifically, the moving
machines and workers usually block the monitoring object (e.g., fiducial markers or
joints), and render the pose estimation system lose its tracking target.

In addition to visual sensors, non-visual sensors have also been utilized to estimate the
poses of construction machines non-invasively. Precision measuring equipment (e.g.,
LiDAR [17, 18]) and high-precision localization technologies (e.g., ultra-wideband
(UWB) real-time location system (RTLS) [19]) can provide the location information of
the keypoints to be estimated on the machine, which directly describe its motions.
Although great accuracy can be achieved using these devices, the high price of these
devices makes them inoperable in the construction industry. Current research has made
attempts to use low-cost inertial measurement units (IMU) to estimate the poses of
construction machines. IMU sensors can be installed on the surface of a movable
component to record its rotation states in space [20-23]. Through kinematics modeling
of construction machines, the rotations of different components can be integrated to
describe the full-body pose of the machine [12]. The study on IMU-based pose
estimation method claimed that using IMUs can effectively provide a spatial description
of the full-body pose of a construction machine with an accuracy of 90%.

However, for non-visual sensors, the unmodeled noises and deviations are unavoidable due to the intrinsic characteristics of sensors and the negative influences from the external environment, which lead to inaccurate and unstable machines pose estimation in practical applications [24]. For example, in the IMU-based pose estimation, when the temperature rises during operation, the performance of the IMUs decreases, which causes systematical problems including data loss and uncontrollable measurement errors.

Overall, although both visual and non-visual sensors can be used to describe the poses of construction machines, due to the limitations and errors that are unavoidable for any type of measurement, using only homogeneous sensors in pose estimation is instable and inaccurate in practice. Especially, for operational safety monitoring, any deviates that render the monitoring system abnormal or fails to work is dangerous. Therefore, it is necessary to use a multi-sensor (heterogeneous) system to make the information obtained from different sensors (i.e., visual or non-visual sensors) complement or compete with each other, so as to ensure the stability of the full-body pose estimation and improve its accuracy.

2.2. Pose Estimation of Construction Machines Based on Heterogeneous Sensors

Using a heterogeneous sensor system for pose estimation requires fusing data from different sensors. Data fusion can be done complementarily or competitively [25].

For complementary fusion, the mutually-exclusive data from different sources are integrated to extend the spatial and temporal coverage of the sensors, then appended to each other to piece together a full picture. Currently, using multi-sensor in pose estimation of construction machines has had only a smattering of studies, and mainly focuses on fusing data complementarily to get abundant pose-related information. Kim et al. [26] for example present a multi-sensory system to track the position in 3D of the cutting edge on a bulldozer’s blade. This system complementally fuses orientation and 2D location provided by motion sensors and RTK GPS to estimate the spatial motion status of the end effector with errors no more than 30 mm. Additionally, In Soltani et al. [16]’s stereo-vision-based pose estimation system, they fused locations from GPS
and images from cameras complementarily to decrease processing efforts of excavator
detection and improve the accuracy. However, relying on the integration of mutually-
exclusive data cannot reduce the uncertainty of the pose estimation system, so the
shortcomings of using homogenous sensors mentioned in Section 2.1 cannot be
overcome. Hence, to improve the accuracy and robustness of the pose estimation for
construction machines, in addition to complementary fusion, competitive data fusion is
also needed to be used in the pose estimation of construction machines.

In competitive fusion, an object’s motion (e.g., movements of the boom and the arm of
an excavator) is tracked redundantly (i.e., the same component/part tracked by more
than one sensor), and the description of the object, in the end, is optimized by the
competitive data. Especially for operational safety monitoring, due to the requirement
of locating potential hazards, the poses of construction machines should be directly
optimized at the level of 3D locations of predefined keypoints for accurate and reliable
representations of motions. In the manufacturing industry, competitive fusion with a
multi-sensor system has given excellent performances in tracking a single point of a
manipulator. According to the dynamics model proposed by Moberg et al. [27],
Axelsson et al. [28] present an EKF-based method to estimate the tool position of a
robot with two degrees of freedom. The accelerations of the robot tool and dynamics
parameters (i.e., motor torques and motor angles), which are from different sources, are
fused in their proposed method. However, considering the ease with which the
measurement devices need to obtain the required parameters non-invasively without
making extensive modifications [29], the data fusion method based on dynamics model
cannot satisfy the needs of applications for construction machines, because the
parameters required by dynamics models are difficult to obtain using non-invasive
sensors. Specifically, many off-the-shelf machines in practical require pose estimation
system which can be directly mounted on surfaces without any modification inside the
machine, as it can avoid refurbishing outdated machines, reducing both labor and
financial costs for users. Therefore, the non-invasive sensor-fusion technologies based
on a kinematics model should be the practical exploratory direction of the operational
safety monitoring for construction machines. Liu et al. [30] uses a Kalman filter (KF)
and multi-sensor optimal information fusion algorithm (MOIFA) to fuse the data
collected by a multi-sensor system, which included a visual sensor and an angle sensor,
and managed to improve accuracy by 38% ~ 78%. Ubezio et al. [31] conducts end-
effector tracking on a nonlinear manipulator using sensor fusion techniques and a particular visual-inertial sensor suite. It proves to be more accurate and robust than homogenous sensor measurement on a complex machine. These previous studies show the ability of competitive data fusion with heterogeneous sensors to improve accuracy and reduce the uncertainty for single point (i.e., the end-effector) localization of a manipulator. However, for the articulated construction machine with multiple components (e.g., excavators), when monitoring its operational safety, the locations of multiple keypoints on independent components should be tracked simultaneously to comprehensively represent its pose. However, there is a lack of method on competitively fusing data from heterogeneous (multiple) non-invasive sensors to locate multiple pre-defined spatial keypoints on different movable components of a construction machine.

2.3. Research Gaps

According to the research reviewed in Sections 2.1 and 2.2, the research gap in existing pose estimation methods of excavators can be summarized as the following points:

- Instability and inaccuracy of existing full-body pose estimation based on homogeneous sensors for excavators.
- Lack of an accurate and robust multiple keypoints localization algorithm for excavators by fusing data from multiple sensors competitively.

It is therefore necessary to develop a full-body pose estimation framework for excavators based on a fusion of data collected from multiple onboard sensors, including competitive and complementary fusion. In this framework, a multi-keypoint localization algorithm should be designed for excavators to competitively incorporate data and provide pose information accurately and stably.

3. Methodology

As described in Section 2, introducing multi-sensor fusion into the pose estimation method is expected to improve the accuracy and robustness of motion tracking of construction machines. This study therefore proposes a full-body pose estimation framework based on data fusion of multiple on-board sensors for excavators, which is illustrated in Fig. 1. This proposed framework consists of two steps: (1) non-invasive on-board multi-sensor system and (2) full-body pose estimation of excavators based on
data fusion. More details of the proposed study are given in the following sub-sections.

**Step 1. Non-invasive Onboard Multi-sensor System**

- 9-axis IMUs
- Images

1. IMU-based Pose Estimation of Excavators
2. Image-based Onboard Motion Tracking of Excavators

**Step 2. Full-body Pose Estimation Based on Data Fusion**

- EKF-based Multiple Keypoints Localization Algorithm for Excavators Based on Competitive Fusion
- Optimized partial keypoints positioning

3. Other Keypoints Tracking Based on Complementary Fusion

Excavators

- Estimated Full-body Pose
- 3D trajectories of all keypoints

**Fig. 1** Full-body pose estimation framework based on data fusion of multiple on-board sensors for excavators

The keypoints of an excavator are defined as the positions where the collision may occur in practice, including the end of each movable component and the rear edge, as well as the important connection point for transmitting motions. Fig. 2 shows the predefined keypoints of an excavator: K1 denotes the end of its cabin; K2 denotes the joint between the boom and the cabin, called the boom joint; K3 denotes the joint point between the boom and the arm — the arm joint; K4 denotes the joint point between the arm and the bucket, known as the bucket joint; and K5 denotes the end point of the bucket. These definitions will be used throughout the paper when the keypoints or predefined keypoints are mentioned without further elaboration. K1, K2, K3, K4, and K5 are coplanar.
Five major reference frames are used in this proposed framework. They are:

1. The sensor frame \((x_b, y_b, z_b)\), which is attached to the IMU on the movable component of the excavator;
2. The pixel frame \((u, v)\), which is attached to the image, with the \(u\)-axis pointing to the right in the image’s plane, the \(v\)-axis pointing down, and the origin located at the left corner of the image;
3. The camera frame \((x_c, y_c, z_c)\), which is attached to the camera with the \(z\)-axis pointing to the optical axis, the \(x\)-axis pointing to the right direction on the image plane, and the \(y\)-axis pointing to the down direction on the image plane, and the origin located at the optical center of the camera;
4. The projected 2D frame \((x, y)\), which is attached to the camera with the \(x\)-axis pointing to the optical axis, the \(y\)-axis pointing up, and the origin being the optical center of the stereo vision module; and
5. The world frame \((x_w, y_w, z_w)\), which facilitates users to conduct further pose-related analyses and is determined based on the users’ needs.

### 3.1. Excavator Pose Information Collection and Processing Based on A Developed Non-invasive Onboard Multi-Sensor System

In this step, a non-invasive on-board multi-sensor system is developed to collect pose information from two different data sources (i.e., IMUs and cameras) and to fuse the data. IMUs are attached to movable components of an excavator to estimate its poses. Simultaneously, a stereo vision module is installed on the cabin to track the trajectories of excavator keypoints based on a developed image-based onboard motion tracking method.
### 3.1.1. Sensor Selection

As discussed in Section 2.1, previous studies have demonstrated the characteristics and applicable scenarios of different techniques for estimating the poses of construction machines. Among those techniques, two types of sensors are predominant ones. One is inertial measurement unit (IMU), which has been widely studied and used in sensor fusion applications, because of its low cost, user-friendliness, quick response and not being susceptible to occlusion and illumination [24]. Another type is cameras as they can provide visual information directly without drift, based on which the position of the excavator’s keypoints can be obtained with computer vision methods [10, 15]. Considering the above-mentioned complementary properties of IMUs and cameras, the proposed framework focuses on fusing data from both sensors, i.e., a visual-inertial sensor suit, where the angular data from IMUs and the visual information from cameras can complement each other to enable more accurate motion tracking.

### 3.1.2. IMU-based Pose Estimation of Excavators

As illustrated in Section 2.1, IMU sensors are installed on an excavator to collect angular data. The objective of this section is to obtain four types of information on angular sequences: (1) change of the joint angles between the cabin and the boom; (2) change of the joint angle between the arm and the boom; (3) the joint angle between the bucket and the arm, and (4) the cabin’s angle of rotation. Such IMU-based pose information is obtained based on an existing method, developed by Tang et al. [12], the workflow of which is shown in Fig. 3.

![Flow of information in the IMU-based Full-body Pose Estimation for construction machines](image)

**Fig. 3** Flow of information in the IMU-based Full-body Pose Estimation for construction machines[12]
excavator (i.e., cabin, boom, arm, and bucket), in order to collect three types of inertial data: (1) acceleration captured from the sensor’s accelerometer, (2) angular velocity obtained from the gyroscope, and (3) magnetic flux collected from its magnetometer. First, raw data collected by the IMUs is preprocessed to remove noise caused by vibrations and other uncertainties intrinsic to the IMUs. Then, the de-noised IMU data is transformed to the orientation of each component for the excavator based on a quaternion-based drift-free orientation filter (e.g., Madgwick filter [32]). Afterwards, to specify the connection between the estimated orientation of each independent component as mathematical relationships, a kinematics model is built based on the structural information of the excavator. Finally, combining the estimated orientations of components and the kinematics model, the angular trajectories (i.e., the cabin’s rotational angle and the relative angles of adjacent components) which can directly describe the pose of the excavator are generated using a developed quaternion-based method. The outputs of the angular sequences on the change of the joint angle between the cabin and the boom and the change of the joint angle between the arm and the boom need further processes. To obtain these sequences of angular changes, the relative angle of adjacent components at the time $k$ is subtracted by that at time $k-1$. Consequently, four types of angular sequences required by the data fusion are obtained without drifts and partially modellable noises.

### 3.1.3. Image-based Onboard Motion Tracking of Excavators

In addition to angular data obtained from the IMUs, cameras are used as another data source for data fusion to collect visual information and track keypoints’ positions of the target excavator. As discussed in Section 2.1, the major problem of existing computer-vision-based motion tracking methods for excavators is the frequent mutual occlusions between the target machine and obstacles on construction sites. To address the foregoing problem, we design an independent onboard system configured for the excavator. An additional advantage of the developed system is that all the required keypoints can be located only by obtaining the position of a single feature point. Compared to previous studies [10, 11] where the pose of the excavator needs to be estimated by identifying multiple points distributed in different components, our method can improve the deployment efficiency and reduce the computational cost. As illustrated in Fig. 4, the proposed image-based onboard motion tracking method consists of four components: (1) hardware setup; (2) camera calibration; (3) single
feature point tracking; and (4) image-based keypoint estimation. The sub-sections explain the method in detail.

**Fig. 4** Image-based onboard pose estimation method for excavators

**Hardware Setup.** The independent onboard method is designed with inspiration from the features of the operators’ practical excavation works. Specifically, during digging and dumping, the operators pay more attention to the location of the excavator’s arm, and they always ensure that the lower part of the arm can be seen without any occlusion, while the bucket is usually obscured by rock or soil. In addition, the operators intuitively estimate the current pose of the excavator using their eyes by observing the arm. According to such experience, it is found that if cameras are simulated as the operator’s eyes and estimate the poses of the excavator like human, the problem of occlusions can be solved to a large extent. Hence, two cameras, which provide RGB and geometric information simultaneously, are used to build a stereo vision module in the proposed independent onboard method, which is mounted at the front of the cabin to simulate the operator’s eyes. A marker is attached to the lower part of the arm to mimic the focus of the operator’s eyes to facilitate estimating poses. The marker should be always in the view of cameras. Fig. 5 shows the actual operator’s view and the view obtained by the stereo vision module, as well as the attached marker. As shown in this figure, due to the limited field of view, the cameras can only provide the positions of partial keypoints on the excavator, i.e., the boom joint (K2), the arm joint (K3), and the bucket joint (K4). As the bucket is usually blocked by soil and rocks during excavation, it is impossible to effectively provide the position of the end point of the bucket (K5). Since the cameras are installed on the cabin, it is also impossible to observe the position of the end of the cabin (K1). However, information on K1 and K5 will be obtained by
methods introduced in Section 3.2.2.

Fig. 5 Comparison of (a) the actual operator’s view with (b) the view as obtained by the stereo module.

**Camera Calibration.** This is the process of obtaining intrinsic and external information about the camera and standardizing the image through estimating the camera’s parameters. Camera calibration technologies have been quite mature, and this study adopts Zhang’s method [33], which features a simple process with no professional-grade equipment, and is completed only by viewing a checkerboard with unknown orientations. When using a stereo vision module, in addition to calibrating each of the two cameras independently, the rotational and translational relationships between cameras also need to be established. This study uses the stereo calibration method by Hartley [34], which uses an essential matrix to show the relationship between the image pair normalized by the intrinsic and external parameters. After the camera calibration, images from the visual sensors are normalized and prepared for the feature point tracking.

**Single Feature Point Tracking.** Instead of requiring information of all keypoints, a single feature point is used to improve the efficiency of having to track multiple keypoints. The single feature point is defined as the centroid of the marker, and its coordinates are tracked in the camera reference frame based on the standardized images. First, the outer contour of the attached marker is detected. Although various types of markers are available in this method, in order to overcome the changing background on construction sites and enhance the stability of detection, binary square fiducial markers with their pre-defined libraries, such as ArUco [35], are selected in this study. After that, the feature point \((u_{\text{centroid}}, v_{\text{centroid}})\) in RGB images is calculated using
moments, as shown in Eqs. (1) and (2).

\[ u_{\text{centroid}} = \frac{\sum I(u, v)u_i}{\sum I(u, v)} \]  \hspace{1cm} (1)

\[ v_{\text{centroid}} = \frac{\sum I(u, v)v_i}{\sum I(u, v)} \]  \hspace{1cm} (2)

where \( u_i \) and \( v_i \) denote the pixel coordinates of the \( i \)-th mass point along the \( u \) and \( v \) axes respectively; \( I(u, v) \) denotes the density function related to the mass of each point in the contour. Fig. 6 shows an example of detected outer contour of a fiducial marker attached on the excavator and its centroid. Afterwards, the depth information of the feature point is extracted from the corresponding positions of the 3D map generated by the stereo vision module. Finally, combining the given pixel coordinates of the feature point and its depth information, the location of this point is projected to the camera reference frame based on basic camera model [36], using Eqs. (3) and (4).

\[ x_c = z \times \frac{(u_{\text{centroid}} - c_x)}{f_x} \]  \hspace{1cm} (3)

\[ y_c = z \times \frac{(v_{\text{centroid}} - c_y)}{f_y} \]  \hspace{1cm} (4)

where \((x_c, y_c)\) shows the coordinates of the feature point in the camera reference frame in \( x \) and \( y \)-axes; \( z \) is the depth information of the feature point; \( c_x \) and \( c_y \) denote the optical center of the camera; \( f_x \) and \( f_y \) represent the focal length of the camera. All the camera parameters are included in the intrinsic matrix obtained in camera calibration.

![Fig. 6 Detected outer contour of a fiducial marker and its centroid computed by moments.](image)

**Fig. 6** Detected outer contour of a fiducial marker and its centroid computed by moments.

**Image-based Keypoints Estimation.** Combining the location of the single feature point and physical parameters of the excavator, this step estimates, in the camera’s reference frame, the coordinates of the target keypoints on the excavator (i.e., the boom joint (K2), the arm joint (K3), and the bucket joint (K4)). The major challenge of the
developed method is that due to the large motion amplitudes of operating excavators and limited field of view of the camera, it is impossible to always keep each target keypoint in the field of vision of the cameras. In the proposed method, to ensure the marker attached to the lower part of the arm is always visible, the position of the arm joint (K3) cannot be directly observed in images. The location of the keypoint beyond the visual range (e.g., in a blind spot) is estimated through known information. A geometric decoder of excavators is designed to estimate the coordinates of the blind spot based on a given feature point and physical information of the excavator, and then further determine locations of all target keypoints in the camera reference frame. Fig. 8 shows details of the developed algorithm of the geometric decoder. First, six physical parameters of the excavator are manually measured in advance: (1) L1 — length of the boom, (2) L2 — distance from the joint point between the boom and the arm to the centroid of the marker, (3) L3 — length of the arm, (4) L4 — horizontal distance from the center of the camera to the boom joint, (5) L5 — vertical distance from the center of the camera to the boom joint and (6) L6 — depth from the center of the camera to the boom joint. Fig. 7 illustrates the physical information of an excavator, where the yellow point represents the blind spot, while the blue point M represents the centroid of the detected marker. Afterwards, K3 is estimated based on the structural relationship of the excavator. Eqs. (5) and (6) elaborate the basic principles of the blind spot estimation:

\[
K2K3 = [0, -\sin\angle K2 * z_{K2M} + \cos\angle K2 * y_{K2M}, \cos\angle K2 * z_{K2M} + \sin\angle K2 * y_{K2M}] \quad (5)
\]

\[
K3 = [x_{K2}, \text{normalize}(y_{K2K3}) * L1 + y_{K2}, \text{normalize}(z_{K2K3}) * L1] \quad (6)
\]

where \((x_{K2M}, y_{K2M}, z_{K2M})\) shows the vector K2M; \(\text{normalize}(x_{K2K3}, y_{K2K3}, z_{K2K3})\) denotes the normalized vector K2K3; \((x_{K2}, y_{K2}, z_{K2})\) denotes the coordinates of the K2 all in the camera reference frame. Finally, according to the estimated blind spot K3 and the length of the arm (L2), the coordinates of the K4 can be computed. When locations of all target keypoints are recorded at each moment, the trajectories of these keypoints in the camera reference frame are drawn to describe the motion of partial excavator.
3.2. Full-body Pose Estimation Based on Data Fusion

As discussed in Section 3.1, data collected by IMUs and cameras in the onboard visual-inertial sensor system is used separately to measure the excavator’s motion. However, two problems need to be further investigated. Firstly, measurements from different sensors are imprecise and unstable. Due to the negative influence of the sensors’ intrinsic mechanical structure and the external environment, the unmodeled deviation...
and feature missing (e.g., stochastic noise and data loss) affect the accuracy of the measurements inevitably and increase uncertainty of the motion tracking system. Secondly, homogeneous sensors have limited spatial coverage, so they cannot provide thorough information on the full pose of an excavator. Specifically, for cameras, due to their limited field of view, it is difficult to measure the movements of the bucket and the cabin. To address such problems, this study proposes to fuse the IMU and camera data by a visual-inertial system. First, to improve the accuracy and robustness of the system, a competitive fusion is achieved in the articulated part of the excavator (i.e., boom and arm). A multiple keypoints localization algorithm is developed to combine the IMU and camera measurements competitively and find optimal estimations of the locations of the keypoints in the camera reference frame. After that, an effective complementary fusion is conducted with data at the cabin and the bucket to extend the spatial coverage of independent sensors and provide full-body pose information of the excavator.

### 3.2.1. The Developed Multiple Keypoints Localization Algorithm for Excavators Based on Competitive Fusion

An EKF (Extended Kalman Filter), a classical approach for non-linear stochastic system [37], is utilized in this study for competitive data fusion. An EKF linearizes non-linear systems using first-order approximation, and gives optimal results via a process with long iterative tuning. The EKF compensates for the limitations of using IMUs and cameras separately in motion tracking, so that the sensor fusion system has better performance than using a single type of sensors. The general EKF functions [37] are given. Let

\[
\begin{align*}
x_{k+1} &= f(\bar{x}_k, u_k, w_k), \quad w_k \sim N(0, Q_k) \\
y_k &= h(x_k, v_k), \quad v_k \sim N(0, R_k)
\end{align*}
\]

where \( f(\cdot) \) is the state transition function; \( x_k \) denotes a state vector; \( u_k \) denotes a known control input; \( w_k \) denotes the process noise, and \( v_k \) denotes the measurement noise; \( y_k \) represents the measurement vector; \( h(\cdot) \) is the observation function, all in time \( k \). The process noise \( w_k \) and measurement noise \( v_k \) are assumed as zero-mean white Gaussian noise with covariance matrixes \( Q_k \) and \( R_k \), respectively. The EKF takes the first-order part of the Taylor expansion at its reference point as the approximation of the linear model and obtains the linearized description of the nonlinear system at time \( k \). The prediction equations of the linearized system are given
in Eqs. (9) and (10):

\[ x_k^- = A(x^-_{k-1}, u_k) \]  \hspace{1cm} (9)

\[ P_K^- = A P_{k-1} A^T + Q \]  \hspace{1cm} (10)

where \( A \) is the transition matrix, which is the partial derivative of \( f(\cdot) \) with respect to the \( x \) at \( x^-_k \); \( P \) denotes the variance of the predicted state estimate. The measurement update functions are shown as Eqs. (11) and (12).

\[ \hat{x}_k^- = \bar{x}_k^- + K_k (y_k - H(\bar{x}_k^-)) \]  \hspace{1cm} (11)

\[ P_k = (I - K_k H_k) P_k^- \]  \hspace{1cm} (12)

where the Kalman gain \( K_k \) is given as Eq. (13):

\[ K_k = \frac{P_k^- H_k^T}{H_k P_k^- H_k + R} \]  \hspace{1cm} (13)

\( H_k \) is the Jacobian matrix, which is the partial derivative of \( h(\cdot) \) with respect to \( x \) at the prior state estimation \( \bar{x}_k^- \).

The state transition functions, and observation functions are built based on the specific motion modes of the excavator. It is noted that according to the characteristics of excavator motions, the keypoints tracking problem in 3D space can be projected onto a 2D plane to reduce the complexity of the functions and improve computational efficiency. Since the stereo vision module is installed on the cabin, no matter how the components move, including the rotation of the cabin, all the target keypoints can be projected onto a fixed 2D plane in the camera frame. Fig. 9 illustrates the excavator model and the projected 2D coordinates system. In the projected 2D plane, the boom joint (K2) is a fixed point, which can be determined by the physical parameters of the excavator. The arm joint (K3) and the bucket joint (K4) are moving according to the movement of different components.

![Excavator model and projected 2D coordinates system.](image)

In the algorithm, the locations of K3 and K4, which are directly observed by cameras, are inputted as measurements. The changes of relative angles estimated by IMUs (i.e.,
the change of the joint angle between the cabin and the boom, and the change of the joint angle between the arm and the boom) are used to predict the state estimations. The state vector is given as:

\[ X_k = [x_3, y_3, x_4, y_4]^T \]  \tag{14}  

where \((x_3, y_3)\) denotes the coordinates of K3, and \((x_4, y_4)\) denotes the coordinates of K4, all in the projected 2D frame. According to the kinematic relationship of the excavator model, the state transition functions are given as follows:

\[ x^k_3 = x_2 + (x^{k-1}_3 - x_2)\cos u_1 - (y^{k-1}_3 - y_2)\sin u_1 \] \tag{15}  
\[ y^k_3 = y_2 + (y^{k-1}_3 - y_2)\cos u_1 + (x^{k-1}_3 - x_2)\sin u_1 \] \tag{16}  
\[ x^k_4 = x_3 + (x^{k-1}_4 - x_3)\cos u_2 - (y^{k-1}_4 - y_3)\sin u_2 \] \tag{17}  
\[ y^k_4 = y_3 + (y^{k-1}_4 - y_3)\cos u_2 + (x^{k-1}_4 - x_3)\sin u_2 \] \tag{18}  

where \((x_2, y_2)\) denotes the coordinates of the known fixed-point K2; \(u_1\) denotes the change in the joint angle between the cabin and the boom; \(u_2\) is the sum of \(u_1\) and the change of the joint angle between the arm and the boom. These state transition functions show that the estimates of K3 and K4 are not independent. Specifically, estimating K3 is based on the known fixed-point K2, and estimating K4 is based on the estimation of K3 at time \(k-1\). Then, since the excavator model is nonlinear, these functions need to be linearized by first-order Taylor expansion, and the state transition matrix can be written as:

\[
\begin{bmatrix}
\cos u_1 & -\sin u_1 & 0 & 0 \\
\sin u_1 & \cos u_1 & 0 & 0 \\
-\cos u_2 & \sin u_2 & \cos u_2 & -\sin u_2 \\
-\sin u_2 & -\cos u_2 & \sin u_2 & -\cos u_2
\end{bmatrix}
\]  \tag{19}  

The process noise covariance is from the IMUs and given as:

\[ Q = I_4\delta_{IMU}^2 \] \tag{20}  

where \(\delta_{IMU}\) is the variance in IMU noise. The measurement noise covariance is from the cameras and is given as:

\[ R = I_4\delta_{CAM}^2 \] \tag{21}  

where \(\delta_{CAM}\) is the variance of camera noise. In addition, since the stereo vision module can directly provide the coordinates of K3 and K4 as the measurements, the observation matrix is given as:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]  \tag{22}  

The relationship between point \(p\) and IMUs \(I\) was introduced, and IMUs were used to project features on the radar. In this way, the relationship between points and radar could be transformed into the relationship between points and IMUs. According to the kinematics of the excavator, the nonlinear relationship between the coordinates of the excavator model and the IMU coordinates can be established. The IMU coordinate system \(\{I\}\) and the excavator coordinate system \(\{E\}\) are shown in Figure 2. In the excavator coordinate system \(\{E\}\), the position and orientation of the excavator were obtained by the IMUs. When calculating the position and orientation of the excavator, the IMU coordinate system \(\{I\}\) and the excavator coordinate system \(\{E\}\) were transformed into the world coordinate system \(\{W\}\). The relationship between the IMU coordinate system \(\{I\}\) and the world coordinate system \(\{W\}\) was established by the position and orientation of the excavator. In this way, the position and orientation of the excavator could be obtained in the world coordinate system \(\{W\}\).
So far, the trajectories of K3 and K4 in the projected 2D frame have been obtained by the proposed data fusion algorithm. These trajectories can be easily reconstructed from 2D to the 3D camera reference frame, which will be shown in Section 3.2.2. Additionally, to meet the needs of tracking multiple keypoints of an excavator in practice, there are two mechanisms specially designed in the proposed algorithm. The first mechanism is for synching the sampling rates of different sensors. In detail, the sampling rates of the IMUs are always much higher than that of cameras, so the IMU data needs to be integrated into the same sampling rates as the cameras to ensure consistent calculation. We therefore defined an adjustment parameter \( n \) in Eq. (23), which is equal to the integer portion of the ratio of the IMU’s sampling frequency to the camera’s sampling frequency. Before the competitive fusion, the \( n \) data provided by the IMUs are integrated from the camera statues \( k-1 \) to \( k \), as the control input, to consistent the sampling rates of different sensors, as shown in Eq. (24).

\[
\begin{align*}
  n &= \left\lfloor \frac{\text{Sampling frequency of IMU}}{\text{Sampling frequency of camera}} \right\rfloor \tag{23} \\
  u_k &= \sum_{i=n}^{1} IMU_i \tag{24}
\end{align*}
\]

The second mechanism is for monitoring outliers to enhance the robustness of the motion tracking system. There are two judgments for outliers: (1) If the differences between the measurement and the estimation exceed a preset threshold, the measurement will be accepted by the optimal result; (2) If measurements are lost, the estimations will be accepted by the optimal result. This mechanism allows users to adjust the fault tolerance of the algorithm based on their needs, improving the stability of the system in abnormal situations.

3.2.2. Tracking Other Keypoints of An Excavators Based on Complementary Data Fusion

This section determines the trajectories of the motions of all keypoints of an excavator in the world reference frame by complementarily fusing the optimal trajectories of partial keypoints (detailed in Section 3.2.1) with the motions of non-optimizable components (i.e., the cabin and the bucket) estimated by IMUs.

Due to the limited measurements provided by the cameras, the proposed multiple keypoints localization algorithm based on competitive data fusion can only obtain the
trajectories of partial keypoints on the excavator (i.e., the arm joint (K3) and the bucket joint (K4)) in the camera reference frame. The end of the cabin (K1) and the boom joint (K2) are fixed points in the camera reference frame, which are only related to some physical information of the excavator (i.e., the length of the cabin, spatial distances between the boom joint and the camera). To describe the 3D full-body pose of the excavator, the location of the end of the bucket (K5) and the rotation of the cabin need to be estimated. Therefore, it is necessary to complementarily fuse data from IMUs attached to the bucket and the cabin to perform the measurements while the cameras cannot. First, as mentioned in Section 3.1.2, IMUs can independently estimate the joint angles between the bucket and the arm. Based on this relative angle, the locations of K5 can be easily appended to the incomplete excavator model in the camera reference frame by trigonometric functions. Afterwards, the IMU attached to the cabin complementarily provide the cabin rotating angle, which can help to transform the excavator motions from the camera frame to the world reference frame. Specifically, the transformation from the camera frame to the world frame required the orientation of cameras in the world frame. In our study, the cameras are mounted on the cabin so that the camera rotation is represented by the cabin rotating angles estimated by IMUs. This transformation acts on each keypoint of the excavator through a matrix $T_{wc}$, shown in Eq. (25).

$$
T_{wc} = \begin{bmatrix} R_{wc} & t_{wc} \\ 0^T & 1 \end{bmatrix} \tag{25}
$$

where the $R_{wc}$ denotes the rotation of the camera frame relative to the pre-defined world frame, represented by a rotation matrix. This rotation is composed of the cabin rotating angle and a fixed rotation defined by the world frame in advance. $t_{wc}$ denotes the position of the camera in the world frame, represented by a translation vector. Thus, based on complementary data fusion, the spatial coverage of the proposed competitive algorithm can be effectively extended and the full-body poses of the excavator are estimated in the world reference frame.

4. Experiments and Discussions

In this section, firstly, the EKF-based multiple keypoints localization algorithm developed in this study is applied on an excavator to test and evaluate its accuracy and robustness. Afterwards, based on the estimated locations of keypoints, full-body poses of the excavator are modeled to verify the feasibility of the proposed framework. More
details are given in the subsections.

4.1. Experiment Setup

To fully prove the performance of the proposed framework in practical applications, the experiment was carried out on a real construction site using a real machine. Fig. 10 shows the devices used in the experiment. Image-based data acquisition was done using a fiducial marker (ArUco) attached onto the arm of the excavator and two RGB cameras embedded in mobile phones (OPPO Reno6), which formed a stereo module. The resolutions of the RGB cameras were 1280 x 720, and the frame rates were 30 frames per second (FPS). The cameras were installed on the front window of the excavator (model: FR65E2-H, make: LOVOL). In addition, IMU data was collected by the commercial IMU sensors LPMS-B2, equipped with embedded lithium batteries (3.7V@230mAh), which can work continuously for more than 6 hours, and with a sampling frequency of 100 Hz. These IMU sensors were non-invasively installed on the surface of each movable component (i.e., cabin, boom, arm, and bucket), which allows the sensors to be easily recharged, maintained, and replaced. The IMU is equipped with a Bluetooth transmitting and receiving module, which supports real-time data transmission (delay < 15ms), and the data was received and stored in a PC terminal within 20 meters. To validate the estimated pose of the excavator, another depth camera (RealSense D435i) was set on one side of the excavator to collect data as ground truth. By manually labeling and determining the positions of pre-defined keypoints in the depth camera coordinate system, the relative angles between adjacent components of the excavator were obtained. Then, according to the motions of each component pair and the structural relationship of the excavator, the locations of the pre-defined keypoints of the excavator were computed in the experimental coordinate system as ground truth. To ensure the reliability of the ground truth, the following methods were taken to reduce the potential noises of the measurements: (1) Depth information of the multiple points labeled near the pre-defined keypoints was averaged; (2) Two depth cameras simultaneously recorded the motions of the excavator, and their measurements were averaged; (3) The depth cameras were set close to the excavator about 2 meters.
4.2. Performance Evaluation of the EKF-based Multiple Keypoints Localization Algorithm

The performance of the proposed algorithm as data-fusion-based keypoints localization of the excavator is evaluated and discussed on accuracy and robustness in two cases: (1) independent motion and (2) continuous motion.

In the case of independent motion, the components of the excavator are operated, including the lifting and lowering of the boom and arm, independently respectively. This case focuses on verifying the performances of the proposed algorithm in tracking a single keypoint of an excavator so only the point directly affected by the independent motion is concerned in this case. Specifically, when the boom moves, the performance (i.e., accuracy and robustness) of tracking the arm joint (K3) is evaluated; When the arm moves, the performance of tracking the bucket joint (K4) is evaluated. The boom trial involves four repeated cycles of boom motions and evaluates 2100 sets of IMU data and 630 independent measurements from the camera. The arm trial includes four repeated cycles of arm motions, and 2185 sets of IMU data and 656 independent measurements from the camera are evaluated. The data contains all the motion modes of the components, so it is diverse.

Pose information of the excavator estimated by IMUs is computed using an existing method which has been evaluated in [12] in detail. Raw data is collected by IMUs attached on different movable components of the excavator and processed to estimate the orientation of each component using the method explained in Section 3.1.2. The static initial pose of the excavator required for IMU-based pose estimation is provided by the stereo vision module. These orientations of movable components are calculated into the pose information from IMUs which is required by the proposed data-fusion-based keypoints localization algorithm.
The image data describing the current pose of the excavator is captured by a stereo vision module composed of two RGB cameras installed on the cabin. The baseline between the cameras is 100 mm to ensure a relatively stable acquisition of the depth information of the feature point when the arm of the excavator is away from the cameras. After camera calibration, each standardized images pair is generated a stereo anaglyph and a disparity map, and the depth information of each recognizable point is reconstructed on the left view. Fig. 11 illustrates an example of the original image, the stereo anaglyph, and the disparity map in the experiment. Then, the contour of the fiducial marker is identified on the corresponding left view, and the pre-defined feature point as the centroid of the marker is determined on the image based on the contour, as introduced in Section 3.1.3. The coordinates of the feature point in the camera reference frame are obtained by retrieving the depth information of the centroid. Combined with the coordinates of the feature point and the physical parameters of the excavator, the trajectory of K3 and K4 are obtained in the camera frame by the proposed geometric decoder. Table 1 shows the physical parameters of the excavator in the image-based onboard motion tracking. The trajectories of K3 and K4 provide a direct observation for the locations of keypoints which are the inputs of the data-fusion-based localization method from cameras.

![Image showing original image, stereo anaglyph, and disparity map](image.png)

**Fig. 11** An example of the original image, the stereo anaglyph, and the disparity map

<table>
<thead>
<tr>
<th>Physical parameters</th>
<th>Length (mm)</th>
</tr>
</thead>
</table>

**Table 1** Physical parameters of the excavator used in the image-based on-board motion tracking
L1: Length of the boom 3100
L2: Distance from the arm joint to the centroid of the marker 600
L3: Length of the arm 1500
L4: Horizontal distance from the stereo module to the boom joint 365
L5: Vertical distance from the stereo module to the boom joint 270
L6: Depth from the stereo module to the boom joint 340

After synchronizing the first moving point to align different data on the timeline, the pose information contributed from the IMUs and cameras is merged and inputted into the keypoint localization algorithm. The parameters used for the algorithm tuning are listed in Table 2. Since the articulated parts of the excavator are coplanar in the camera frame, the performance of tracking K3 and K4 is evaluated on the projected 2D frame. In this study, the root mean squared error (RMSE) is used to represent the average errors of the estimated keypoint location, as it is common to use RMSE to measure the differences between estimated values and ground truths. Table 3 shows the results and their RMSEs in the case of independent motions.

**Table 2 Parameters for the proposed algorithm tuning**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling interval of IMU sensors</td>
<td>100HZ</td>
</tr>
<tr>
<td>Sampling interval between image frames</td>
<td>30 FPS</td>
</tr>
<tr>
<td>Noise variance of IMU sensors, $\delta_{IMU}$</td>
<td>0.1</td>
</tr>
<tr>
<td>Noise variance of cameras, $\delta_{CAM}$</td>
<td>0.59</td>
</tr>
</tbody>
</table>

**Table 3 Results of the independent motion case in x- and y- axes**

<table>
<thead>
<tr>
<th>Components/Keypoint</th>
<th>Results</th>
<th>RMSEs(mm)</th>
</tr>
</thead>
</table>

The trajectories of K3 and K4 are illustrated on the x-axis and y-axis respectively. Each figure includes four curves: the trajectory as directly observed by the stereo vision module; the trajectory estimated by the IMUs, the optimized trajectory estimated by the...
developed algorithm, and the ground truth. Through comparing the curves, the robustness and accuracy of the developed algorithm are verified and discussed. Four distinct cycles, corresponding to the four repeated independent motions in each trial, can be observed in each curve. The amplitudes of these curves are consistent with the normal operation of an excavator. In terms of robustness, the results show that there are some outliers or zeros during the process of tracking keypoints using cameras. Such points represent the loss or large deviation of the image data captured at any given time. It is speculated that these noises are caused by sparse disparity maps or unrecognized makers due to environmental changes. In addition, the trajectories obtained by the cameras have obvious noise coming from the vibrations of the moving component and the unavoidable slight displacement of the cameras with the operation of the excavator. For IMU sensors, the results shown in Table 3 are obtained by integrating the IMU data directly. Obvious biases are observed in the trajectories, which exceed 1 degree over 20 seconds and increase with time. It is speculated that these biases are caused by accumulating drifts of gyroscopes. In general, when relying on homogeneous sensors, especially the cameras, the keypoint localization system shows obvious instability, which may cause great deviation in the results or even failure of the system. In contrast, the trajectories estimated by the developed method are smooth and stable, which compensates for the missing observations of cameras and optimizes significant bias through the data from another source. Therefore, the experimental results demonstrate that the proposed sensor-fusion-based keypoints localization method is more robust than the method using homogeneous sensors, in independent motion tracking. It means that the developed method is less susceptible to extreme cases with data loss and obvious biases. To further investigate the accuracy, Table 4 shows overall results and average errors of the different methods on the keypoints localization which are calculated based on the estimated results in the x-axis and y-axis provided in Table 3. According to the RMSEs listed in Tables 3 and 4, the difference between the estimated trajectory obtained by the proposed method and the ground truth is in the range of 40 to 84 mm, and the average errors are 73.76 mm. Compared with the average errors of 115.48 mm based on camera observation and 151.36 mm based on IMU estimation, it is found that the proposed method effectively improved the accuracy of keypoint localization. In addition, it is also observed that the errors of K4 localization are always slightly greater than K3, because the vibration of the arm caused by inertia is more obvious than that of the boom when the components of the excavator are moving. In
summary, the proposed sensor-fusion-based keypoints localization algorithm has better robustness and accuracy than the direct visual observations or IMU-based estimation, in the case of independent motion tracking.

**Table 4** Spatial RMSEs and average errors of the independent motion

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSEs_K3(mm)</th>
<th>RMSEs_K4(mm)</th>
<th>Average(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>110.39</td>
<td>120.57</td>
<td>115.48</td>
</tr>
<tr>
<td>IMU</td>
<td>131.21</td>
<td>171.51</td>
<td>151.36</td>
</tr>
<tr>
<td>Developed method</td>
<td>71.78</td>
<td>75.73</td>
<td>73.76</td>
</tr>
</tbody>
</table>

To further investigate the effectiveness of the proposed method in the working states of the excavator with continuous motions, the second case focuses on using the proposed algorithm to track multiple keypoints (i.e., K3 and K4) simultaneously when the excavator digs and dumps. Each trial involves two repeated full working cycles of digging and dumping. In each cycle, multiple components of the excavator moved continuously, including the left and right rotation of the cabin, the up and down motion of the boom, the arm, and the bucket respectively. In this case, 3024 sets of IMU data and 907 independent measurements from the camera were respectively evaluated for each keypoint. The data contains all the motion modes of digging and dumping in practical, so it is diverse. Table 5 shows the results and their RMSEs in the case of continuous motions.

**Table 5** Results of the continuous motion case in the x- and y- axes

<table>
<thead>
<tr>
<th>Keypoints</th>
<th>Results</th>
<th>RMSEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>K3</td>
<td>Camera_X= 58.88</td>
<td>IMU_X= 96.15</td>
</tr>
<tr>
<td></td>
<td>Optimal_X= 54.89</td>
<td></td>
</tr>
</tbody>
</table>
From the figures of the trajectories in the x-axis and y-axis, two clear cycles can be observed in the results achieved by different tracking methods, corresponding to the two continuous work cycles of digging and dumping. From the perspective of robustness, similar to the first case, the keypoints trajectories obtained by the cameras are unstable, which can be obviously observed in the figures. Besides the outliers discussed in the first case, some continuous data losses were observed with an interval of 5 to 10 s. A possible reason is that as the cabin rotates, the changes of illumination render the fiducial marker unrecognizable. The instability of the IMU-based location
estimation manifested itself in the obvious drift caused by accumulated biases, which were observed on the trajectories computed through the direct integration of IMU data. Compared with the keypoints’ trajectories achieved by cameras and IMUs, the proposed method based on sensor fusion optimizes the estimated results by data from different sources, leading to smoother and more stable trajectories. Especially in the interval where the camera observations are missing, the proposed algorithm can still estimate the motion of the excavator by data from the other source – IMU, which means that the proposed algorithm degenerates into an IMU-only method but keeps the basic survivability and stability of the pose estimation system. Thus, the proposed method can effectively improve the robustness of multiple keypoints localization for excavators on construction sites. Table 6 shows the overall results and average errors of the continuous motion, which is calculated based on the RMSEs in the x- and y-axes provided in Table 5. Based on Table 6, the differences between the trajectories estimated by the proposed method and the ground truths are in the range of 54.89 to 102.28 mm with its average as 90.66mm. This result is less than the errors of camera observation as 119.85mm and IMU estimation 178.10mm. Therefore, it is proved that in the case of continuous motions, the proposed method can improve the robustness and accuracy of tracking multiple keypoints of excavators on construction sites.

Fig. 12 illustrates the RMSEs of the estimated results based on the proposed method from the cases of independent motions and continuous motions. There is no significant difference in the trends of RMSEs in the two cases, and the total average numerical error for tracking the multiple keypoints of the excavator is 82.21 mm in value. In order to intuitively show the improved accuracy of the proposed algorithm, the average percent error (as a percentage of the total traveled distance) [38] is used to evaluate the errors of different methods. According to the above experimental results, the average percent error of the proposed algorithm accounts for 1.21% of the total traveling length (29372 mm computed by ground truth), which is lower than the error of the IMU-based approach at 2.38% and of the camera-based approach at 1.65%. Besides, in Fig. 12, it is observed that the errors of the second case are slightly larger than the of the first case. Here, two reasonable inferences are provided about this phenomenon: (1) When multiple keypoints of an excavator were tracked simultaneously, the estimation uncertainties of the previous keypoint were inherited by the following one. It means that the uncertainties were accumulated in K4, resulting in a relatively large deviation
in the K4 localization; (2) In the case of continuous motions, the rotating cabin and the moving bucket brought more unmodeled vibrations for the keypoints localization. Especially, if the machine stopped emergently, the strong swing of the articulated parts of the excavator on both the x- and y-axes caused by inertia affects the overall estimation accuracy. In summary, compared with the existing IMU-based pose estimation method and image-based motion tracking method for excavators, this experiment verifies that the proposed sensor-fusion-based algorithm can effectively improve the robustness and accuracy of keypoints localization for excavators, for estimating both single keypoint in the independent motions and multiple keypoints in continuous motions.

### Table 6 Spatial RMSEs and average errors of the continuous motion

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSEs_K3(mm)</th>
<th>RMSEs_K4(mm)</th>
<th>Average(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>85.83</td>
<td>153.87</td>
<td>119.85</td>
</tr>
<tr>
<td>IMU</td>
<td>147.43</td>
<td>208.77</td>
<td>178.10</td>
</tr>
<tr>
<td>Developed method</td>
<td>79.04</td>
<td>102.28</td>
<td>90.66</td>
</tr>
</tbody>
</table>

![Bar chart showing RMSEs of estimated results from case 1 and case 2](chart.png)

**Fig. 12** Comparison of the RMSEs of estimated results from case 1 and case 2

Considering the changing implementation conditions on sites, the conclusion drawn from the experiment needs to be further discussed. Firstly, to investigate the influence of different excavator models on the performance of the proposed algorithm, a large excavator (model: ZAXIS 240, make: HITACHI) was used to repeat the continuous motions of digging and dumping in the third case and the estimation results were compared with the medium-sized excavator in the second case. Table 7 lists the specifications of the large excavator. To render the acquisition of depth information
relatively stable, the baseline of the stereo vision module was increased to 150 mm. Other hardware configurations were the same as in the previous experiment. Fig. 13 illustrates the large excavator and the installation of the onboard devices. In this case, 3020 sets of IMU data and 906 independent measurements from the camera were respectively evaluated for each keypoint. Table 8 shows the estimated results and their RMSEs in the case of the large excavator.

Table 7 Physical parameters of the large excavator

<table>
<thead>
<tr>
<th>Physical parameters</th>
<th>Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1: Length of the boom</td>
<td>4560</td>
</tr>
<tr>
<td>L2: Distance from the arm joint to the centroid of the marker</td>
<td>1000</td>
</tr>
<tr>
<td>L3: Length of the arm</td>
<td>2900</td>
</tr>
<tr>
<td>L4: Horizontal distance from the stereo module to the boom joint</td>
<td>790</td>
</tr>
<tr>
<td>L5: Vertical distance from the stereo module to the boom joint</td>
<td>510</td>
</tr>
<tr>
<td>L6: Depth from the stereo module to the boom joint</td>
<td>620</td>
</tr>
</tbody>
</table>

Table 8 Results of using the large excavator in the continuous motion case

<table>
<thead>
<tr>
<th>Keypoints</th>
<th>Results</th>
<th>RMSEs</th>
</tr>
</thead>
</table>

Fig. 13 Large excavator and the installation of the onboard devices
Camera_X = 77.09
IMU_X = 104.26
Optimal_X = 61.34

Camera_Y = 108.76
IMU_Y = 155.04
Optimal_Y = 63.13

Camera_X = 257.43
IMU_X = 255.67
Optimal_X = 179.88
In terms of robustness, it was observed that the proposed algorithm provides smoother trajectories with better stability in keypoint tracking for the large excavator, compared to the IMU-only and camera-only methods. In terms of accuracy, compared to the results of the medium-sized excavator shown in Table 6, the RMSEs of the large-sized excavator in Table 8 have a slight increase on all axes. However, according to Table 8, the average percent error of applying the proposed algorithm to the large excavator accounts for 1.11% (total travel distance: 74649 mm), which is lower than the error of the camera-only method at 1.53% and the error of the IMU-only method at 2.07%, and close to the average percent error of using the medium-sized excavator at 1.20%. Therefore, the proposed algorithm still obtains the smallest average error of keypoint tracking and optimized accuracy performance compared to the IMU-only and camera-only methods. This result can be supported by theoretical analysis: the different excavator models would not import new uncertainty into the proposed algorithm, thus the effect of optimization on the accuracy and robustness of pose estimation is not affected by different sizes of excavators. In summary, though the numerical accuracy may change with the size of the excavator, it can be generalized that compared with tacking poses using homogenous sensors, the proposed algorithm can improve the accuracy and robustness of the pose estimation, regardless of different excavator models.

In addition to the specification of excavators, varying visual conditions (e.g., changing backgrounds and lack of illumination in bad weather) also need to be considered in practice. First, to avoid the impact of background changes on the proposed algorithm, the image-based motion tracking in Section 3.1.3 uses the binary square fiducial marker.
– ArUco and its pre-defined library, including a wide black border and an inner binary matrix which is uniquely identified based on the library. As a result, ArUco markers can be robustly identified regardless of the changing background [35], which ensures that the proposed framework is able to consistently acquire visual observations in different backgrounds. It has been also verified by the third case with the large excavator. According to Table 8, although the third case changes the background and visual conditions compared to the second case using the medium excavator, the observations of the large excavator’s motions were steadily obtained by identifying the ArUco marker attached to its arm. Therefore, it is concluded that the proposed framework is not affected by the changing background.

Additionally, bad weather (insufficient illumination) may make the fiducial marker unrecognizable resulting in losing observations of the cameras. In this case, according to the principle of EKF [37], the proposed algorithm degenerates into the IMU-based pose estimation [12]. This degenerated situation has been verified in the 5-10s interval in case 2. Although the degraded algorithm loses the accuracy improvement brought by competitive data fusion, it keeps the basic survivability and stability of the pose estimation system, which is an advantage of the proposed algorithm based on sensor fusion. There are many studies dedicated to improving the quality of visualization in bad illumination (e.g., Zheng et al. [39]), which can facilitate the proposed algorithm to maintain accurate and stable estimation in bad weather.

4.3. Full-body Pose Modeling of an Excavator

To verify the feasibility of the proposed pose estimation framework for excavators, this section continuously models the full-body pose of the excavator using MATLAB 2020b based on the optimal trajectories of the K3 and K4 in the camera reference frame and data collected from the digging and dumping medium-sized excavator on construction sites.

After obtaining the optimal trajectories of the K3 and K4 using the proposed multiple keypoints localization method, the full trajectories of other excavator keypoints need to be obtained, i.e., the end of the cabin (K1), the boom joint (K2), and the end point of the bucket (K5) in the camera reference frame. K1 and K2 are fixed points only related to the physical parameters of the excavator. The determination of K5 requires the joint
angle between the bucket and the arm estimated by the IMUs installed on the bucket and the arm, which is illustrated in Fig. 14 as Theta 2. The physical parameters required in the determination of the K1, K2, and K5 are listed in Table 9. Then, to reconstruct all the keypoints from 2D to 3D space, it is necessary to obtain the transformation matrix in a pre-defined world reference frame. In practice, the world reference frame is flexibly selected according to the user’s needs, so it usually different from the camera reference frame and need to be transformed. To show the process, the world reference frame is defined as a right-hand system, where the y-axis is the rotation axis of the excavator, the z-axis points to the initial optical axis of the cameras, and the origin is located on the ground. Thus, the transformation calculation is shown in Eq. (31).

\[
\begin{bmatrix}
  x_w \\
  y_w \\
  z_w \\
  1
\end{bmatrix} =
\begin{bmatrix}
  \cos \theta_t & 0 & \sin \theta_t & -x_s \\
  0 & 1 & 0 & -y_s \\
  -\sin \theta_t & 0 & \cos \theta_t & -z_s \\
  0 & 0 & 0 & 1
\end{bmatrix} \times
\begin{bmatrix}
  x_c \\
  y_c \\
  z_c \\
  1
\end{bmatrix}
\]  

(31)

where \( \theta_t \) denotes the cabin’s angle of rotation at time \( t \) (shown in Fig. 14 as Theta 1); \((x_w, y_w, z_w)\) denote the coordinates of the keypoint in the world reference frame; \((x_c, y_c, z_c)\) are the coordinates of the keypoint in the camera reference frame; \((x_s, y_s, z_s)\) are the coordinates of the cameras in the world reference frame, which are listed in Table 9. Then, the full-body poses of the excavator are represented by the motion trajectories of all keypoints determined in the pre-defined, world reference frame. Fig. 15 shows two examples of the full-body pose modeling of the excavator at two time slots. Additionally, considering the requirement of operational safety monitoring on response time in practice, the proposed framework was conducted a timing-test on the laptop (model name: Lenovo Legion Y7000P2021, CPU: i7-11800H, GPU: GeForce RTX 3050Ti). The average response time of full-body pose estimation at each time slot based on the proposed framework is 0.038s, i.e., such data inference stage will cause a negligible delay in practice to track the pose of an excavator. Hence, this proposed framework can meet the needs of real-time data processing of operational safety monitoring in practice. It is proved that the proposed full-body pose estimation framework of excavators is feasible and reliable on construction sites.

<table>
<thead>
<tr>
<th>Table 9 Physical parameters of the excavator used in the 3D modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical parameters</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Length of the cabin</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the bucket</td>
<td>890</td>
</tr>
<tr>
<td>x-coordinate of the camera ($x_s$)</td>
<td>100</td>
</tr>
<tr>
<td>y-coordinate of the camera ($y_s$)</td>
<td>975</td>
</tr>
<tr>
<td>z-coordinate of the camera ($z_s$)</td>
<td>100</td>
</tr>
</tbody>
</table>

**Fig. 14** Trajectories of the cabin’s angle of rotation (Theta 1) and the angle between the arm and the bucket (Theta 2)

**Fig. 15** Examples of the full-body pose modeling of the excavator in the world reference frame

5. Conclusions

This study proposes a full-body pose estimation framework for excavators that uses data fusion of multiple onboard sensors. In this framework, a non-invasive onboard visual-inertial system is developed to track the excavator motions on construction sites. Then, through competitive and complementary data fusion, the keypoints describing
full-body poses of the excavator are tracked in 3D space. In particular, an EKF-based multiple keypoint localization algorithm is developed to merge the pose information obtained from IMUs and cameras and optimize estimations of multiple keypoints of excavators simultaneously. A real case study verified that the proposed multiple keypoint localization algorithm effectively improved the robustness and accuracy of tracking pre-defined excavator keypoints. The experimental results show that, compared with using homogeneous sensors, the trajectories estimated by the proposed algorithm are smoother and more stable, and it has stronger survivability in complex situations on construction sites (e.g., data loss and strong vibration). The average RMSEs of the tested medium excavator between the estimated results based on the proposed algorithm and the ground truth is 82 mm in value. The average percent error of the proposed algorithm accounts for 1.21% of the total travelled distance, which is lower than 2.38% for the IMU-based method and 1.65% for the camera-based method. The proposed framework based on data fusion of multiple onboard sensors provides the theoretical basis for developing an accurate and robust 3D full-body pose estimation of excavators on real construction sites to monitor the motions of machinery in real-time and improve the operational safety.

The limitation of the proposed framework is that the lack of the specific noise model of the excavator working on construction sites limits the accuracy of the proposed sensor-fusion-based multiple keypoint localization algorithm. In future works, based on further analysis of the error sources of the visual-inertial sensor system, the noises of a working excavator, such as strong vibration caused by inertia and environmental interferences, can be modeled, which will improve the accuracy of the proposed algorithm.
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