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#### Abstract

The prevailing maximum likelihood estimators for inferring power law models from rank-frequency data are biased. The source of this bias is an inappropriate likelihood function. The correct likelihood function is derived and shown to be computationally intractable. A more computationally efficient method of approximate Bayesian computation (ABC) is explored. This method is shown to have less bias for data generated from idealised rank-frequency Zipfian distributions. However, the existing estimators and the $A B C$ estimator described here assume that words are drawn from a simple probability distribution, while language is a much more complex process. We show that this false assumption leads to continued biases when applying any of these methods to natural language to estimate Zipf exponents. We recommend that researchers be aware of the bias when investigating power laws in rank-frequency data.


If we take a book and rank each word based on how many times it appears, we will find that the number of occurrences of each word is approximately inversely proportional to its rank ${ }^{1}$. The second most frequent word will appear approximately $\frac{1}{2}$ as often as the most frequent word, the third around $\frac{1}{3}$ as frequently. This describes a power law relationship between the frequency of a word, $n$, and the word's rank in terms of its frequency, $r_{e}$, with exponent $\gamma \approx 1^{2}$.

$$
\begin{equation*}
n\left(r_{e}\right) \propto r_{e}^{-\gamma} \tag{1}
\end{equation*}
$$

This is known as Zipf's law and is consistent, in a general sense, across human communication ${ }^{3,4}$. We do not have a satisfactory reason why this is ${ }^{2}$ and the exponent, $\gamma$, is not always 1 but varies between different speakers ${ }^{3}$ and texts ${ }^{3,5}$. Sound analytical tools are needed to investigate these research areas.

Equation (1) describes an observed empirical relationship. It is tempting to assume that this is equivalent to a probability distribution for words (an early example is of Shannon using Zipf's law to estimate the entropy of English ${ }^{6}$ ). Indeed, Zipf's law is often expressed as a relationship between a word's probability of occurrence ${ }^{7,8}$ and the word's rank in the probability distribution, $r_{p}$.

$$
\begin{equation*}
p\left(r_{p}\right) \propto r_{p}^{-\lambda} \tag{2}
\end{equation*}
$$

The conflation of Eqs. (1) and (2) causes the prevailing maximum likelihood estimators to miscalculate $\lambda$ in Eq. (2) with a positive bias ${ }^{2,9,10}$ (Fig. 1). This bias applies specifically to rank-frequency distributions, where the ranks of events are not known a priori and instead are extracted from the frequency distribution, as is the case with word frequencies. The root of the bias is that the existing estimators make the assumption that the observed empirical frequency rankings of data $\left[r_{e}\right.$ in Eq. (1)] are equivalent to rankings in an underlying probability distribution $\left[r_{p} \text { in Eq. (2) }\right]^{2}$. The $n$th most frequent word is assumed to be the $n$th most likely word, which is not necessarily the case ${ }^{2}$. This is often overlooked in the literature ${ }^{2}$.

In the 2000 s there were a series of papers ${ }^{8,11,12}$ describing a method of maximum likelihood estimation that gave more accurate (lower bias) estimates for power law exponents than graphical methods ${ }^{8}$. The most influential of these is Clauset et al.s paper ${ }^{8}$. The estimators had been derived and presented before ${ }^{11}$ (as early as 1952 in the discrete case ${ }^{13}$ ) but Clauset et al.'s paper popularised the idea and provided a clear methodology including techniques to perform goodness of fit tests ${ }^{8}$. In all of these papers, the derivation of the likelihood function assumes that there is some a priori ordering on an independent variable. This works very well for power laws with some natural way to order events, such as the size vs frequency of earthquakes ${ }^{8}$. However, it does not work so well with rank-frequency distributions, where the rank is extracted empirically from the frequency distribution, so that the empirical rank and frequency are correlated variables ${ }^{2}$, both dependent on the same underlying mechanism. This difference was not addressed by Clauset et al., who include examples of applying their estimator to Zipf's law in language ${ }^{8}$. The same data can look very different depending on whether we know it's true rank or not, as shown in Fig. 2.
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Figure 1. Bias in maximum likelihood estimation for rank-frequency data. 100 values of $\lambda$ between 1 and 2 were investigated. For each $\lambda$, samples with $N=100,000$ were generated from an unbounded power law distribution and Clauset et al.'s estimator was applied to the empirical rank-frequency distribution. This was repeated 100 times and results averaged. There is a clear and strong positive bias for $\lambda \lesssim 1.5$.


Figure 2. Difference between distributions with probability and empirical ranks. Data was generated from an underlying power law probability distribution with exponent $\lambda=1$, number of possible events $W=60$ and $N=200$ samples. The dotted blue line shows the probability distribution. The blue circles show the sampled event frequencies with a priori known probability ranks. The red crosses show the empirical rank-frequency distribution from the same data. There is a significant difference between the two distributions. The current estimators are designed to fit data with a priori known ranks, not empirical ranks.

Recently Clauset et al.'s estimator has been shown, empirically, to be biased for some rank-frequency distributions ${ }^{2,9,10}$. In particular, Clauset et al.'s method over-estimates exponents with rank-frequency data generated from known power law probability distributions with exponents below about $1.5^{10}$ (Fig. 1). The problem is related to low sampling in the tail ${ }^{9,10}$, so that the observed empirical ranks tend to "bunch up" above the line of the true probability distribution before decaying sharply at the end of the observed tail (Fig. 2). To our knowledge this bias has not been adequately explained or solved.

- In 2014 Piantadosi et al. ${ }^{2}$ explained the problem and suggested splitting a corpora and calculating ranks of words from one part of the split and frequencies from the other, breaking the correlation of errors. However the method does not take into account uncorrelated errors in the ranks. In particular, the empirical ranks of events in the tail will almost certainly be lower than the actual ranks in the probability distribution as many events in the tail will not be observed at all.
- Hanel et al. ${ }^{10}$ identified the problem and suggested using a finite set of events instead of Clauset et al.'s unbounded event set ${ }^{8}$. This gives more accurate results in the limited case that the number of possible events, $W$, is finite and known ${ }^{10}$. Often $W$ is not known and the choice of $W$ can substantially change the results. With Zipf's law in language, $W$ represents the writer's vocabulary and is usually modelled as unbounded ${ }^{2,8,12}$. This seems appropriate given that Heaps' Law suggests that the number of unique words in a document continues to rise indefinitely as the document length increases ${ }^{14}$.
- In 2019 Corral et al. ${ }^{9}$ examined the problem and explored a technique of transforming the data to a distribution of frequencies representation, $f(n)$, which is also a power law type distribution that they call the Zipf's law for sizes ${ }^{9}$. This distribution has an a priori known independent variable of frequency sizes, so the bias does not apply to this representation. However there is still difficulty in estimating the rank-frequency exponent, as a power law in the rank-frequency distribution, $n\left(r_{e}\right)$, will only approximately map to a power law in the distribution of frequencies, $f(n)$, for real-world sample sizes ${ }^{9}$.

Overall these ad-hoc methods can remove the bias to some extent but not completely. The methods also introduce a host of somewhat arbitrary choices for the researcher to resolve.

We derive a new maximum likelihood estimator that does not make the false assumption that the empirical ranks, $r_{e}$, are equivalent to the probability ranks, $r_{p}$. The new estimator considers all the possible ways that the events could be ranked in the underlying probability distribution to generate the observed empirical data. Unfortunately this new likelihood function is computationally intractable for all but the smallest data sets. In order to estimate parameters for larger data sets, we turn to approximate Bayesian computation (ABC), a method that is designed for situations where likelihood functions cannot be computed ${ }^{15}$. We show that this method has much lower bias than Clauset et al.'s estimator for rank-frequency data generated from simple power laws. We further explore two different implementations of ABC and find that they give different results when applied to word distributions in books because ABC and Clauset et al.'s method both assume an underlying power law probability model, while natural language arises from a more complex model. We suggest that this false assumption means that maximum likelihood estimation with simple models will always have some arbitrary bias when studying rank-frequency data in natural language, including ABC and Clauset et al.'s method.

## Model

Likelihood function: general case with no a priori ordering. A vector of data, $\boldsymbol{d}=\left[d_{1}, d_{2}, \ldots d_{N}\right]$, represents $N$ observations of a random variable $X$. Each of these observations are one of a discrete set of $W$ events, with no a priori ordinality. An example is words in a book.

We can transform the vector $\boldsymbol{d}$ to counts of each event, ordered from most to least frequent, $\boldsymbol{n}=\left[n\left(x_{(1)}\right), n\left(x_{(2)}\right), \ldots, n\left(x_{(W)}\right)\right] . \boldsymbol{n}\left(x_{\left(r_{e}\right)}\right)$ represents the count of the $r_{e}$ th most common event, where $r_{e}$ is the event's ranking in the empirical frequency distribution. For ease of notation we will refer to $\boldsymbol{n}\left(x_{\left(r_{e}\right)}\right)$ as $\boldsymbol{n}\left(r_{e}\right)$.

We assume a simple model where each of these events has some unknown fixed probability of being observed, $p\left(x_{r_{p}}\right)=\operatorname{Pr}\left(X=x_{r_{p}}\right)$, where $r_{p}$ is the event's rank in the underlying probability distribution.

The key insight is that given an event's empirical rank, we do not know that event's rank in the underlying probability distribution. We can describe the mapping of events from the data generating probability ranking to the empirical ranking with a vector $\boldsymbol{s}$, so that $\boldsymbol{s}\left(r_{p}\right)=r_{e}$. For example $\boldsymbol{s}=[2,1,3]$ would mean that the second most probable event was observed empirically the most number of times, the most probable event was seen the second most number of times, and the third most likely seen third most. For any valid mapping, $s$ must be a permutation of the integers from 1 to W . Figure 3 shows an example mapping.

We assume that the probability distribution is parameterised by $\boldsymbol{\theta}$. Considering Bayes' rule

$$
\begin{equation*}
p(\boldsymbol{\theta} \mid \boldsymbol{n})=\frac{p(\boldsymbol{n} \mid \boldsymbol{\theta}) p(\boldsymbol{\theta})}{p(\boldsymbol{n})} \tag{3}
\end{equation*}
$$

The likelihood can be written as (ignoring constants of proportionality)

$$
\begin{equation*}
p(\boldsymbol{n} \mid \boldsymbol{\theta})=\prod_{r_{e}=1}^{W} p\left(x_{\left(r_{e}\right)}\right)^{\boldsymbol{n}\left(r_{e}\right)} \tag{4}
\end{equation*}
$$

This likelihood equation is in terms of the events' empirical rank, $r_{e}$, whereas the underlying probability model is in terms of probability rank, $r_{p}$. To convert the likelihood to be in terms of $r_{p}$ we condition on the mapping vector, $\boldsymbol{s}$.

$$
\begin{equation*}
p(\boldsymbol{n} \mid \boldsymbol{\theta}, \boldsymbol{s})=\prod_{r_{p}=1}^{W} p\left(x_{r_{p}}\right)^{\boldsymbol{n}\left(\boldsymbol{s}\left(r_{p}\right)\right)} \tag{5}
\end{equation*}
$$

Using the law of total probability we sum over all possible mappings of probability rankings onto empirical rankings. $S(W)$ is the set of all possible permutations of the numbers 1 to W , known as the symmetric group.


Figure 3. An example mapping from probability to empirical ranks. The observed data $\boldsymbol{n}=[8,6,3,2,1,1]$ can arise from any valid permutation of events from the probability distribution. Here the permutation is $\boldsymbol{s}=[2,1,5,3,4,6]$. The 1st most likely event is observed the second most times $(\boldsymbol{s}[1]=2)$, etc. The likelihood of the data given this permutation is $p(\boldsymbol{n} \mid \boldsymbol{s}, \boldsymbol{\theta})=p_{1}^{6} p_{2}^{8} p_{3}^{1} p_{4}^{3} p_{5}^{2} p_{6}^{1}$.

$$
\begin{equation*}
p(\boldsymbol{n} \mid \boldsymbol{\theta})=\sum_{\boldsymbol{s} \in S(W)} \prod_{r_{p}=1}^{W} p\left(x_{r_{p}}\right)^{\boldsymbol{n}\left(\boldsymbol{s}\left(r_{p}\right)\right)} \tag{6}
\end{equation*}
$$

Equation (6) is the likelihood for any data that represents observations of discrete events, where the events have no a priori ordering in relation to the underlying model. The equation generalises to $W \rightarrow \infty$, suitable to describe models with unbounded event sets, as is the case in many Zipf type models.

Likelihood function: power laws with no a priori ordering. A common model applied to rank-frequency distributions is the power law, used by Zipf in his study of words ${ }^{1}$. A power law probability distribution is of the form

$$
\begin{equation*}
p\left(x_{r_{p}}\right)=\frac{r_{p}^{-\lambda}}{Z_{\lambda}} \tag{7}
\end{equation*}
$$

where $\lambda$ is the power law exponent, $Z_{\lambda}$ is a normalising factor. We use the simplest form of $Z$ ipf's law for ease of analysis. The method described here can be used with other models such as the Zipf-Mandelbrot law ${ }^{16}$. The normalising factor is:

$$
\begin{equation*}
Z_{\lambda}=\sum_{r_{p}=1}^{W} r_{p}^{-\lambda} \tag{8}
\end{equation*}
$$

$W$ is the number of possible events. In the limit $W \rightarrow \infty, Z_{\lambda}$ becomes the Riemann zeta function, $\zeta(\lambda)^{8}$.
Considering Eq. (6), the likelihood can be written as

$$
\begin{equation*}
\mathcal{L}(\lambda \mid \boldsymbol{n})=\sum_{\boldsymbol{s} \in S(W)} \prod_{r_{p}}^{W}\left(\frac{r_{p}^{-\lambda}}{Z_{\lambda}}\right)^{\boldsymbol{n}\left(\boldsymbol{s}\left(r_{p}\right)\right)} \tag{9}
\end{equation*}
$$

And the differential of the likelihood with respect to $\lambda$ is

$$
\begin{equation*}
\frac{\partial}{\partial \lambda} \mathcal{L}(\lambda \mid \boldsymbol{n})=\sum_{\boldsymbol{s} \in S(W)}\left(\left(\frac{N Z_{\lambda}^{\prime}}{Z_{\lambda}}+\sum_{r_{p}}^{W} \boldsymbol{n}\left(\boldsymbol{s}\left(r_{p}\right)\right) \ln \left(r_{p}\right)\right) \times \prod_{r_{p}}^{W}\left(\frac{r_{p}^{-\lambda}}{Z_{\lambda}}\right)^{\boldsymbol{n}\left(\boldsymbol{s}\left(r_{p}\right)\right)}\right) \tag{10}
\end{equation*}
$$

$Z_{\lambda}^{\prime}$ is the differential of the normalising factor with respect to $\lambda$. To find the maximum likelihood estimator, we can use numerical methods to either (a) maximise Eq. (9) or (b) find the root of Eq. (10) (Fig. 4).


Figure 4. Likelihood functions of the full likelihood (blue) and only the leading term (red). Both likelihoods are calculated for the data $\boldsymbol{n}=[10,3,3,2,1,1]$. The leading term of the full likelihood is equivalent to the likelihood function as defined by Hanel et al. ${ }^{10}$, which is adapted for finite event sets from Clauset et al.'s estimator ${ }^{8}$. The top figure shows the full likelihood compared to Hanel et al.s likelihood, with the maximum likelihood estimators shown as dashed lines. The bottom figure shows the differential of the likelihood functions. The form of the differential of the full likelihood is markedly different to only the first term. There is a substantial difference in the maximum likelihood estimator, with the Hanel et al. estimator giving $\hat{\lambda}=1.27$ and the full estimator giving $\hat{\lambda}=1.16$.

The prevailing estimators from the literature (often implicitly) assume that the empirical ranks match the probability ranks ${ }^{2,8,12}$, so that they only consider the leading term in the main sum in both Eqs. (9) and (10) (associated with the identity permutation $\boldsymbol{s}_{I}=[1,2, \ldots, W]$ ). This is the source of the bias in the existing estimators.

The number of terms in the likelihood function (Eq. 6) scales as $O(W!)$, so that naive computation of the likelihood is impractical even at $W \approx 10$. The computation can be shown to be equivalent to the computation of the permanent of a matrix with entries $a_{i j}=p\left(x_{j}\right)^{n(i)}$. The best known algorithm for exactly computing the permanent of a matrix is Ryser's algorithm ${ }^{17,18}$ with complexity $O\left(W 2^{W}\right)$. This is computationally intractable for real world data sets such as text corpora with vocabularies of $W>1000$. A more in-depth discussion on the computational complexity can be found in the Supplementary Information.

Approximate Bayesian computation. Approximate Bayesian computation is a technique for approximating posterior distributions without calculating a likelihood function ${ }^{19-21}$. Instead, we assume a model, $\mathcal{M}$, simulate data, $\boldsymbol{n}_{i}$, from possible parameters, $\lambda_{i}$, and observe how close that simulated data is to the empirical data using a distance measure $\rho\left(\boldsymbol{n}_{i}, \boldsymbol{n}_{o b s}\right)^{19,21}$. The ABC rejection algorithm is based upon the principle that we can approximate the actual posterior by estimating the probability of $\lambda$ given that the data is within some small tolerance, $\epsilon$, of the observed empirical data ${ }^{19,22}$. This assumes that the model, $\mathcal{M}$, is a good representation of the actual data generating process.

$$
\begin{align*}
p\left(\lambda \mid \boldsymbol{n}=\boldsymbol{n}_{o b s}, \mathcal{M}\right) & \approx p\left(\lambda \mid \rho\left(\boldsymbol{n}, \boldsymbol{n}_{\text {obs }}\right)<\epsilon, \mathcal{M}\right)  \tag{11}\\
p\left(\lambda \mid \rho\left(\boldsymbol{n}, \boldsymbol{n}_{\text {obs }}\right)<\epsilon, \mathcal{M}\right) & =\frac{p\left(\rho\left(\boldsymbol{n}, \boldsymbol{n}_{\text {obs }}\right)<\epsilon \mid \lambda, \mathcal{M}\right) p(\lambda \mid \mathcal{M})}{p\left(\rho\left(\boldsymbol{n}, \boldsymbol{n}_{\text {obs }}\right)<\epsilon \mid \mathcal{M}\right)} \tag{12}
\end{align*}
$$

The ABC rejection algorithm begins by sampling parameter values from the prior. For each of these parameter values, data is then generated from the model and tested on the condition $\rho\left(\boldsymbol{n}_{i}, \boldsymbol{n}_{o b s}\right)<\epsilon^{19}$. With enough samples, the density of successful parameters will approximate the right hand side of Eq. (12), and an approximation for the posterior distribution ${ }^{19}$. If we use a uniform prior then this will be a proportional estimate to the likelihood.

An ideal distance measure, $\rho\left(\boldsymbol{n}_{i}, \boldsymbol{n}_{\text {obs }}\right)$, would involve comparing Bayesian sufficient summary statistics from the data ${ }^{21}$. Usually in practice Bayesian sufficiency cannot be achieved ${ }^{19,21}$, and some information will be lost so that the approximation of the posterior includes some error ${ }^{19}$. A common technique is to summarise the data sets with summary statistics, $\boldsymbol{S}(\boldsymbol{n})$, and define the distance as the difference between those, $\rho\left(\boldsymbol{n}_{i}, \boldsymbol{n}_{o b s}\right)=\boldsymbol{S}\left(\boldsymbol{n}_{i}\right)-\boldsymbol{S}\left(\boldsymbol{n}_{o b s}\right)^{15,19,21}$. Recently the Wasserstein distance, a metric between distributions, has been shown to work well as a distance measure ${ }^{23}$. This is a principled approach that avoids the difficult selection of summary statistics ${ }^{23}$, and this is the measure that we use here.

The ABC rejection algorithm requires a small tolerance in order to find a good estimate for the posterior ${ }^{22}$. This in turn requires a high density of samples in order to have enough successful parameters to build the posterior approximation. To sample at a high density across a reasonable parameter space with a uniform prior would be prohibitively computationally expensive. Instead, we use population Monte Carlo to sample from a proposal distribution that focuses on areas of high posterior probability while avoiding areas of negligible probability ${ }^{24}$. At each time step, the results are weighted using principles from importance sampling to account for the fact that
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Figure 5. Approximate Bayesian computation with population Monte Carlo (ABC-PMC). (a) Given the observed data. (b) Particles are generated from a proposal distribution and data is simulated for each particle. For each particle, the Wasserstein distance is measured between the simulated data and the observed data. (c) This is repeated until nParticles samples are generated with Wasserstein distance within a tolerance $\epsilon$. (d) A new proposal distribution is generated by a weighted kernel density estimate on the accepted particles, with a weighting based on importance sampling principles. A new tolerance is set based upon a proportion of survivalFraction particles with the smallest distances found in this time step. This is repeated for a given number of generations. The final successful particles are used to generate an approximation of the posterior distribution using a weighted kernel density estimate. Figure adapted in part from ${ }^{19}$ and ${ }^{21}$.
we are sampling from the proposal distribution instead of the prior ${ }^{24}$. This algorithm, adapted from ${ }^{25}$, is shown in Algorithm 1 and Fig. 5 (the 2 parameter algorithm is equivalent, with the variance replaced by a covariance matrix). The parameters in the algorithm were set following trial and error to balance computation time and accuracy.

We also investigated an alternative approach to approximate Bayesian computation known as ABC regression. Instead of the Wasserstein distance, we used the mean of the log transformed event counts as a summary statistic with this method. Full details are in the Supplementary Information.

```
Algorithm 1: Approximate Bayesian Computation Population Monte Carlo Zipf's Law
    Input: The observed data \(\boldsymbol{n}=\left[n_{1}, n_{2}, \ldots, n_{W}\right]\),
            \(\theta_{\min } \leftarrow 1.001, \theta_{\max } \leftarrow 3\), survivalFraction \(\leftarrow 0.4\), nParticles \(\leftarrow 256, n\) Generations \(\leftarrow 10\)
    Output: Maximum likelihood estimator \(\hat{\boldsymbol{\theta}}\)
    priorDist \(\leftarrow\) uniformDist \(\left(\theta_{\min }, \theta_{\max }\right)\)
    \(n D a t a \leftarrow \operatorname{sum}(\boldsymbol{n})\)
    tolerance \(\leftarrow \infty\)
    proposalDist \(\leftarrow\) priorDist
    for \(g \leftarrow 1\) to \(n\) Generations do
        \(\theta s \leftarrow \operatorname{array}()\)
        \(d s \leftarrow \operatorname{array}()\)
        weights \(\leftarrow \operatorname{array}()\)
        for \(i \leftarrow 1\) to \(n\) Particles do
            hit \(\leftarrow\) FALSE
            while !hit do
                \(\theta \leftarrow\) proposalDist.sample ()
                if \(\theta_{\text {min }} \leq \theta \leq \theta_{\text {max }}\) then
                    \(z \leftarrow\) generateData \((\theta, n\) Data \()\)
                        \(d \leftarrow\) wassersteinDistance \((n, z)\)
                if \(d \leq\) tolerance then
                    \(\theta s[i] \leftarrow \theta\)
                    \(d s[i] \leftarrow d\)
                    weights \([i] \leftarrow\) priorDist.evaluate \((\theta) /\) proposalDist.evaluate \((\theta)\)
                    hit \(\leftarrow T R U E\)
        tolerance \(\leftarrow\) getTolerance \((d s\), survivalFraction)
        var \(\leftarrow\) weightedVariance \((\theta s\), weights \()\)
        proposalDist \(\leftarrow K D E(\theta s\), weights, bandwidth \(=\operatorname{sqrt}(2 \times\) var \())\)
    posterior \(\leftarrow K D E(\theta s\), weights, bandwidth \(=\operatorname{sqrt}(\) var \())\)
    \(\hat{\theta} \leftarrow \max (\) posterior \()\)
    return \(\hat{\theta}\)
```


## ABC results

Approximate Bayesian computation with Zipf distributions. Rank-frequency data was generated ( $N=10,000$ ) from an unbounded power law with exponents ranging from 1 to 2 . For each generated data set, the exponent was estimated using a) Clauset et al.s estimator and b) ABC-PMC with the Wasserstein distance. This was repeated 100 times to find the mean bias and variance. The ABC method has much lower bias and similar variance to Clauset et al.s method, (Fig. 6).

We also investigated how the bias changes with varying sample size. Rank-frequency data was generated with $\lambda=1.1$ and varying sample size up to $N=1,000,000$. Clauset et al.s estimator shows positive bias at all values of N , although it decreases with large N . ABC shows much lower bias for all values of N . The variance of ABC is higher for $N \lesssim 1000$. Overall the variance is still very low, and is insignificant compared to the positive bias showed by Clauset et al.'s estimator (Fig. 7).

In addition to the results shown here, we explored a variation of the algorithm using ABC rejection with the mean of the logged event counts as a summary statistic. This method has similarly low bias and variance as the results shown here. See the Supplementary Information for full details.
Approximate Bayesian computation with Zipf-Mandelbrot model. The Zipf-Mandelbrot law is a modification of Zipf's law derived by Mandelbrot that accounts for a departure from a strict power law in the head of the rank-frequency distribution ${ }^{16}$.

$$
\begin{equation*}
p\left(r_{p}\right) \propto\left(r_{p}+q\right)^{-\lambda} \quad q \in[0,1,2 \ldots] \tag{13}
\end{equation*}
$$

We tested the ABC PMC algorithm with this 2 parameter model. The algorithm is of the same form as Algorithm 1 , with the variance replaced with a covariance matrix. The algorithm is demonstrated with one generated data set with $q=4, \lambda=1.2$ and $N=100,000$. ABC PMC performs well, with close estimates to the true parameters (see Fig. 8). The approximated likelihood function gives negligible probability for $q=0$, suggesting that the algorithm can discriminate between data generated from Zipf's law and the Zipf-Mandelbrot law.

Analysis of books. Both Clauset et al.'s method and the approximate Bayesian computation method described here assume a Zipfian data generating model. We have demonstrated that ABC-PMC with the Wasserstein distance works well for data generated from a known power law, with much lower bias than Clasuet


Figure 6. Bias in ABC (solid blue) vs Clauset et al.s estimator (dashed red) for unbounded power laws. For each of 100 values of $\lambda$ between 1.01 and 2 , rank-frequency data ( $N=10,000$ ) was generated by sampling an unbounded power law. This was run 100 times. The left figure shows the known $\lambda$ and the mean estimated $\lambda$. The centre figure shows the mean bias, with a $68 \%$ confidence interval shaded. The right figure shows the variance of the estimators. The ABC estimator has much lower bias and similar variance to Clauset et al.'s estimator.


Figure 7. Bias in ABC (solid blue) vs Clauset et al.s estimator (dashed red) for unbounded power laws. Rankfrequency data was generated for $\lambda=1.1$ with varying sizes, $N$. This was run 100 times. The left figure shows the known $\lambda$ against the mean estimated $\lambda$. The centre figure shows the mean bias, with a $68 \%$ confidence interval shaded. The right figure shows the variance of the estimators. The bias is much lower with ABC. The ABC estimator has higher variance than Clauset et al. at low N , although the variance is still very low.
et al.s method. In the Supplementary Information, we also describe an ABC regression method using the mean $\log$ of the word counts that has similar low bias when applied to data from a power law distribution.

It is reasonable to suggest that natural language is a more complex process than drawing words from a power law probability distribution. Indeed, deep learning language models like GPT-3 use billions of parameters ${ }^{26}$. As such, models that assume Zipfian data generating models are not necessarily suitable for analysing language. To demonstrate the problem, we analysed books using (a) Clauset et al.'s method, (b) ABC-PMC with the Wasserstein distance (c) ABC regression with the mean of the log transformed word counts as a summary statistic (Table 1). All of the books were downloaded from Project Gutenberg ${ }^{27}$. Each text sample was first "cleaned" by removing all punctuation, replacing numbers with a \# symbol, and converting all text to lowercase. The word frequencies were then counted.

The two forms of ABC give different results, which bracket the results of the Clauset et al. estimator. This does not imply that the Clauset et al. is the best approximator as we show above that it is biased upwards. What these present results indicate is that there is no correct "ground truth" because the assumed underlying models are wrong.


Figure 8. Results of ABC-PMC for the Zipf-Mandelbrot law with data generated with known exponent $\lambda=1.2$ and $q=4$ (red cross) with $N=100,000$ words. The likelihood function (darker blue regions have higher likelihood) was approximated using a kernel density estimate. The mode of the KDE gives the maximum likelihood estimate (green circle). The estimator correctly identifies $q$ and is close to the correct exponent $\lambda$.

| Book | Clauset et al. | ABC PMC with Wasserstein | ABC regression with mean log |
| :--- | :--- | :--- | :--- |
| Moby dick | 1.19 | 1.25 | 1.16 |
| A tale of two cities | 1.21 | 1.27 | 1.17 |
| Alice in Wonderland | 1.22 | 1.25 | 1.18 |
| Chronicles of London | 1.19 | 1.20 | 1.15 |
| Ulysses | 1.18 | 1.22 | 1.14 |

Table 1. Comparision of estimators of Zipf's law in books

## Discussion

We have demonstrated that the prevailing Zipf's law maximum likelihood estimators for rank-frequency data are biased due to an inappropriate likelihood function. This bias is particularly strong in the range of natural language, with exponents close to 1 . The correct likelihood function is intractable. We have presented one approach to overcoming this bias using a likelihood-free method of approximate Bayesian computation. The ABC method is shown to work well with data generated from actual power law distributions, with lower bias than Clasuet et al.s estimator.

ABC works well in an idealised situation where the true model is known. However when applied to analysing books, the two ABC approaches that we explored give very different estimates for the Zipf exponents. The Zipfian approaches we investigate all assume a simple bag of words probability model, whereas our results on books indicate that natural language generation is a more complex process-otherwise the two ABC methods would converge. The ABC algorithms are searching a parameter space for the closest model based on the distance measure. This works well when the parameter space includes the true data generating process. But with natural language the assumed simple Zipf model is wrong so there is no "correct" location in the parameter space (or the "correct" location is outside the parameter space). Different distance measures will prejudice different aspects of the observed data and so arrive at different estimates. This bias is arbitrary in nature and there seems to be no reasonable way to decide which distance measure is "correct". The error lies in the assumption of an incorrect data generating model. This problem applies to ABC and Clauset et al.'s estimator, and seems to be inherent in applying maximum likelihood estimation using simple models to describe power laws in natural language.

Zipf's law for word types is an empirical relationship between frequencies of words and ranks in that frequency distribution. The difficulty arises when a probabilistic model is used to describe the mechanism that is generating this relationship, when the actual mechanism is more complex. The main aim of this publication is to clearly show that Clauset et al.'s estimator is strongly biased for rank-frequency data. The correct likelihood function provides an unbiased framework that works well when the underlying data generating process is known. This does not appear to be the case for natural language. Graphical methods may therefore be more suitable to study Zipf's law when investigating the empirical relationship between ranks and frequencies (Eq. 1) and not
the probability distribution (Eq. 2). All Zipf estimators have some bias and the best choice will depend on the specific application.

The scripts and data used here are available at the repository https://github.com/chasmani/PUBLIC_bias_ in_zipfs_law_estimators. That repository includes the approximate Bayesian computation algorithm as well as implementations of other estimators from the literature.
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