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Abstract
This paper investigates the interaction between two people,

namely, a caregiver and an infant. A particular type of action in

human interaction known as “touch” is described. We propose a

method to detect “touch event” that uses color and motion fea-

tures to track the hand positions of the caregiver. Our approach

addresses the problem of hand occlusions during tracking. We

propose an event recognition method to determine the time when

the caregiver touches the infant and label it as a “touch event” by

analyzing the merging contours of the caregiver’s hands and the

infant’s contour. The proposed method shows promising results

compared to human annotated data.

Introduction
Touch is a key social and emotional signal used by caregivers

when interacting with their children [1–13]. Touch is present in

an enormous amount of caregiver-infant interactions and its pres-

ence has been found to impact infants’ attention, arousal levels,

behavioral, and emotional states [7,8,14,15], as well as to reduce

infants’ stress [2]. Touch may be specifically helpful to an in-

fant for some crucial tasks in development, namely learning lan-

guage. Recent work suggests that caregivers do in fact provide

their infants with touches that are informative both about the be-

ginnings and ends of words in continuous speech and also about

the meanings of words, at least in certain contexts. Specifically,

Abu-Zhaya, Seidl, and Cristia [16] recorded caregivers interact-

ing with their infants in a book-reading situation and found that

caregiver touch is used in a way that might be helpful to two cru-

cial language learning tasks: segmenting the speech stream into

words and mapping words to their referents.

Recently, the use of touch in mother-infant interactions have

employed a micro-genetic approach using frame-by-frame anno-

tation of touch cues yielding a detailed examination of maternal

touches during different types of interactions [16]. Not only is an-

notating these video interactions extremely time consuming, but

observers have to be trained for several hours before they can be-

gin annotating the videos. Hence, given the importance of human

touch in human development it would be helpful to have tools that

can easily quantify both the quantity and quality of human touch

that infants receive. Having an automatic system that is capable

of detecting touch events would greatly reduce the amount of time

spent on manually annotating these events. The creation of such

an automatic system might be helpful for medical teams working

with special populations and caregivers who have children with

special needs.

In this paper, we describe a method for automatic touch event

detection. The approach we take detects and tracks the caregiver’s

hands and detects the location of the infant and then defines a

“touch” to occur whenever the caregiver’s hand contours merge

with the infants contour.

Related Work
There has been a great deal of work in human action recog-

nition when humans interact with objects and other humans

[17–21]. Many approaches use object detection and analyze the

interaction between objects and human body parts to classify ac-

tions. Yao and Fei-Fei [22] treat human pose and the object as

the context of each other and make improvements in both object

detection and pose estimation. Prest [23] regards humans and ob-

jects as pairs when localizing and tracking them in space over

time. Other work examines group event detection/interaction, for

example fighting detection [24] in surveillance video. However,

recognizing pairwise human interaction is still an open problem.

The motion and the localization of the human hand is im-

portant in characterizing human actions in dynamic scenes. Hand

tracking is used in this paper to obtain the spatial information of

caregiver’s hands with respect to the location of the infant. Hand

tracking is very challenging due to large variation in appearance

and movement compared to other body parts. Recent advances

in articulated model based hand tracking use depth cues [25, 26].

There has been much work in 2D hand tracking based on videos

captured from RGB cameras. In [27], a Camshift [28] method

is described that reduces tracking failures when the hand moves

across other large skin-like areas by classifying velocities. It gen-

erally works when the velocity of the hand differs greatly from

other skin-like regions and fails to track the hand when there are

other skin regions moving along with the hand at similar speed.

Hand detection [29] uses hand shape, context, skin colors and de-

formable part model [30] to detect the hand in static images. An-

other method [31] combines hand detection with hand tracking

and uses an upper body model to refine the hand detection. Our

hand tracking method takes advantage of analyzing the motion of

the hand inspired from [27], and deals with occlusions occurred

while tracking two hands.

In this paper we are interested in detecting a particular action

between the caregiver and the infant, namely the touch event, and

detecting the moment when the touch occurs. The touch event is

defined as the time when the infant is touched by the hands of the

caregiver. Thus successfully tracking the hands of the caregiver

and clearly detecting the outline of the infant are crucial in our

touch event detection. Essentially a touch will occur when the

segmented contours of the hands and the infant merge. An exam-

ple of this is shown in Figure 1. For hand tracking, we use color

and motion features, and propose methods to handle the scenario
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when one hand is fully occluded by the other hand. Foreground

detection for determining the infant’s location is based on Grab-

Cut [32].

(a) (b)

Figure 1: (a) An example of a frame without a touch event, (b) An

example where a touch event has occurred by detecting merging

contours.

Touch Event Detection
Our method for touch detection contains three parts, the hand

tracker of the caregiver, the infant’s contour detector and the touch

event detector. Figure 2 shows block diagram of the analysis sys-

tem.

Figure 2: Block diagram of our touch event detection system.

Hand Tracker
The hand tracker uses color and motion features to track the

position of both hands in each frame. The hand positions are

initialized by manually selecting two bounding boxes containing

each hand of the caregiver respectively in the first frame. Each

bounding box is considered as a separate independent tracker.

Skin color detection

A pixel-based skin detection method is used to obtain the

skin mask of the hands [33]. The skin color model is trained

using 200 frames from videos with different pairs of caregivers

and infants. All skin regions are manually segmented as ground

truth skin pixels in every training frame, the remaining pixels are

treated as non-skin pixels. The probability of the skin class and

non-skin class are defined as follows:

P(RGB|skin) =
s(RGB)

Ts
(1)

P(RGB|nonskin) =
n(RGB)

Tn
(2)

where s(RGB) represents the number of skin pixels in the his-

togram and n(RGB) represents the non-skin pixel counts in the

histogram. Ts and Tn are the total counts contained in the skin and

non-skin histograms, respectively. A color pixel is considered as

skin pixel when it satisfies:

P(RGB|skin)

P(RGB|nonskin)
> Θ (3)

where

Θ =C ·
Tn

Ts
(4)

Θ is a threshold which can be adjusted for trade-off between cor-

rect detections and false positives. C is an adaptive parameter. In

our experiments described below we empirically choose C (and

hence Θ) such that the detected skin regions compared favorably

to the training data skin masks. We then used a morphological

opening with window size 3 and a constant structuring element

on the output of the pixel-based skin classifier to reduce isolated

and small skin regions. Figure 3(b) shows the skin detection result

of a sample frame in Figure 3(a)

(a) (b)

Figure 3: (a) Original image, (b) Skin color detection, white pix-

els represent skin region, black pixels represent non-skin region.

Motion Analysis

The motion of the hand is analyzed using optical flow and

the Lucas-Kanade registration method on the keypoints that rep-

resent the hand [34]. We find the Harris corners [35] inside the

hand bounding box and the points on the contour of the hand skin

mask and use them as keypoints. By obtaining the optical flow

of keypoints using the iterative Lucas-Kanade technique with a

pyramid [34, 36], the predicted positions of the keypoints on the

next frame can be found. The pyramid structure uses a 3 level

pyramid from coarse to fine. The velocity [27] is defined as the

Euclidean distance between the keypoints’ location in the previ-

ous frame and the predicted position in the current frame. Figure

4 illustrates motion analysis for keypoints and the trajectories for

10 frames.

Figure 4: Zoomed in view of the trajectories of detected keypoints

in 10 consecutive frames.
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Keypoints Update
The hand bounding box is updated based on the remain-

ing keypoints after discarding outliers using the velocity and skin

color tests described below.

The average velocity vavg is the arithmetic average of the

velocity of all keypoints. The velocity test is:

|v− vavg|6 2vstd (5)

where v is the velocity and vstd is the standard deviation of the

velocity. Any keypoint that falls outside of the above range are

considered an outlier and is discarded. The skin color test checks

whether the predicted position of keypoints are on the current skin

mask. If not, these keypoints are discarded because we assume

the hand is in the skin regions. The new hand bounding box is the

smallest rectangle that contains all the remaining keypoints. New

keypoints used for motion analysis are the Harris corners and the

contour points inside the new bounding box.

Occlusion Handling
Occlusion handling is a challenging problem in object track-

ing. It is even more difficult in hand tracking, because the hand

has a non-rigid shape. In our work, the caregivers are allowed to

freely move their hands. Thus, the caregivers often move their

two hands together, for example a handclap. The problem then

becomes how to keep track of two hands respectively after they

separate.

We propose a method to handle occlusion by using the merge

and split concept [37]. Figure 5 shows the flow chart of this

method. We define a hand flag that indicates whether the two

hands are together. In the hand initialization step, we manually

select two hands and set the hand flag to 1. The hand tracker de-

scribed above provides the hand position and the centroid of each

hand can easily be obtained. When two hands are approaching,

the centroids of hands are also getting closer. A merge happens

when the centroids of two hands become one point. When it oc-

curs, the hand flag is set to 0. In our experiments the threshold

for the merge and split is set to 50 pixels and was empirically

determined.

Figure 5: Flowchart of the merge and split method.

After the two hands merge together, the independent track-

ers are tracking the same region. The hand trackers not only track

the contour points for largest skin region, but also search for the

second largest skin region. Once the Euclidean distance between

the centroid of the largest skin region and the centroid of the sec-

ond largest skin region is greater than the threshold, a split occurs.

The one tracker tracks the largest skin region and the other tracks

the second largest skin region. The hand flag is then set back to 1.

The two hands merge and split method proposed above

works for most of occlusion cases we have observed because

hands represent large skin regions in the scene. However, the hand

tracker fails in some special cases. For example, during the split-

ting of two merged hands, one hand may be fully occluded by

objects other than the hand.

Infant Detector
We also need to find the location of the infant. We use Grab-

Cut [32] to detect the contour of the infant in every frame of the

video sequence. Grab-cut segmentation is an iterative method

based on Graph-Cut [38], which is described by the Gibbs energy:

E(x) = ∑
i∈I

D(xi)+λ ∑
i∈I, j∈Ni

V (xi,x j) (6)

where i is a pixel that belongs to image I, Ni is the neighbor-

ing pixels of i, xi takes on the value of 0 for sure background, 1 for

sure foreground, 2 for probably background, and 3 for probably

foreground. D(xi) is the data term, and V (xi,x j) is the smooth-

ing term. The data term D(xi) is modeled by a Gaussian Mix-

ture Model (GMM), where we estimate the probability distribu-

tion of the background and the foreground. A mask is gener-

ated by the user that marks the foreground as RGB color white

(255,255,255), background as RGB color black (0,0,0), and the

unknown region as a RGB color different than black and white.

Based on this initial graph, the Grab-Cut method finds a minimum

cost to the energy function. A zoomed in view of the original im-

age and its mask image is shown in Figure 6(a) and 6(b). The

infant segmentation can be seen in Figure 6(c).

(a) (b) (c)

Figure 6: (a) Original image (b) Infant mask (c) Infant Contour.

Touch Event Detector
After obtaining the caregiver’s hands position and infant’s

contour from the hand tracker and baby detector in each frame, a

touch event can be defined as the time period during which con-

tours merge. We examine each hand of the caregiver with the

infant’s contour separately. Once a hand touches the infant, the

contour of the hand and the contour of the baby will merge into

one contour. When this situation occurs, we can declare that a

touch event has occurred. The same method is used to detect

whether a touch event has occurred for the other hand. Either

hand touching the baby will result in a touch event detection and

labeling that frame as a touch event. Figure 7(a) shows a frame
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without a touch event, and Figure 7(b) shows an example of a po-

tential touch event by detecting the merging contours of the hands

and the infant.

(a) (b)

Figure 7: (a) An example of a frame without a touch event, (b) An

example where a potential touch event has occurred by detecting

merging contours.

Experimental Results
To test the performance of our method, we recorded the in-

teractions between a caregiver and an infant in a lab setting. In

these experiments, the caregivers were asked to interact with the

infant as they would normally do during playtime. The infant was

secured in a high chair and the caregiver sat on a chair facing the

infant. The lab where the experiments were conducted had a green

wall as background and the high chair was also covered by a green

blanket. A RGB camera and a clip-on wireless microphone were

used to record video and audio data. The video sequences were

acquired from different pairs of caregivers and infants at differ-

ent times and dates while under the same recording settings. The

videos were recorded at a resolution of 1280× 720 and with a

frame rate of 30 fps.

The video were processed using our automatic touch detec-

tor. In our experiments the threshold C in the skin detector was

set to 0.0001 and the threshold for the merge and split for the

hand occlusion is set to 50 pixels. We compared results with the

ground-truth data annotated by a trained analyst. Figure 8 shows a

sample result of the performance comparison. The green bars in-

dicate potential touch events detected and the blue bars are touch

events noted by a trained analyst. The automatic touch detec-

tor successfully captured all touch events, but included one false

alarm. This was mainly due to the lack of precise hand contour

detection for some frames in the video and difficulty in dealing

with occlusions due to the camera view. The current automatic

touch detector cannot differentiate different types of touch, re-

sulting in one touch event detected instead of three consecutive

touches (resting, grabbing, moving) as indicated by the trained

analyst between 11.2 - 14.2 seconds.

Conclusion
We described a touch event detection system that combines

hand tracking and infant segmentation. The recognition results

are sensitive to the accuracy of the hand tracking and infant seg-

mentation. Either losing track of the caregiver’s hands or inac-

curate infant segmentation may trigger a false alarm. For future

work, we will focus on re-identifying hands when the hand track-

ing fails in order to avoid the touch recognition error propagating

to subsequent frames. The development of precise hand track-

ing combined with learning based approaches will also improve

the accuracy and incorporate the identification of touch event

types. We will also investigate approaches that have robust, non-

empirical, way of selecting the threshold C in the skin detection.
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