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Brain aging and garbage cleaning

Modelling the role of sleep, glymphatic system and microglia senescence in the propagation of

inflammaging
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Abstract Brain aging is a complex process involving many
functions of our body and described by the interplay of a
sleep pattern and changes in the metabolic waste concentra-
tion regulated by the microglia function and the glymphatic
system. We review the existing modelling approaches to this
topic and derive a novel mathematical model to describe the
crosstalk between these components within the conceptual
framework of inflammaging. Analysis of the model gives in-
sight into the dynamics of garbage concentration and linked
microglial senescence process resulting from a normal or

disrupted sleep pattern, hence, explaining an underlying mech-

anism behind healthy or unhealthy brain aging. The model
incorporates accumulation and elimination of garbage, in-
duction of glial activation by garbage, and glial senescence
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by over-activation, as well as the production of pro-inflammatory

molecules by their senescence-associated secretory pheno-
type (SASP). Assuming that insufficient sleep leads to the
increase of garbage concentration and promotes senescence,
the model predicts that if the accumulation of senescent glia
overcomes an inflammaging threshold, further progression
of senescence becomes unstoppable even if a normal sleep
pattern is restored. Inverting this process by “rejuvenating
the brain” is only possible via a reset of concentration of
senescent glia below this threshold. Our model approach en-
ables analysis of space-time dynamics of senescence, and in
this way, we show that heterogeneous patterns of inflam-
mation will accelerate the propagation of senescence profile
through a network, confirming a negative effect of hetero-
geneity.

Keywords Inflammaging - Aging - Waste solutes -
Glymphatic System - Sleep - Microglia - Cell - Senescence

1 Introduction

Rejuvenation and finding the youth elixir has always been
one of the most treasured dreams of mankind. However, to
understand how to achieve such a goal or at least to increase
longevity one should first understand the basic molecular
and cellular mechanisms underlying the aging process. We
know that aging is a very complex process, which can be
envisaged as a super-network of simultaneously occurring
processes [1,2] linked in a very intricate way and involv-
ing almost all the key functions of our body such as sleep.
Thus, alterations in sleep quantity and quality can be di-
rectly associated with aging [3], and sleep disturbances are
an important risk factor for the development of a variety of
age-related diseases including neurodegenerative disorders
[3,4], even though the neurobiological mechanisms under-
pinning the age-related sleep disorders remain unclear. Re-
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cent studies of the glymphatic system provide a new under-
standing of the role of sleep in waste clearance in the brain.
The glymphatic (glial-lymphatic) system is a recently dis-
covered glial-dependent macroscopic waste clearance path-
way for the central nervous system (CNS).

The glymphatic system functions mainly during sleep
[5,6] and facilitates the metabolite clearance in the CNS
through the flow of interstitial and cerebrospinal fluid via
perivascular pathways [7]. The unique system of perivascu-
lar tunnels is formed by astroglial cells and specifically by
the aquaporin-4 water channels expressed in astrocytic end-
feet [7,8,6]. Recent studies showed that the glymphatic sys-
tem also clears neurotoxic protein aggregates (e.g., amyloid-
beta) that contribute to the development of neurodegenera-
tive diseases including Alzheimer’s disease [9—11]. Glym-
phatic clearance was reduced by 40% in aged mice relative
to young ones [9] suggesting that the glymphatic pathway
deteriorates with age, and thus favoring the accumulation of
neurotoxic proteins and the development of neurodegenera-
tive disorders.

The glymphatic system is not the only clearance system
in the CNS [11]. The removal of neurotoxic proteins from
the brain can also occur via transport across the blood-brain
barrier [12], degradation by enzymes expressed in astrocytes
[13], or cellular uptake into neurons and glia [14, 15]. Accu-
mulation of proteins in the extracellular space induces the
activation of the immune effectors of the CNS — microglia
and astrocytes [16], which perform the phagocytosis of toxic
proteins and at the same time produce neurotoxic inflamma-
tory cytokines.

The scientific interest in the role of microglia and astro-
cytes in aging and disease is growing at an accelerating rate.
Microglia, the resident immune cells of the CNS, have key
physiological roles in brain development and CNS home-
ostasis, including programmed cell death and clearance of
neuronal debris after cell death and injury, and synaptic prun-
ing [17-19]. Any disturbance of brain homeostasis, includ-
ing infection or inflammation, results in microglia activa-
tion. Rodent and human studies show that normal aging chron-
ically changes microglial phenotype, consistent with a pro-
inflammatory response, even in the absence of pathological
stimuli [18]. Aged microglia have higher expression of pro-

inflammatory genes, increased production of pro-inflammatory

cytokines, and reactive oxygen species (ROS), while anti-
inflammatory cytokines and microglial activation inhibitory
factors are down-regulated [20]. Normal aging also decreases
the uptake of amyloid-beta by microglia [21]. Recently, it
was found that activated microglia is responsible for the in-
duction of Al-like reactive astrocytes during normal CNS
aging [22]. Such phenotype of neuroinflammatory reactive
astrocytes is characterized by the loss of the capability to
carry out their normal functions and the release of a toxic
factor that kills neurons and oligodendrocytes. The aging-

induced upregulation of reactive genes by astrocytes could
contribute to the cognitive decline in vulnerable brain re-
gions in normal aging. Studies in humans and rodents found
that sleep deprivation increases peripheral markers of in-
flammation [23-25]. Besides, it was recently shown that acute
and chronic sleep loss promotes the phagocytosis of astro-
cytes of heavily used and strong synaptic elements in re-
sponse to the increased neuronal activity, which occurs dur-
ing extended wakefulness. Interestingly, chronic sleep loss
induces microglial activation and enhanced phagocytosis with-
out signs of neuroinflammation [26]. Therefore, reduced work
of the glymphatic system during extended sleep disruption
may lead to a state of sustained microglia activation. Thus,
chronic sleep disturbance and persistent microglial activa-
tion, even at a low level (microglial priming), can predispose
the brain to pathological states [27,28].

Carroll and colleagues [29] showed that partial sleep de-
privation activates the senescence-associated secretory phe-
notype (SASP) and promotes cellular senescence in older
adult humans. Also, recently it was demonstrated that nor-
mal aging increases the expression of senescence markers
within the microglia population and more widely in the cere-
bral cortex [30]. These data complement numerous recent
studies showing that other cell types in the brain, includ-
ing neurons, astrocytes, and neuronal progenitors, display
typical characteristics of cellular senescence in the normal
aged brain [31,32]. Senescent cells are characterized by per-
manent cell cycle arrest, increased release of inflammatory
factors, and production of a distinct SASP [33]. Senescent
cells accumulate with age and at sites of age-related diseases
throughout the body, where they actively promote tissue de-
terioration. Furthermore, studies have demonstrated that cel-
lular senescence is transmissible and can spread to neigh-
boring cells via secretory molecules [34,35]. Although rela-
tively low in number, senescent macrophages are believed to
be significant contributors to inflammaging, a phenomenon
characterized by an age-related chronic, sterile, low-grade
inflammation [36-39].

In aging, we observe a complex interaction between sev-
eral players/stressors, i.e. aging, sleep disturbance, cell senes-

cence, inflammaging, and correlated diseases, such as Alzheimer’s

disease or depression (Figure 1). Sleep disturbance is prospec-
tively associated with age-related morbidity and mortality,
possibly by fueling inflammaging. Inflammation, glia, and
sleep seem to be linked in a complex system of processes.
The recently discovered control of brain inflammation by
gut molecules [41] is also involved in triggering and dis-
turbing these processes by propagatory exosomes.

This raises the question: how cell senescence, micro-
biota dysbiosis, sleep disturbance, and systemic inflammag-
ing interact to drive the brain into aging? Here, we propose
a novel model to understand the underlying mechanisms be-
hind all these interconnections. In order to provide a more
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Fig. 1 A brain is a complex super-network, or network of neurons, astrocytes, and microglia networks, interacting in a very complex way. An
interplay of impaired metabolic products, cell senescence, systemic inflammaging, sleep disturbance, and microbiota dysbiosis drives this complex
brain network of networks towards healthy or accelerated aging. A young brain has enough capacities to compensate if something goes wrong, but
with aging, imbalance may increase and, triggered by sleep disturbances, wrong gut microbiota or malfunctioned garbage [40] cleaning, induce
inflammation propagation through the brain network resulting in aging and age-related diseases (red bottom picture) instead of healthy aging and

longevity (blue top).

comprehensive review of the full model, we will also discuss
the mathematical models that have been recently developed
to describe these ingredients separately (reduced formula-
tion of the full model).

2 Mathematical models of aging mechanisms

The complexity of the aging process has motivated scholars
to use mathematical modelling to synthesize knowledge dis-
covery, generate hypotheses, and propose new experiments.
Let us review several existing modelling approaches to ag-
ing, but first, it is important to emphasize that our approach
is very different from population aging and mortality mod-
els, like the Gompertz-Makeham law [42]. For many years,
scientists tried to develop a mathematical model of aging
processes resembling the Brown [43], Penna [44], or Heumann-
Hoetzel model [45], including different network models [46—
48], describing mortality rate as a function of age.

of aging [61]. The latter approach was also used to introduce
a mathematical expression for average life-span obtained for
different telomere shortening strategies [62].

Mc Auley and Mooney recently reviewed the mathe-
matical modelling methods of metabolic regulation in ag-
ing [63]. They discussed the main modelling frameworks,
mostly based on computational models to describe sepa-
rately the molecular mechanisms of aging [64]. These ap-
proaches suggested the models taking into account the DNA
damage and repair [65], telomere shortening [66—68], loss of
protein homeostasis [69], upregulation of molecular chaper-
ones [70], protein degradation pathways [71,72], crosstalk
between autophagy and apoptotic pathways subject to stress
[73], protein aggregation [74—78], mitochondrial damage and
ROS [79], mitochondrial dynamics [80], dysregulation of
cellular signaling [81,82] and its influence on cellular senes-
cence [83]. Among all the signal pathways, the nuclear factor-
kB (NF-xB) plays the most important role affecting immu-
nity, inflammation, cell differentiation, and apoptosis, all of

In parallel, many extensive studies included the programmed which are activated by a range of stimuli, including infec-

aging theory [49], the rate of life theory [50,51], the the-
ory of mutation accumulation [52,53], the oxidative damage
theory [54,55], the theory of antagonistic pleiotropy [56],
the threshold theory [57,58], the disposable soma theory
[59], the mitochondrial and thermodynamic theories of ag-
ing [60], and, finally, the telomere and the redusome theory

tion, ROS and DNA damage [84,85]. There are a large num-
ber of models representing different aspects of NF-xB sig-
naling, see [86,87] and refs therein. Another important role
is played by cytokines, which are critical in the regulation
of inflammatory responses, changing the level and effect of
cytokines, as modelled in [88].
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There is growing evidence suggesting the correlation be-
tween DNA methylation status and biological aging clock.
Recently, several models have been used to mechanistically
represent DNA methylation. These models could potentially
be adapted to focus on crosstalk between DNA methylation
and other elements of cellular aging [89], including age-
related changes in DNA methylation within stem cells [90].
Another breakthrough was the discovery that microRNAs

(miRNAs) — evolutionarily conserved post-transcriptional non-

coding gene regulators — regulate the lifespan of nematodes
C. elegans [91]. Thus, modelling has helped to identify feed-
back and feed-forward loops in miRNA-mediated networks
and has revealed interactions among miRNAs during the
regulation of genes [92]. A decline in tissue regeneration
is another important factor in cellular aging resulting from
a decline in stem cell function [93,94]. Przybilla et al. [90]
examined the role of age-related DNA methylation changes,
and Duscher et al. [95] modelled the effect of aging on dy-
namics of mesenchymal stem cells population, showing that
an age-related depletion in progenitor cells impairs the for-
mation of new blood vessels.

The majority of the above-mentioned studies focus on
a particular molecular mechanism of aging; and the way
they are designed makes them difficult to modify or inte-
grate into other studies. Therefore, it is difficult to combine
them and study a unified model that describes several aging
processes at once. The current understanding of biological
aging as a complex process involving the interplay of many
mechanisms — from molecular to physiological — requires a
more integrative modeling approach. For example, an inter-
esting model has been proposed in [96] describing an inter-
connected multilayer system applied to study how amyloid-
beta levels change within the brain parenchyma and vascu-
lature, incorporating the role of the glymphatic system. This
model based on the mass conservation equations shows the
importance of vessel stiffness and heart rate in maintaining
the proper level of clearance of amyloid-beta from the brain
to avoid neuro-pathologies. There is an extensive literature
devoted to modeling the circadian clock [97], or the interac-
tion between a circadian and cell cycle gene-protein regula-
tory networks [98]. However, there has been no mathemati-
cal description of how sleep and inflammation are linked to
age-related diseases [99], how sleep parameters are linked
to inflammation [25], how the sleep-immune crosstalk func-
tions [100], and how waste clearance is linked to circadian
clocks and sleep [101]. Describing such a complex interac-
tion requires a more detailed study of sleep loss effect on
promoted astrocytic phagocytosis and microglial activation
in the cerebral cortex [26] with particular focus on the role
of the glymphatic pathway in this scenario and in neurolog-
ical disorders [102].

In this paper, we are trying to fill this gap and to un-
derstand the contribution of the interplay of sleep quality,

dynamics of waste concentration, microglial activation, age-
related impairment of clearance systems, and cellular senes-
cence in the CNS aging using a mathematical modelling ap-
proach.

3 Model of the interplay between sleep, immune and
waste clearance in inflammaging

3.1 Model architecture

The model we propose describes the interaction between
healthy and senescent glial cells, waste, and SASP molecules
and shows how inflammaging propagation can appear in a
certain area of a human brain. The model follows the ap-
proach of chemical kinetics to describe the flow and trans-
formations of the involved “species” (molecules, cells) within
an elementary volume of brain tissue. The general architec-
ture of the model along with the dynamical variables and
corresponding kinetic equations are shown in Figure 2. To
make the model clearer for understanding, we will put the
basic characteristics of the model and their components in
bold font.

The concentration of waste or ‘“‘garbage” (cellular and
molecular garbage: cell debris, resulting from cell death,
misplaced or altered or oxidized molecules, gut microbiota
products, internal exosome, etc.) [40] is described by vari-
able R. Garbage is produced as a byproduct of neuronal ac-
tivity and eliminated through two mechanisms: uptake by
astrocytes and microglia and via the astrocyte-dependent glym-
phatic pathway. These fluxes of garbage are shown with blue
arrows in Figure 2. The model takes into account that the
rate of garbage uptake by glial cells depends on the state
thereof, which can be active, leading to fast cleaning, and
normal/quiet state associated with slow cleaning. The ac-
tivation of healthy glial cells is assumed to be determined
by garbage concentration. The activity of neurons and the
glymphatic system (both of which affect the balance of garbage
concentration in the brain) exhibit time variability locked
to the circadian rhythm, as indicated by black arrows. Fol-
lowing the experimental findings [5,6] we consider that the
glymphatic system is activated during sleep. The grad-
ual transition of glial cells from normal to senescent state
(as indicated by the magenta arrow) is assumed to be in-
duced by glial overactivation promoted by garbage accumu-
lation, and also by SASP molecules (shown with a black
arrow). The fractions of the population of normally func-
tioning glial cells and senescent glial cells are denoted as
G and G5 = 1 — G, respectively. Senescent cells produce
pro-inflammatory SASP molecules, which are shown in
red in the scheme and are represented in the model by the
concentration variable S. The model accounts for the dif-
fusion of SASP through the tissue. A detailed mathematical
description of the model is given in the Appendix section A.
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Fig. 2 Schematics of the model: garbage is accumulated during neuronal activity and cleared by astrocytes (through the glymphatic pathway) and
by microglia; neuronal activity and glymphatic system depend on the circadian rhythm; glial cells gradually transition from normal to senescent
state; senescent cells produce pro-inflammatory SASP molecules; cell transition to senescence is potentiated by garbage and by SASP. Mathemat-

ical notations are detailed in the Appendix section A.
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Fig. 3 Model reductions: 1 — dynamics of garbage taken alone; 2 — joint dynamics of garbage and senescence without space-time effects; 3
— SASP-mediated self-propagation of senescence through the tissue (“propagaging”). The reductions are derived and analyzed in the Appendix

section B, and notations are summarized in Table 2.

3.2 Reduced formulations of the model

Our main goal is to show how the proposed model brings to-
gether the current conceptions of the roles of sleep, garbage
accumulation, cell senescence, and propagation of inflam-
mation in brain aging. More specifically, we focus on the
following three aims: first, we fit the model parameters to
reproduce the expected dependence of garbage accumula-
tion on the sufficiency of sleep; second, we demonstrate the
adequacy of the model in reproducing the expected impact
of sleep deficiency and garbaging on glial senescence in the
brain; third, we obtain propagating solutions in an inhomo-
geneous medium to describe the propagation of cell senes-

cence (propagation of inflammaging or ‘“propagaging”
[40]). Here, we employ three distinct reduced formula-
tions of the model based on specific simplifying assump-
tions. In this subsection, we outline these simplifications and
the resulting reductions of the full model. Our main results,
as outlined in Table 1, along with the respective subsections
of the Appendix, are associated with the mentioned steps
and are based on the respective reduced formulations of the
model.

The investigated model can be seen as two interact-
ing subsystems, as shown in the left part of Figure 3. The
first subsystem (shown in blue) describes the dynamics of
garbage concentration, which is determined by the balance
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of garbage production by neurons, and its removal by mi-
croglia and astrocytes. Sleep and wakefulness are accounted
for by explicit time dependence of both production and re-
moval rates (functions Q(r) and 7' (z) in the model). Ad-
ditionally, the garbage removal rate depends on the garbage
concentration itself. This dependence can generally account
for glial cell activation and the saturation of the garbage
elimination system. For the sake of analysis and due to the
lack of experimental data to support any further detail of the
model, we assume that the time and concentration depen-
dence of the garbage removal rate factorizes into a prod-
uct of two functions C(¢) and f(R), which separately de-
scribe both dependencies. This simplification of the garbage
subsystem is shown in Figure 3 to the right of the blue arrow
tip.

Furthermore, the garbage removal rate is proportional
to the quantity of non-senescent glia G. Generally speak-
ing, this binds the dynamics of garbage to that of glial senes-
cence. Following a recent experimental study [30] we as-
sume that the percentage of senescent glia is relatively
small, which allows us to neglect the factor of glial senes-
cence by taking G = 1 in the dynamics of garbage. Within
this approximation, the garbage dynamics decouples from
other variables of the model and can be studied separately.
This (garbage only) reduction of the model consists of a sin-
gle equation within the blue outline numbered as 1 in the
right-hand part of Figure 3. This reduced model is derived
and used in the Appendix subsection B.1 to fit the model pa-
rameters and to study the dependence of garbage dynamics
on sleep duration.

The second subsystem (further referred to as the “senes-
cence subsystem” and shown in red in Figure 3) describes
the irreversible transition of glial cells to the senescent
state. Generally, three pathways of this transition are con-
sidered, which correspond to the three summands in the full
dynamical equation for Gg: first, spontaneous transition
with constant rate, which is not dependent on any other
variables of the model; second, garbage-activated transi-
tion via glial overactivation, which is triggered by garbage
concentration exceeding a specific threshold; third, SASP-
mediated self-induction of cell senescence, which is con-
ditioned by SASP originating from senescent cells, which
kicks in when the SASP concentration exceeds a respective
threshold. We abstract from spontaneous senescence (which
can be superimposed on top of our model dynamics if needed)

by dropping yp and focus on garbage-induced and self-induced

(SASP-mediated) senescence. As long as we neglect the de-
pendence of garbage dynamics upon glial cells senescence
(see above), the influence of the garbage subsystem upon the
senescence subsystem is unidirectional.

The senescence subsystem contains two dynamic vari-
ables, which are the quantity of senescent cells Gs and the
concentration of SASP §. To cut down the number of inde-

pendent parameters of the model, we use a rescaled variable
S for SASP concentration, as described in the Appendix sub-
section B.2. We consider two simplified versions of these
full equations; these simplifications are pointed at by two
red arrows in Figure 3. The first simplification starts from
dropping the diffusion of SASP (thus abstracting from any
space-time effects and considering the brain as a whole),
which is followed by a quasi-steady-state approximation for
the SASP concentration (assuming that it equilibrates much
faster than the time scale of glial senescence). Within this
simplification, the senescence subsystem reduces to a single
ordinary differential equation for the quantity of senescent
cells Gs. This equation combined with the garbage subsys-
tem constitutes the second reduction of the model which is
shown in the green outline numbered 2 in the right-hand part
of Figure 3. This reduced model is derived and used in the
Appendix subsection B.3 to study the impact of sleep defi-
ciency and garbaging on glial senescence.

The other simplification of the senescence subsystem
takes into account SASP diffusion, but abstracts from garbage-

induced senescence, focusing on SASP-mediated self-induction

senescence and on its propagation through the tissue due
to the diffusion of SASP (“propagaging’). Within this sim-
plification, garbage is viewed only as the initial cause of
senescence in a localized spot in the tissue. After propa-
gaging sets in, it becomes self-sustained and not dependent
on further induction by garbage. This results in the third
reduction of the model, which is shown in the red outline
numbered 3 in the right-hand part of Figure 3 and used in
the Appendix subsection B.4 to study the propagaging phe-
nomenon.

4 Results

The main results and predictions of the models we applied
are summarized in Table 1, while their detailed mathemati-
cal description is reported in the Appendix.

5 Discussion

We have systematized currently available data on the mech-
anisms of brain aging and inflammation. In particular, these
data include the causal chain from sleep deficiency and/or
glial age-related decline in garbage cleaning to garbage ac-
cumulation (referred to as “garbaging” [40]), and then to
senescence of glial cells and their accumulation as a con-
sequence of garbage overactivation [36], and finally to self-
induction of the glial senescence process mediated by the
SASP molecules, which results in the perpetuation of in-
flammaging [37]. We show that these causal connections
boil down to a mathematical model describing the dynam-
ics of key quantities characterizing brain inflammatory ag-
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Predictions of the model

Garbage dynamics: daily variability of
garbage production and elimination rates

Joint local dynamics of garbage and cell
senescence, coordinated by the production
of SASP molecules

Space-time dynamics of garbage and senes-
cence taking into account the diffusion of

A reduced formulation of the model describes how different wake/sleep patterns affect
garbage concentration. The model shows that sleep deficiency (e.g. 5 hours of sleep in
comparison to 8 hours of normal sleep) leads to the accumulation of garbage.

Insufficient sleep lead to an increase of garbage concentration due to promoted
cell senescence and to the production of SASP pro-inflammatory molecules. SASP
molecules in turn transfer senescence to neighboring glial cells. The model predicts
that if accumulation of the senescent glia overcomes the inflammaging threshold, fur-
ther progression of cell senescence becomes self-sustained, even after a normal sleep
pattern is restored. The model shows that the replacement of senescent cells by healthy
cells may potentially lead to “brain rejuvenation”, by promoting the slowdown of in-
flammaging.

This full model enables the description of propagaging, i.e. the propagation of cell senes-
cence in the brain, and predicts that the spatial inhomogeneity of senescent cells favors

SASP molecules

the propagation of inflammaging.

Table 1 Model results and predictions

ing, which include the quantities of garbage, senescent glial
cells, and pro-inflammatory SASP. Thus, the model incorpo-
rates the description of the main factors involved in the pro-
cess of brain inflammatory aging assuming: i) the main role
of sleep in cleaning the brain of the toxic substances pro-
duced during wakefulness, here collectively called “garbage”;
ii) sleep disorders, such as short sleep duration, disrupt the
physiological circadian fluctuation of brain garbage produc-
tion and cleaning. Sleep shortage increases the production
of molecular garbage by extending wakefulness (i.e. the pe-
riod of neuronal activity when the production of garbage is
higher) and reducing the period devoted to garbage clean-
ing (which is maximal during sleep), operated by garbage-
driven astrocyte/glia activation concomitant with the open-
ing of the glymphatic system. Thus, the model reproduces
expected phenomena like garbage upsurges associated with
episodes of sleep deficiency, but also the lifelong accumu-
lation of senescent glia acquired during supra-threshold up-
surges of garbage and self-sustained pro-inflammatory SASP-
mediated development of glial senescence after the quantity
of senescent cells accumulates past a corresponding thresh-
old.

Even though all the assumptions of the model are sup-
ported by a variety of experimental data (see Introduction),
there is an urgent need for much more detailed data for better
quantification of these phenomena and their interrelations.
These considerations are particularly important for a key
phenomenon predicted by the model, such as the induction
of glial senescence by an unmatched excess of garbage over-
production and glial overactivation. The model also predicts
that: i) the production of pro-inflammatory SASP molecules
by senescent glial cells and their diffusion will lead to self-
sustained glial senescence that in turn will propagate inflam-
maging throughout the brain [40]; ii) the inhomogeneous
cell senescence background may lead to faster propagation
than it would be in case of homogeneous senescence with

the same average. New experimental data are expected to
test and verify this model prediction.

Despite the fact that it goes beyond the scope of this pa-
per, the model allows the inclusion of the mechanism de-
scribing how gut molecules control brain inflammation [41],
and how microbiota can program neuronal function by con-
trolling intestinal physiology [103]. Additional experimen-
tal data on this topic are highly welcome to properly imple-
ment the possible extension of the model to the role of the
gut microbiota in brain inflammaging.

In conclusion, the model presented here puts together
basic phenomena involved in brain aging that are usually
treated separately, focusing on the mechanisms underpin-
ning a fundamental aspect of the aging process such as chronic
inflammation/inflammaging. It is important to stress that a
basic characteristic of the model is to link brain inflamma-
tory aging to what is assumed to be a major physiologi-
cal role of sleep, i.e. to clearing the brain from the toxic
substances which accumulate during wakefulness. This as-
sumption fits with data suggesting that a major character-
istic of centenarians (assumed as the best model of healthy
aging and longevity in humans) is optimal sleep duration
and the maintenance of circadian rhythms, including sleep
[104] and has far-reaching consequences regarding the role
of sleep disorders and brain inflammation in increasing the
risk of a variety of chronic age-related diseases [105,106].
Finally, the model predicts that it is possible to rejuvenate
an aging brain by preventing the accumulation of senes-
cent cells and the self-sustained pro-inflammatory SASP-
mediated propagation of inflammation throughout the brain.
This is a very interesting perspective owing to the num-
ber of emerging “senolytic” agents capable of targeting and
clear senescent cells in different organs and tissues [107].
In animal models, the accumulation of senescent cells is
associated with multiple chronic age-related diseases and
accelerated aging phenotypes that can be prevented or de-
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layed by decreasing senescent cells abundance [108]. Re-
garding the brain, as discussed throughout the present paper,
senescent cells are present in the aging brain [31] and in the
brain of Alzheimer’s and Parkinson’s disease models [109,
110]. Senescent cell markers were shown to be preferentially
present within astrocytes in brain tissues of patients affected
by Parkinson’s disease, and paraquat was found to induce in
mice astrocytic senescence and a SASP in vitro and in vivo,
while senescent cell depletion protected against paraquat-
induced neuropathology [111]. An interesting paper recently
showed that in a mouse model of tau-dependent neurode-
generative disease, the clearance of senescent astrocytes and
microglia prevented many neuropathological markers of the
disease, including gliosis, neurofibrillary tangle deposition,
degeneration of cortical and hippocampal neurons and pre-

served the cognitive functions [112]. Preliminary reports show

that the senolytic approach is also effective in humans [113]
but, as far as we know, no report has been published on
senolytic therapy in patients affected by neurodegenerative
diseases. However, it can be predicted that targeting senes-
cent glial cells, i.e. astrocytes and microglia will represent a
new therapeutic strategy in neurodegenerative diseases, and
our model predicts that this approach will be capable of “re-
juvenating” aged brain. New data on this hot topic are ex-
pected soon, and they will allow us to refine our model to
better quantify the effect of the senolytic approach aimed at
preventing the accumulation of senescent cells in the brain.

Acknowledgements We acknowledge support by the grant of the Min-
istry of Education and Science of the Russian Federation Agreement
No. 074-02-2018-330(1). AZ thanks MRC grant MR/R02524X/1.

A Model detalization

The changes in the concentration of garbage in a certain volume of
brain are determined by the balance of its accumulation during neu-
ronal activity on the one hand, and its degradation and clearance by
microglial cells and astrocytes on the other. In space-time studies, we
neglect the garbage diffusion, assuming it to be much slower than that
of SASP molecules (see Eq. (6) below). The dynamics of garbage con-
centration is then described by the following equation:

R=0(t) = 1nR—1G- f2(R)-h(R) — G- f3(R)-T(1), )

where Q(t) denotes the (time-dependent) garbage production rate, ¥; is
the rate of spontaneous degradation of garbage, and the two remaining
terms describe two mechanisms of active garbage elimination: uptake
by astrocytes and microglia (term with 9») and the effect of glymphatic
system (term with 93).

The rate of garbage uptake by the glial cells depends on the state
thereof, which can be active leading to fast cleaning, and normal quiet
state associated with slow cleaning. The activation of the healthy glial
cells is assumed to be determined by garbage concentration and is de-
scribed by the function A(R), which we assume to be a sigmoid func-
tion of the following form:

x0—1
T @

1+6Xp(7(7

h(R) =xp —
m )

where xo denotes the rate of waste clearance by non-activated mi-
croglia, R; is the activation midpoint, and 1; is the inverse slope of
the activation curve (see Figure 4(a)).

The glymphatic system is astrocyte-dependent and is activated dur-
ing sleep. This daily variability is accounted for by the function 7'(z).

The saturation of both garbage elimination systems is described by
normalized nonlinear functions f; 3(R). Given no specific experimental
data on either of them, we use a single function obtained from a kinetic
description of garbage binding to glia:

. R
f23(R) = fk(R) = Ro+R’ 3
where Ry is the saturation curve midpoint (which is the level of garbage
concentration, where the elimination rate is half the maximum).

The conversion of glial cells to the senescent state is assumed to
be induced by glial overactivation promoted by garbage accumulation,
and also by SASP molecules, which are in turn constantly produced by
the senescent cells. The progression of glial senescence is described by
the following dynamical equation for the fraction of the senescent glia

Gs (total quantity of glia assumed constant):
Gs = Y5+ Yrhr(R) + ¥shs(S), (©)

where 73 is the background (always present) senescence rate, Y and s
control the rates of senescence induced by garbage and SASP, hg(R)
and hg(S) are corresponding normalized activation functions, which
are assumed to be sigmoid functions

1 1

= h(S , ()
1+exp(7<R7RA>) s(S) —(5=S4)

hr(R) =———55°
MR 1 +exp( ns )

where R4 and S4 are senescence activation midpoints for garbage and
SASP, ng and 15 determine the widths of the smoothed step transition
(see Figure 4).

The changes of SASP molecules concentration S are determined
by the balance of their production (by senescent astrocytes and mi-
croglia), natural degradation and diffusion, and are described by the
equation

S = 05Gs — 058+ DAS, (6)

where 0y is the rate of SASP production by senescent cells, o is SASP
degradation rate, D is the diffusion coefficient, and A is the Laplacian
operator.

B Model reductions

Here we derive and analyze the reduced formulations of the model, as
described in the subsection 3.2. All notations are additionally summa-
rized in Table 2.

B.1 Dynamics of garbage concentration

Assuming the rate of spontaneous garbage degradation to be much
smaller than that of active garbage cleaning by glial cells, we neglect
the term with 7 in Eq. (1), transforming the latter into

R=Q(1)=G- [1f2(R)-h(R) — 13 /3(R) - T(1)]. @)

The factor in square brackets here describes the dependence of garbage
elimination rate on time ¢ and concentration of garbage R. Generally
speaking, it cannot be factorized into a product of separate functions
of ¢ and R. That said, and taking into account the absence of experi-
mental data to quantify all the unknown functions within the bracketed
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Notation Meaning
Value and/or expression Justification
f(R) Accounts for the dependence (saturation) of garbage elimination rate upon garbage concentration.
In analysis: piecewise linear function fp(R) as defined in Eq. (9).
In simulations: smoothed function fx(R) as in Eq. (3) unless stated otherwise (see details in the text).
Function parameter: Ry (characteristic concentration of garbage at which the garbage elimination system starts to
saturate).
Ry 1 We assume that Ry is normalized to unity by scaling the measurement
unit of R.
C(t) Accounts for the time dependence (daily variability locked to the sleep pattern) of garbage elimination rate.
Takes on two fixed values: Cy during sleep and C,, during wakefullness; switches abruptly between these values.
Cy =T, =6 (“healthy” condition) An indicative estimate from (21) with a reasonable guess taken for the
=5.7 (“aged” condition: cut down by 5%) characteristic time scale of garbage elimination during sleep 7, = 1/6 (4
hours); the estimate is based on the piecewise linear saturation function
f(R) = fp(R) as defined in Eq. (9), but as an indicative value applies
regardless of the exact saturation function type.
Cy = Cy/2 = 3 (“healthy” condition) Assumption: the rate of garbage elimination during wakefullness is half
=2.85 (“aged” condition: cut down by 5%)  of that during sleep, as justified in [5, 114].
o) Accounts for the time dependence (daily variability locked to the sleep pattern) of garbage production rate.
Takes on two fixed values: Q; during sleep and Q,, during wakefullness; switches abruptly between these values.
O 0 Assumption: negligible production of garbage during sleep.
Ow 5 Obtained from (22) with a reasonable guess for the critical sleep duration
T = (0.25 (6 hours).
Yos Vs The rates of two pathways of cell transition to senescence: Yg — garbage-activated transition via glial overactivation;

Ys — SASP-mediated self-induction of cell senescence.

10~4 Indicative estimate based on the assumption that the fraction of senescent
cells G gets an increment of 0.1 (equivalently, 10%) in 500 days when
both activation by garbage and self-induction via SASP are present.

hr(R), hs(S)

Normalized activation functions which determine when the two pathways of cell transition to senescence come into
play: hg(R) — garbage-activated transition via glial overactivation; hs(S) — SASP-mediated self-induction of cell
senescence.

In analysis: Heaviside step functions (23). In simulations: sigmoid functions (5).

Function parameters: R4 and S (threshold values), g and 1ng (widths of the step transitions).

R4 15 Fitted to comply with the indicative assumption that 20 days of sleep de-
ficiency (5 hours sleep duration) or 7 days of complete sleep deprivation
trigger garbage-induced senescence. This estimate is based on numerical
simulations with the smooth saturation function f(R) = fx(R) as defined
in Eq. (3).

Nr =Ry/15=1 Indicative guess (Mg < Ra).

Sa 0.1 S4 is the critical value for the fraction of senescent cells Gg. Namely, after
Gy rises above Sy, senescence starts to self-activate via SASP production.
The value of S4 = 0.1 estimates this critical fraction as 10%.

Ns = S4/20=0.005 Indicative guess (Ns < Sa).

Os Inverse characteristic time scale of SASP concentration equilibration: 05 = Tg !

D SASP diffusion coefficient.

1 In the space-time simulations we assume that both constants are normal-
ized to unity by a proper simultaneous scaling of time and space units.

Table 2 Model notations summary.
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Fig. 4 Model functions: (a) describes activation 4(R) of healthy glial cells clearing garbage as a function of the garbage concentration R, whereas
the function hg(R) describes an increment of senescent cell proportion, when glial cells are overactivated as a result of garbage accumulation; (b)
illustrates the function Ag(S) describing a transition between healthy and senescent cells in the course of interaction with SASP molecules.

expression, for the sake of model simplicity, we artificially impose the
assumption of such factorization, which reduces the equation to the
form

R=0(1)-G-C(1)-f(R), ®

where C(t) characterizes the time dependence of garbage elimination,
and f(R) the concentration dependence. For the sake of analytical con-
sideration, we use a simplified piece-wise linear saturation function

J(R) = fp(R) = max{1,R/Ro}, ®

and in numerical simulations also the smooth function f(R) = fx(R)
as defined in Eq. (3).

Following this approach, we essentially abstract from quantifying
the effect of glial cells activation (given by the function A(R) in the
full model (1)). If taken into account, glial activation would show up
as a section with steeper dependence of garbage elimination rate upon
garbage concentration somewhere below the saturation level (at R <
Rp). We argue that this would only have a quantitative impact, while
our main qualitative results remain mainly determined by saturation
effects, which we necessarily take into account. Therefore, we limit
ourselves to a paradigmatic model in the form (8), considering further
detalization currently unattainable due to the aforementioned lack of
experimental data.

Hereafter we assume that R is measured in the units of Ry, which
implies Ry = 1.

For further simplification, we recall that the fraction of the senes-
cent glia is typically a small value. A quantitative reference for the
number or frequency of senescent microglia/ macrophages in the aged
brain is currently lacking, due in part to the complexity of defining spe-
cific criteria for glial senescence in vivo. In a recent study, the percent-
age of senescent microglia ranged from 1% to 4% of the total popula-
tion [30]. This is consistent with senescent cell numbers in other tissues
and reflects a significant number of dysfunctional senescent cells. In-
deed, very small numbers of transplanted senescent cells are enough to
cause lasting physical dysfunction [115,116]. Hence, we assume G = 1
without significant impairment of model precision.

To account for daily variability of garbage production and elimi-
nation rates, we assume that Q(¢) and C(r) take on different constant
values during wakefulness and sleep, these values further respectively
denoted as Q,,, C,, and Qy, Cs.

Finally, the simplified version of (8) which we will analyze reads

5 _ QH} C\N
Rf(g>—(a)¢mm, (10)

where the upper and the lower symbols correspond to wakefullness and
sleep.

As soon as the piece-wise linear saturation function fp(R) (9) is
used, equation (10) implies accumulation or decay of garbage at a con-
stant rate above the saturation threshold in R

R=Q—-C, when R>1, (11)

and reduces to a linear equation below the saturation threshold

R=0—CR, when R<I. (12)

Natural assumptions are

Qw > Cy, 13)

otherwise, according to (12), a stationary concentration of garbage
R = 0,,/C,, < 1 would be attained even without sleep, thus rendering
sleep unnecessary, and

Qs <G, (14)

otherwise elimination of garbage during sleep would be impossible.
We measure time in days and denote the duration of sleep as 7j,
and that of wakefullness as 7;, = 1 — T;. We note that whenever

(QW*CW)TW > (CszS)TM (15)

equation (11) leads to infinite accumulation of garbage, thus there ex-
ists a critical sleep duration 7" determined by

(Qw—Cy)(1 = T™) = (C; — Q)T (16)

If Ty > TS (sufficient sleep), garbage concentration during sleep
falls below the saturation level (R < 1), and during wakefulness may or
may not exceed the saturation level. Established dynamics of garbage
concentration in this regime is shown in Figure 5(a). Here we use the
values of parameters Q,, = 5, C,, = 3, Qs = 0, C; = 6, which are justi-
fied below, along with 7; = 1/3 which corresponds to a sleep duration
of 8 hours.

At the critical sleep duration T; = 7™ garbage concentration R(t)
in the stationary regime demonstrates a saw-like profile with minimum
at the saturation threshold R = 1 and with maximum
Rcrit _ Cj]}cril+ 1. (17)

max
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Established dynamics of garbage concentration in the critical regime
is shown in Figure 5(b) with the value R = RS marked with a red
dashed horizontal line. Here sleep duration is 7; = 1/4 (equivalent to 6
hours), other parameters same as above.

If T, < TS (insufficient sleep), then garbage concentration in-
evitably rises above the saturation level (R > 1) and accumulates in-
finitely (while the deficiency of sleep is present) with average rate

(R) = (Qw—Cy)T,y — (Cs — Q))T;. (18)

Dynamics of garbage accumulation in this regime is shown in Fig-
ure 5(c) with the average trend R(t) ~ (R) -t shown with a red dashed
line. Here sleep duration is Ty = 5/24 (5 hours).

In order to fit the model parameters to reality, we start with the as-
sumption that garbage production during sleep is negligible compared
to that during wakefulness (Qs; < Qy), so further we let Q; = 0 for sim-
plicity. The remaining model parameters Q,,, C,,, C;s can be quantified
using the following considerations for a healthy human.

During sleep the dynamics of garbage in the unsaturated regime
(when R < 1) is described by the linear equation (12), which reduces
to

R=—CR, (19)
and implies exponential decay of garbage concentration to zero
R(t) ~e '/ (20)

with characteristic time scale

Ty = 2D

1
G’
Then sleep periods greatly exceeding 7, (for definiteness, Ty > 27;) are
excessive in the sense that further sleeping does not improve garbage
elimination significantly. Estimating this sufficient sleep duration as 8
hours, we get T, equal to 4 hours, or in the units of days 7, =~ 1/6,
which produces an estimate C; = 6.

In order to estimate the two remaining parameters Q,, and C,,, we
generally need two additional biologically relevant quantitative model
outcomes to correlate with reality. For one of them, we use the critical
sleep duration 7™, for which from (16) we get

crit
C, T

1— Tgcrit : (22)

0w—Cy=

Estimating Tf‘“ ~ 0.25 (6 hours), and using the above estimate C; ~ 6,
we get Q,, —C,, = 2. Due to scarcity of quantitative experimental data
on the dynamics of garbage concentration in the brain, we further em-
ploy the observation of [5, 114] that the rate of garbage elimination dur-
ing sleep is roughly twice than that during wakefulness, which finally
yields C,, ~ Cy/2 ~ 3, Q,, = C,, +2 = 5. This set of parameters was
used to produce the profiles of R(¢) in Figure 5 and is used hereinafter,
unless stated otherwise.

When the piece-wise linear saturation function (9) in the model is
replaced by a more realistic smooth function (3), with parameter values
unchanged, the quantitative dynamics R(¢) changes, but the qualitative
behavior remains. This can be seen in Figure 6, where panel (a) cor-
responds to normal sleep duration (8 hours) and panel (b) shows the
accumulation of garbage in case of sleep deficiency (5 hours of sleep).
Remarkably, the expression for average trend (18) still produces a good
estimate for garbage accumulation rate in the saturation regime (shown
with the red dashed line in the figure).

B.2 Dynamics of glial senescence

The sigmoid activation functions /g (R) and hgs(S) (5) from dynamical
equation for the fraction of senescent glia (4) for the sake of analysis
can be written in the step form
hr(R)=H(R—Ry4), hs(S)=H(S—S4), (23)
where H () is the Heaviside step function.

The balance equation for the unnormalized SASP concentration
(6) allows for arbitrary rescaling of its variable of state, which allows to
eliminate one of its parameters. We make such rescaling by introducing
a normalized SASP concentration variable S according to

5= %, 24)

so that the unitary concentration S = 1 is now defined as the (actu-
ally unattainable) stationary concentration of SASP, which would be
achieved if all the glia were senescent (Gs = 1). In this notation, the
balance equation (6) transforms into

$ = 05(Gs—S) +DAS, (25)

where the parameter o5 determines the characteristic time scale 75 of
SASP concentration equilibration

o5 = L. 26)
Ts

B.3 Local dynamics of garbage and senescence

To characterize the joint dynamics of glial senescence and SASP, we
first consider their local dynamics, which implies DAS = 0 in (25).
This corresponds to the absence of diffusion D = 0, or to the spatially
uniform case with AS = 0.

Assuming the time scale s of SASP dynamics to be much smaller
(faster) than that of glial senescence, we can replace S in (4) by its
quasi-steady-state approximation from (25), which is

S =Gs. @7

Additionally, in order to focus on garbage-induced senescence, we
neglect the background (garbage-independent) senescence by taking
g = 0. This way equation (4) is transformed into

Gs = Yrhr(R) + ¥shs(Gs). (28)

Model (4) implies that the quantity of senescent glia never de-
creases. In the version (28) with step functions (23) taken for ig(-) and
hs(-) senescence at best does not progress (Gs = const) while R < R4
and Gg < Sy, and increases otherwise.

In other words, while senescence remains below its threshold (Gg <
S4), the accumulation of senescent glial cells is conditioned by garbage
and occurs only when the latter exceeds its respective threshold (R >
Ry).

As soon as senescence due to its course-of-life accumulation ex-
ceeds its threshold (Gs > Sy4), the right-hand side of (28) becomes pos-
itive regardless of the garbage level, which implies the monotonous
accumulation of glial senescence due to a positive feedback via SASP
even in the absence of further induction by garbage.

In this view, R = R, is the “garbaging” threshold; its temporary
overshoot by garbage concentration leads to an increase in the quantity
of senescent glia, which however stabilizes (does not accumulate any
more) once the garbage overshoot ends. The garbage increase, in turn,
may be caused by a temporary deficiency or deprivation of sleep, as it
follows from the garbage balance equation (8), according to the results
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(a): Normal sleep duration

(b): Critical sleep duration

(c): Sleep deficiency
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Fig. 5 Dynamics of the garbage concentration R(¢) in the simplified piece-wise linear model with Q,, = 5, C,, = 3, Q; = 0, C; = 6: (a) — normal
sleep (8 hours, T; = 1/3); (b) — critical regime of sleeping (6 hours , T; = 1/4), maximal value (17) shown with a red dashed horizontal line; (c)
— insufficient sleep (5 hours , Ty = 5/24), average trend (18) shown with a red dashed line.
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Fig. 6 Dynamics of the garbage concentration R(¢) in the model with smooth nonlinearity (6), parameters same as in Figure 5: (a) — normal sleep

(8 hours, T; = 1/3); (b) — insufficient sleep (5 hours, Ty = 5/24).

of the Section B.1. The height and the duration of a garbage concen-
tration peak induced by a particular episode of sleep restriction depend
increasingly upon the severity and the duration of sleep deficiency.

We illustrate this by simulating the joint dynamics of garbage con-
centration and glial senescence according to the equations (8) and (28)
with smooth nonlinearities (3), (5). Parameters of garbage dynamics
(8) are as in Section B.1, and for senescence dynamics (28), due to the
lack of real data, we pick indicative quantities Yz = ¥ = 10~*, along
with activation function parameters in (5) R4 = 15, ng =1, S4 = 0.1,
Ns = 0.005. In Figure 7(a) we show the simulation result on a time
interval of 350 days. Most of the time the sleep duration is 8 hours
(T; = 1/3), except for two episodes of sleep restriction (T; = 5/24
or 5 hours) lasting for 10 and 20 days, which correspond to the first
two peaks in the garbage dynamics (the upper panel in 7(a)), and two
episodes of complete sleep deprivation (7; = 0) lasting for 3 and 7 days,
which correspond to the latter two peaks in the garbage dynamics. In-
deed, we observe more pronounced garbage peaks as the duration of
sleep deprivation or restriction is increased (the 2nd and the 4th peaks,
as compared to the st and the 3rd). Expectedly, complete sleep de-
privation (the 3rd and the 4th peaks) produces a steeper increase of
garbage than sleep deficiency (the 1st and the 2nd peaks). We have
chosen the garbaging threshold value R4 = 15 so that only the more
severe episodes of sleep restriction (20 days of sleep deficiency or 7
days of complete sleep deprivation) lead to the accumulation of glial
senescence (the lower panel in Figure 7(a)).

To demonstrate the effect of an age-related decrease of garbage
elimination rate upon the dynamics of garbage and glial senescence, we
performed a similar simulation with garbage elimination rates C; = 5.7,
C,, = 2.85, which are cut down by 5% compared to the previous sim-
ulation, all other conditions unchanged. The result is shown in Fig-
ure 7(b), showing higher garbage peaks and longer recovery times;
moreover, all four episodes of sleep deficiency now produce glial senes-
cence. The resultant increment of glial senescence over the same sim-
ulated time interval is now about 3 times greater than in the previous
simulation (cf. Figure 7(a)).

In turn, Gs = Sy is the “inflammaging” threshold. When senes-
cent glia accumulates beyond this threshold (due to accumulation of
the above mentioned “garbaging” overshoots during the life course),
further progression of senescence becomes monotonous due to self-
induction via SASP and does not stop till the end of life. This is illus-
trated by the simulation result shown in Figure 7(c), where all condi-
tions are the same as in Figure 7(b), except for starting from a higher
value of the senescence variable Gs(f = 0) = 0.085 and extending the
simulated time interval (the relevant part is up to t = 500 days; the
remaining part of the graph is discussed below). Here the senescence
variable, once reached the inflammaging threshold S4 = 0.1, continues
to grow even in the absence of garbaging peaks.

This feature of our model implies that inflammaging, once set in,
never stops, even if the garbage elimination rate recovers to normal.
More precisely, our model does not incorporate any mechanisms for
inflammaging to stop. This follows from the assumptions that inflam-
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(a): Normal garbage removal

(b): Age-impeded garbage removal

(c): Self-sustained senescence
and its hypothetic interruption
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Fig. 7 Simultaneous dynamics of the garbage concentration R(¢) and the fraction of senescent cells Gg(¢) in a variable sleep quality profile
containing 2 periods of sleep deficiency and 2 periods of total sleep deprivation interleaved with normal sleep (see details in the text): (a) —
garbage removal rates are at their normal values C; = 6, C,, = 3, as estimated in Section B.1; (b) — age-impeded garbage removal with C; = 5.7,
Cy, = 2.85 (95% of the norm) leads to higher garbage peaks and greater accumulation of senescence; (c) — same age-impeded garbage removal
on top of pre-existing age-related glial senescence Gg(r = 0) = 0.085 trigger the vicious circle of self-sustained SASP-mediated senescence; the
hypothetic recovery of senescent glia breaks the vicious circle, as shown in panel (c) by resetting Gy at t = 500 back to Gg(r = 500) = 0.085.

maging is driven by SASP, which in turn is produced by senescent
cells, which remain in this state perpetually.

A hypothetic possibility to extinguish inflammaging would require
a mechanism to eliminate senescent cells from the brain faster than
they build up. Wong [117] and Clarke with colleagues [22] discuss
the replacement of aged microglia with young microglia as the “reju-
venative” therapy. These microglial “replacements” may promote the
removal of accumulated garbage, and the slowdown of the cellular
senescence process, thereby improving cognitive function in aging.

Prospects for the role of techniques for clearance of senescent macrophages

in prolonging healthspan are actively discussed in the scientific com-
munity now [36]. We simulate such recovery of senescent glia by ar-
tificially resetting the variable Gs to a sub-inflammaging value Gs =
0.085, as shown in Figure 7(c) at # = 500. The concentration of senes-
cent cells is now reset, self-induction and progression of senescence
are stopped, and future behavior will again depend on whether sleep
pattern and garbage elimination are normal or not.

B.4 Space-time dynamics of senescence (“propagaging’)

The model in the form of ordinary differential equations considered
in the Section B.3, where diffusion is dropped and quasi-steady-state
approximation used to express SASP concentration, applies to the de-
scription of the dynamics of glial senescence in the brain taken as a
whole, on large time scales up to the lifetime, or in local parts of the
brain, while this local senescence does not propagate in space.

In order to describe the progression of senescence with spatial
detalization, we revert to the full model consisting of the equations
for glial senescence (4) and SASP balance (25) including the diffu-
sion term. We focus on propagating solutions where glial senescence
propagates itself through the tissue in the wake of diffusing SASP (a
phenomenon referred to as propagation of inflammaging [40]). In this
regard, we take an initial spatial profile of senescence at the onset of
propagation as given, abstracting from its backstory and taking into
account the only mechanism of senescence, namely that activated by
SASP (ys # 0), while assuming vz = 0, Yz = 0 in (4). Although we rec-
ognize activation by garbage as the root cause initiating senescence, we
consider it as part of the mentioned “backstory”, which is adequately
described by local dynamics as in Section B.3, and hence we omit it in
the model of inflammaging propagation.

Finally, we formulate the mathematical model as a system of si-
multaneous equations (4) and (25) with the assumptions above taken

into account:

S = 05(Gs —S) + DAS, (29)
Gs = yshs(S). (30)

We simulate a two-dimensional system with spatial inhomogene-
ity introduced into the initial profile of the senescence variable Gg, as
shown in panel (a) of Figure 8. To initiate inflammaging propagation,
we place a patch with a sufficiently high senescence value in the center
of the system. A typical snapshot of the senescence variable in color
encoding taken at t = 25 is presented in panel (b) of Figure 8.

We find that the spatial inhomogeneity of the initial senescence
background may lead to faster propagation of the senescence front than
it would be in case of homogeneous initial senescence with the same
average. To quantify this statement, we calculate the ratio € of the tis-
sue volume with high level of senescence (where the condition Gg > Sy
is fulfilled) to the total volume of the tissue. We compute € over time
in settings with homogeneous and inhomogeneous initial senescence
backgrounds with the same average. The resulting plots are shown in
Figure 9 confirming faster propagation of senescence in the inhomoge-
neous case.

This phenomenon can be explained by quicker propagation of the
front in areas with greater initial senescence, which allows the inflam-
maging to cover quickly larger distance, even though leaving behind
some non-inflamed “holes” in places where initial senescence was low.
These holes eventually get taken over by the inflammaging propagation
process without hindering the fast propagation of the foremost parts of
the front.
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(a): Initial inhomogeneous senescence profile

500
400
300

200

AS0a>

0 100 200 300 400 500
X

(b): Propagated senescence

500 124
400 93
300 <
y 62 3
200 Q]
100 31
0 0

0 100 200 300 400 500
X

Fig. 8 Simulating propagation of inflammaging over an inhomogeneous initial senescence profile in two-dimensional space. Level of senescence
shown in color code: (a) — initial condition at # = 0; (b) — snapshot at # = 25. Coordinates x and y are in arbitrary units.
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