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Pyramidal cells of neocortical layer 2/3 (L2/3 PyrCs) integrate signals from numerous brain areas and project throughout the neocortex.
These PyrCs show pial depth-dependent functional and structural specializations, indicating participation in different functional
microcircuits. However, whether these depth-dependent differences result from separable PyrC subtypes or whether their features
display a continuum correlated with pial depth is unknown. Here, we assessed the stimulus selectivity, electrophysiological properties,
dendritic morphology, and excitatory and inhibitory connectivity across the depth of L2/3 in the binocular visual cortex of mice.
We find that the apical, but not the basal dendritic tree structure, varies with pial depth, which is accompanied by variation in
subthreshold electrophysiological properties. Lower L2/3 PyrCs receive increased input from L4, while upper L2/3 PyrCs receive a larger
proportion of intralaminar input. In vivo calcium imaging revealed a systematic change in visual responsiveness, with deeper PyrCs
showing more robust responses than superficial PyrCs. Furthermore, deeper PyrCs are more driven by contralateral than ipsilateral eye
stimulation. Importantly, the property value transitions are gradual, and L2/3 PyrCs do not display discrete subtypes based on these
parameters. Therefore, L2/3 PyrCs’ multiple functional and structural properties systematically correlate with their depth, forming a
continuum rather than discrete subtypes.

Key words: L2/3 pyramidal cells; visual cortex; continuum; cortical circuit mapping; in vivo 2-photon imaging.

Introduction
The mammalian neocortex processes signals in local
microcircuits and integrates information from different
brain regions across its layers. Excitatory pyramidal cells
of layer 2/3 (L2/3 PyrCs) are intratelencephalic (IT) neu-
rons that exchange information with other neocortical
areas as well as the striatum (Khibnik et al. 2014; Harris
and Shepherd 2015; Yamashita et al. 2018). These cells
link the main input and output layers of the neocortical
circuit (L4, L5/L6) and are therefore a key element in cor-
tical information processing (reviewed in Petersen and
Crochet 2013).

It is well established that neocortical PyrCs are
heterogeneous with respect to their genetic profiles,
morphological and electrophysiological properties, cir-
cuit connectivity, and in vivo functional response prop-
erties (Harris and Shepherd 2015). In the infragranular
layers, several PyrC subtypes (IT as well as extrate-
lencephalic [ET] neurons) have been defined based
on specific distinctions in these properties, and such
subtypes are thought to form important building blocks

for neocortical computations (Vélez-Fort et al. 2014;
Kim et al. 2015). This is different in layer 2/3: Although
PyrCs in L2/3 have been categorized based on single
features, such as transcriptional profile, morphology,
or physiology alone, multifeature clustering has not
revealed unambiguous PyrC subtypes in this layer so
far (Tasic et al. 2016; Meng et al. 2017; Gouwens et al.
2019; Scala et al. 2020).

This suggests that, rather than originating from
discrete, spatially intermingled neuronal subtypes, the
functional and structural features of L2/3 PyrCs may vary
continuously or follow larger scale anatomical gradients,
like cortical depth. Indeed, structural, molecular, and
functional characteristics of L2/3 neurons were found
to vary with the distance from pia (Kreile et al. 2011;
Staiger et al. 2015; Tasic et al. 2016; Gouwens et al.
2019; O’Herron et al. 2020). In mouse visual cortex,
individual L2/3 PyrCs are selectively tuned to distinct
visual features, such as orientation and direction (Niell
and Stryker 2008; Andermann et al. 2011; Marshel et al.
2011), and continuous depth-dependent changes in these
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properties have been reported (O’Herron et al. 2020). It
was also shown that, similar to other sensory cortical
areas (Tasic et al. 2018; Yao et al. 2021), the genetic
makeup of PyrCs in the superficial part of L2/3 differs
from other L2/3 PyrCs in the primary visual cortex (V1)
(Tasic et al. 2016), further suggesting that L2/3 is not a
functionally homogenous layer. Likewise, morphological
and physiological properties are different in the upper
part compared to the lower part of L2/3 (Gouwens et
al. 2019). Additionally, the long-range outputs of L2/3
PyrCs have been shown to vary across L2/3: PyrCs in V1
projecting to specific higher visual areas, such as the
anterolateral or posteromedial area, reside at different
cortical depths (Kim et al. 2020). Interestingly, these cells
do not differ in their electrophysiological properties (Kim
et al. 2018) and mostly share the same transcriptome
(Kim et al. 2020).

Apart from the influence of morphological and
electrophysiological characteristics, the visual response
properties of L2/3 PyrCs derive from the integration of
their synaptic inputs within the cortical circuit. Locally,
L2/3 PyrCs receive their input through intra- as well
as interlaminar excitatory and inhibitory connections,
with the latter originating from L4 and L5 in mouse
V1 (Kätzel et al. 2011; Xu et al. 2016). In particular,
interactions between excitatory and inhibitory inputs
play an important role in shaping the functional response
properties of individual L2/3 PyrCs (Rossi et al. 2020).
The variance of L2/3 PyrC morphology with pial-depth
(Gouwens et al. 2019) together with the fact that
different types of inputs target different subcellular
compartments (Petreanu et al. 2009) suggests that L2/3
connectivity within the local circuit also depends on pial
depth. In rodent somatosensory and auditory cortex,
such a relationship has been observed (Staiger et al.
2015; Meng et al. 2017), where neurons in the superficial
compared to the deeper part of L2/3 differ in the amount
of input from specific layers and in the horizontal extent
from where inputs arise. It remains to be explored
whether such depth-dependent variations in the intra-
and interlaminar connections exist in other sensory
cortical areas and whether these input changes are
continuous or discrete within L2/3.

Taken together, it is still unclear whether informa-
tion is processed by discrete L2/3 PyrC subtypes or by
a continuum of neurons with a gradually varying fea-
ture set. Furthermore, it remains to be established to
which extent L2/3 should be considered as a uniform
layer and whether the neuronal properties change with
pial depth. Therefore, a systematic approach taking into
account multiple structural and functional features of
PyrCs across the full extent of L2/3 is needed to bet-
ter understand the organization of this layer. We there-
fore assessed how the morpho-electric properties, intra-
and interlaminar input connectivity, and visual response
properties of excitatory L2/3 neurons are distributed and
how they relate to the pial depth in mouse binocular
visual cortex (bV1). We find that the apical dendritic
architecture, the subthreshold intrinsic properties, and

the local input sources to L2/3 PyrCs vary systematically
with depth. This is accompanied by gradual changes
in visual response properties, arguing for a gradually
changing microcircuit within L2/3. Finally, the distribu-
tions of these features do not support clustering of cells
into discrete subtypes but rather argue for a functional
continuum of L2/3 PyrCs.

Materials and methods
Animals
All experimental procedures were carried out in compli-
ance with the institutional guidelines of the Max Planck
Society and the local government (Regierung von Ober-
bayern). Wild-type C57bl/6 female mice (postnatal days
P27-P70) were used. Mice were housed under a 12-h
light–dark cycle with food and water available ad libi-
tum. In vitro brain slice experiments were performed
at P30-P70. Craniotomy, virus injections, and head plate
implantation were performed at P30-P35. In vivo imaging
was performed at P50-P70. Animals were usually group
housed. After cranial window and head plate implanta-
tion, animals were singly housed. All the experiments
were performed during the dark cycle of the animals.

Solutions
The cutting solution for in vitro experiments contained
85 mM of NaCl, 75 mM of sucrose, 2.5 mM of KCl, 24 mM
of glucose, 1.25 mM of NaH2PO4, 4 mM of MgCl2, 0.5 mM
of CaCl2, and 24 mM of NaHCO3 (310–325 mOsm, bub-
bled with 95% [vol/vol] O2, 5% [vol/vol] CO2). Artificial
cerebrospinal fluid (ACSF) contained 127 mM of NaCl,
2.5 mM of KCl, 26 mM of NaHCO3, 2 mM of CaCl2, 2 mM of
MgCl2, 1.25 mM of NaH2PO4, and 10 mM of glucose (305–
315 mOsm, bubbled with 95% [vol/vol] O2, 5% [vol/vol]
CO2). Cesium-based internal solution contained 122 mM
of CsMeSO4, 4 mM of MgCl2, 10 mM of HEPES, 4 mM of Na-
ATP, 0.4 mM of Na-GTP, 3 mM of Na-L-ascorbate, 10 mM
of Na-phosphocreatine, 0.2 mM of EGTA, 5 mM of QX-
314, and 0.03 mM of Alexa 594 (pH 7.25, 295–300 mOsm).
The K-based internal solution contained 126 mM of K-
gluconate, 4 mM of KCl, 10 mM of HEPES, 4 mM of Mg-ATP,
0.3 mM of Na-GTP, 10 mM of Na-phosphocreatine, 0.3–
0.5% (wt/vol) neurobiotin tracer, and 0.03 mM of Alexa
594 (pH 7.25, 295–300 mOsm).

Acute brain slice preparation
The detailed procedure is described elsewhere (Weiler
et al. 2018). Briefly, mice were deeply anesthetized with
isoflurane in a sealed container and were rapidly decapi-
tated. Coronal sections of V1 (320 μm, Bregma −1.5 to −3)
were cut in ice-cold carbogenated cutting solution using
a vibratome (VT1200S, Leica). Slices were incubated in a
cutting solution in a submerged chamber at 34 ◦C for at
least 45 min and were then transferred to ACSF in a light-
shielded submerged chamber at room temperature (20–
25 ◦C) until used for recordings. Brain slices were used for
up to 6 h. A single brain slice was mounted on a poly-
D-lysine coated coverslip and was then transferred to
the recording chamber of the microscope while keeping
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track of the rostro-caudal orientation of the slice. All
recordings were performed at room temperature (20–25
◦C).

Laser scanning photostimulation
For uncaging experiments using UV laser light, two
different setups were used. Coronal brain slices were
visualized with an upright microscope (setup A: BW51X,
Olympus; setup B: A-scope, Thorlabs) using infrared
Dodt gradient contrast with a low-magnification UV
transmissive objective (4× objective lens) and the images
were acquired by a high-resolution digital CCD camera.
MNI-caged-L-glutamate concentration was 0.2 mM. The
bath solution was replaced after 3 h of recording, and
bath evaporation was counterbalanced by constantly
adding a small amount of distilled H2O to the solution
reservoir using a perfusor. L2/3 PyrCs in bV1 were
targeted using morphological landmarks, and then whole
cell recordings were performed at high magnification
using a 60× objective. Targeted PyrC bodies were at least
50 μm below the slice surface. Borosilicate glass patch
pipettes (resistance of 4–5 MΩ) were filled with a Cs-
based internal solution for measuring excitatory and
inhibitory postsynaptic currents (EPSC: voltage clamp at
−70 mV, IPSC: voltage clamp at 0–5 mV). Electrodes also
contained 30 μM Alexa 594 for detailed morphological
visualization using 2-photon microscopy. Once stable
whole-cell recordings were obtained with good access
resistance (<30 MΩ), the microscope objective was
switched from 60× to 4×. Mapping experiments were
controlled with Ephus software (Suter et al. 2010). The
slice was positioned within the CCD camera’s field of
view and a stimulus grid (16 × 16 with 69 μm spacing)
was aligned to the recorded cell’s soma and the pial
surface. Multiple maps were recorded with grid locations
stimulated in a pseudo-random fashion (1-ms pulses,
10–15 mW in the specimen plane, 1-s interstimulus
interval, and 2–3 repetitions each with different mapping
sequence) for both excitatory and inhibitory inputs.

On setup A, a diode-pumped solid state (DPSS laser
Inc.) laser was used to generate 355-nm UV laser pulses
for glutamate uncaging. The duration and intensity of
the laser pulses were controlled by an electro-optical
modulator, a neutral density filter wheel, and a mechan-
ical shutter. The laser beam was scanned using voltage-
controlled mirror galvanometers. A UV-sensitive pho-
todiode measured the power of the UV laser beam. A
dichroic mirror reflected the UV beam into the optical
axis of the microscope while transmitting visible light for
capturing bright-field images by the CCD camera. The
beam passed a tube/scan lens pair in order to underfill
the back aperture of the 4× mapping objective, resulting
in a pencil-shaped beam.

On setup B, the UV laser was an Explorer One 355-1
(Newport Spectra-Physics). The duration and intensity
of the laser pulses were directly controlled using analog
signals, the built-in software L-Win (Newport Spectra-
Physics), a mechanical shutter, and neutral density

filters. A UV-sensitive photodiode measured the power
of the UV laser beam.

Data were acquired with Multiclamp 700 B amplifiers
(Axon instruments). Voltage clamp recordings were fil-
tered at 4–8 kHz and were digitized at 10 kHz. Data
analysis was performed using custom-written software
in MATLAB. The spatial resolution of photostimulation
was estimated using excitation profiles (Shepherd and
Svoboda 2005). Excitation profiles describe the spatial
resolution of uncaging sites that generate action poten-
tials in stimulated neurons. For this, excitatory as well as
inhibitory cells in different layers of bV1 were recorded
either in whole-cell or cell-attached configuration using
a K-based internal solution in current-clamp mode. Map-
ping was performed as described above, only that the
stimulus grid was 8 × 8 or 8 × 16 with 50 or 69 μm
spacing. The spatial resolution was 60–100 μm depending
on the cell type and layer (data not shown).

Intrinsic property measurements
K-based internal solution was used when recording
sub- and suprathreshold electrophysiological properties.
Once stable whole-cell recordings were obtained with
good access resistance (usually <30 MΩ), the basic elec-
trophysiological properties were examined in current-
clamp mode with 1-s long hyper- and depolarizing
current injections.

Image acquisition for morphological imaging
The patch pipette was carefully retracted from the cell
after successful recording and filling with Alexa 594.
A detailed structural 2-photon image stack of the den-
dritic morphology of the cell was acquired with excita-
tion light of λ = 810 nm using ScanImage 4.2 (Pologruto
et al. 2003). The structural image stacks typically con-
sisted of 250 sections (1,024 × 1,024 pixels; 0.3–0.8 μm
per pixel) collected in z steps of 1–2 μm.

Virus dilution, injection, and chronic window
preparation
The detailed procedure is described elsewhere (Weiler
et al. 2018). To coexpress the genetically encoded calcium
indicator GCaMP6m together with the structural marker
mRuby2 (Rose et al. 2016) in a sparse subset of L2/3
neurons, the adeno-associated virus AAV2/1-Syn-FLEX-
mRuby2-CSG-P2A-GCaMP6m-WPRE-SV40 (titer: 2.9 x
1013 GC per mL, Addgene accession no. 102816), in
combination with AAV2/1.CamKII0.4.Cre.SV40 (titer: 1.8
x 1013 GC per mL, University of Pennsylvania Vector Core
accession no. AV-1-PV2396), was used. The final titer of
AAV2/1-Syn-FLEX-mRuby2-CSG-P2A-GCaMP6m-WPRE-
SV40 was 1.4 × 1013 GC per mL (PBS was used for dilution).

Briefly, surgeries were performed on 32 female C57bl/6
mice that were intraperitoneally (i.p.) anesthetized
with a mixture of fentanyl (0.05 mg kg−1), midazolam
(5 mg kg−1), and medetomidine (0.5 mg kg−1). Additional
analgesic drugs applied were carprofen (5 mg kg−1,
subcutaneous, s.c.), before surgery, and lidocaine (10%,
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topical to skin prior to incision). A section of skin over
the right hemisphere, starting from the dorsal scalp, was
removed and the underlying periosteum was carefully
removed. A custom-machined aluminum head bar (oval
shape, with an 8-mm opening and 2 screw notches)
was carefully placed and angled over the binocular
zone of the primary visual area. The precise location of
the binocular zone was determined by intrinsic optical
signal (IOS) imaging through the intact skull prior to the
craniotomy in each animal (see section below). A circular
craniotomy (4 mm diameter), centered over the binocular
zone of the right primary visual cortex, was performed.
The premixed virus was injected 200–500 μm below the
pial surface at a single site in the binocular zone of
V1 (50–100 nl/injection, ∼10 nl/min ejected by pressure
pulses at 0.2 Hz) using glass pipettes and a pressure
microinjection system. Additionally, diluted fluorescent
retrobeads (1:20 with cortex buffer, Lumafluor Inc.) were
pressure-injected (10–20 nl/injection, 5 nl/min) medial
and lateral to the virus injection site at ∼1,500 μm from
its center. The craniotomy was covered with a glass cover
slip and was sealed flush with drops of histoacryl. The
head bar and cover glass were then further stabilized by
dental cement. After surgery, the animal was injected s.c.
with saline (500 μL) and the anesthesia was antagonized
by i.p. injection of naloxone (1.2 mg kg−1), f lumazenil
(0.5 mg kg−1), and atipamezole (2.5 mg kg−1). Carprofen
(5 mg kg−1, subcutaneous, s.c.) was administered in the
following 2 days. In vivo imaging was performed not
earlier than 2 weeks after virus injection to allow for
sufficient indicator expression.

IOS imaging
For IOS imaging, the optical axis was orthogonal to the
head bar. The brain surface was first illuminated with
light of 530 nm to visualize the blood vessel pattern
and subsequently with 735 nm for intrinsic imaging in
order to localize bV1. Images were acquired using a 4×
air objective (NA 0.28, Olympus) and a CCD camera (12
bit, 250 × 348 pixel, 40 Hz). The camera was focused
at ∼500 μm below the pial surface. Image acquisition
and analysis software were custom written in MATLAB.
The visual stimulus was a patch with a size of 20◦ ×
40◦ displayed randomly to either the left or right eye
at 2 distinct positions next to each other in the central
visual field. Within the patch, a moving sinusoidal grat-
ing was displayed in 8 directions for 7 s (grating direction
was changed every 0.6 s) with a temporal frequency of
2 cycles/s and a spatial frequency of 0.04 cycles/degree.
Individual trials were separated by 8 s of a full-field gray
stimulus (50% contrast). The entire stimulus sequence
was applied at least 2 times for each eye and patch
position during the surgery before virus injection and at
least 3 times at the beginning of the first in vivo imaging
session.

In vivo 2-photon imaging
L2/3 PyrCs coexpressing GCaMP6m and the bright struc-
tural marker mRuby2 (mRuby2-CSG-P2A-GCaMP6m)

were imaged in vivo using a tunable pulsed femtosecond
Ti:Sapphire laser (Newport Spectra-Physics) and a
customized commercial 2-photon microscope (16 × 0.8
NA water immersion objective; B-Scope I, Thorlabs). The
laser was tuned to λ = 940 nm in order to simultaneously
excite GCaMP6m and mRuby2. After rejecting the
excitation laser light (FF01-720/25, Semrock), the emitted
photons passed through a primary beam splitter (FF560
dichroic, Semrock) and band-pass filters (FF02-525/50
and FF01-607/70, Semrock) onto GaAsP photomultiplier
tubes (H7422P-40, Hamamatsu) to separate the green
and red fluorescence.

Multiple imaging planes were acquired by rapidly mov-
ing the objective in the z-axis using a high-load piezo z-
scanner (P-726, Physik Instrumente). The imaged volume
for functional cellular imaging was 250 × 250 × 100 μm3

with 4 inclined image planes, each separated by 25 μm
in depth. Imaging frames of 512 × 512 pixels (pixel size:
0.5 μm) were acquired at 30 Hz by bidirectional scanning
of an 8 kHz resonant scanner, while beam turnarounds
were blanked with an electro-optic modulator (Pockels
cell). Imaging was performed between 130 and 400 μm
below the pial surface. Excitation power was scaled expo-
nentially (exponential length constant ∼150 μm) with
depth to compensate for the light scattering in the tissue
with increasing imaging depth. The average power for
imaging was <50 mW, measured after the objective. The
optical axis was adjusted orthogonal to the cranial win-
dow. ScanImage 4.2 (Pologruto et al. 2003) and custom-
written hardware drivers were used to control the micro-
scope.

After functional characterization of L2/3 PyrCs,
at least two high-resolution structural image stacks
with different field of view sizes were acquired at
λ = 940 nm/1040 nm; (i) 450 sections (512 × 512 pixels)
with a pixel size of 0.5 μm collected in z-steps of 1.4 μm
(imaged volume of 256 × 256 × 630 μm3); (ii) 350 sections
(512 × 512 pixels) with a pixel size of 1.9 μm collected in
z-steps of 2 μm (imaged volume of 972 × 972 × 700 μm3).

Experiments were performed under light anesthesia.
Data acquisition started ∼45 min after an i.p. injection
of fentanyl (0.035 mg kg−1), midazolam (3.5 mg kg−1),
and medetomidine (0.35 mg kg−1). Additional doses of
anesthetics (25% of induction level) were subcutaneously
injected every 45–60 min to maintain the level of
anesthesia. Ophthalmic ointment was applied to protect
the eyes. Mice were fixed under the microscope by
screwing the metal head-plate to 2 posts. Stable thermal
homeostasis was maintained by using a heated blanket
throughout the imaging session. Eye and pupil positions
were recorded with two cameras (DMK 22BUC03, The
Imaging Source Europe GmbH) throughout in vivo
imaging.

Visual stimulation
Visual stimuli were generated using the MATLAB
Psychophysics Toolbox extension and displayed on a
gamma-corrected LCD monitor ((Brainard 1997), http://
psychtoolbox.org). The screen measured 24.9 × 44.3 cm,
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had a refresh rate of 60 Hz, and was positioned in portrait
orientation 13 cm in front of the eyes of the mouse,
providing a viewing angle of ∼45◦ on each side from
the center of the monitor. The monitor was adjusted
in position (horizontal rotation and vertical tilt) for
each mouse to align with the horizontal visual axis
and to cover the binocular visual field (−15◦ to 35◦

elevation and −25◦ to 25 azimuth relative to midline).
The presented stimulus area was chosen to subtend
binocular visual space, and the rest of the screen
was uniformly gray (50% contrast). An OpenGL shader
was applied to all presented stimuli to correct for the
increasing eccentricity on a flat screen relative to the
spherical mouse visual space (Marshel et al. 2011).
Randomly alternating monocular stimulation of the eyes
was achieved by motorized eye shutters and custom
MATLAB scripts.

For all visual stimuli presented, the backlight of
the LED screen was synchronized to the resonant
scanner, switching on only during the bidirectional
scan turnaround periods when imaging data were not
recorded (Leinweber et al. 2014). The mean luminance
with 16-kHz pulsed backlight was 0.01 cd/m2 for black
and 4.1 cd/m2 for white.

To measure visually evoked responses, the right or
left eye was visually stimulated in random order using
drifting black and white square wave gratings of 8 direc-
tions with a temporal frequency of 3 cycles/s and a
spatial frequency of 0.04 cycles/◦. Stimulation duration
for moving gratings was 5-s interleaved by 6s of a full-
field gray screen. Trials were repeated 4 times per eye and
direction.

Morphological reconstruction and analysis
The reconstruction of dendritic cell morphology was
performed manually using the Simple Neurite Tracer
of ImageJ (Schindelin et al. 2012). Reconstructions were
quantitatively analyzed in MATLAB and with the open-
source TREES toolbox (Cuntz et al. 2011). The radial
distance was measured as the Euclidean distance from
the soma to each segment terminal. The total length
was measured as the sum of all internode sections’
lengths of the neurite. For Sholl analysis, the number
of intersections between dendrites and concentric
spheres centered on the soma was determined at
increasing distances from the soma (20-μm increments).
The distance to peak branching was measured as the
distance of maximal dendritic branching from the soma.
The width/height ratio was measured as the overall
maximum horizontal extent divided by the overall
maximum vertical extent. The long and short axis
lengths of the soma (assuming elliptical shape) were
determined based on its 3D image stack. Briefly, the
soma location where the apical dendrite begins and
the location where the axon begins determined the
long axis, and the furthest soma locations on a line
perpendicular to the long axis determined the short one.
These locations were manually determined and the long

and short axis lengths were computed via the Euclidean
distance between these points.

Intrinsic properties extraction
Electrophysiological parameters were extracted using
the PANDORA Toolbox (Günay et al. 2009) and custom-
written software in MATLAB. The suprathreshold sin-
gle spike parameters were measured using the first
spike evoked by current injection (at Rheobase). The
parameters were measured/calculated and defined in
the following way:

Subthreshold properties

(1) Resting membrane potential (Vrest): The membrane
potential measured after break-in.

(2) Membrane time constant, τm (ms): This was esti-
mated using an exponential fit to the recovery of
the voltage response following hyperpolarizing step
currents.

(3) Input resistance, RIN (MΩ): Estimated by the linear fit
of the I–�V curve (using subthreshold de- and hyper-
polarizing pulses; from -30 to 30 pA in 10 pA inter-
vals).

(4) Sag in percentage (Sag ratio): 100
(
Vss − Vmin/Vrest −

Vmin
)
, where Vss is the voltage at steady-state, Vrest

is the resting membrane potential, and Vmin is the
minimum voltage reached during hyperpolarizing
current injections of −300 pA.

(5) Rheobase (pA): The minimum current amplitude of
infinite duration required for action potential gen-
eration. Measured by depolarizing current pulses
(from 10 to 300 pA in 10 pA intervals).

Suprathreshold properties

(1) Minimal membrane voltage during afterhyperpo-
larization (APVmin): This was estimated as the
membrane potential minimum during the period
of the AHP.

(2) Peak membrane voltage of action potential (APVpeak).
(3) Threshold voltage at action potential initiation

(APVthresh).
(4) The maximal slope of the action potential (APVslope):

The maximal rate of rise of membrane voltage dur-
ing the spike rise phase.

(5) Membrane voltage at action potential half-height
(APVhalf).

(6) Amplitude of the action potential (APVamp): Ampli-
tude calculated as difference between the voltage at
APVthresh and APVpeak.

(7) Maximal amplitude of AHP (AHP): It was measured
as the difference between the APVthresh and APVmin.

(8) Spike frequency, APfreqmax (Hz): The maximum
action potential number evoked by step-current
injections divided by the pulse duration. Measured
at the depolarizing current pulse that evoked
maximum action potential number (10–400 pA).
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Input map analysis
The spatial resolution of laser scanning photostimula-
tion (LSPS) by UV glutamate uncaging was calculated
based on the size of the excitation profiles as the mean
weighted distance from the soma (dsoma) of AP generating
stimulation sites using the following equation (Shepherd
and Svoboda 2005):

R =
∑

APs × dsoma∑
APs

.

LSPS by UV glutamate uncaging induces two types of
responses (Dantzker and Callaway 2000; Shepherd and
Svoboda 2005): (i) direct glutamate uncaging responses
originating from direct activation of the glutamate recep-
tors on the recorded neuron by uncaged glutamate and
(ii) synaptic responses originating from the activation
of synaptic glutamate receptors on the recorded neuron
by glutamate release from presynaptic neurons stimu-
lated by LSPS. Responses to the LSPS stimulation protocol
(both for EPSCs and IPSCs) were quantified in the 150-ms
window following the uncaging light-pulse since this is
the time window where the evoked activity is observed
in most cases. Considering the diversity of responses
encountered in these experiments, a heuristic analysis
scheme was devised to address the main observed cases:

(1) Traces without response were excluded by only
considering those responses with a deflection >2 S.D.
over the baseline at any point. Additionally, traces that
only had a significant response in one repetition were
also excluded.

(2) Then, purely synaptic responses, i.e. those that cor-
respond only to synaptically released glutamate caused
by the activation of presynaptic neurons via uncaged
glutamate were selected by taking the traces that passed
the 2 S.D. threshold only after a 7-ms window from the
offset of stimulation.

(3) For responses that did not pass the previous
criterion, inspection by eye indicated that several of them
presented all the identifiable features of purely synaptic
responses but seemed to cross the threshold slightly
earlier than 7 ms. An additional set of experiments
performed on a subset of cells, where maps were mea-
sured before and after the application of TTX (and hence
before and after only direct responses were present)
were done to characterize these intermediate cases
(∼5% of the total number of traces). These experiments
showed that by using a secondary window of 3.5 ms,
the average contribution of a direct response to the
overall response in these intermediate traces is ∼20%
(data not shown). Therefore, this secondary window was
used to include a second batch of traces into the synaptic
response pool.

(4) Finally, those traces that did not pass the sec-
ondary window were then blanked, and a 4D interpola-
tion method (MATLAB function “griddatan”) was used to
infer their temporal profiles based on their 8 neighboring

pixel activities in space and time. In the TTX experiments
(data not shown), every position with a direct response
was observed to have a synaptic component, but the
summation of this synaptic component and the over-
lapping direct component is nonlinear. Therefore, this
interpolation method was used to extract the synaptic
component partially masked in the raw traces by the
direct response. The approach relies on the observation
that the synaptic responses of neighboring positions are
similar across time, therefore indicating that information
on the synaptic responses masked by direct responses
is contained in the responses surrounding them. These
interpolated responses were then incorporated into the
maps as synaptic responses. For excitatory input maps,
the first two stimulation rows were excluded since L1
contains no excitatory neurons (Jiang et al. 2015) and
excitatory input from L1 originated from cells in L2/3-
L5 having apical tuft dendrites in L1, which fired action
potentials in exceptional cases when their tufts were
stimulated in L1 (Dantzker and Callaway 2000).

For principal component analysis (PCA) on input maps,
the input maps were aligned based on the soma posi-
tion of each cell. This involved shifting the maps verti-
cally an integer number of stimulus rows until all the
somata were in the same row. Subsequently, all maps
were normalized and were used as features for PCA.
The combined excitation-inhibition PCA decomposition
was then calculated. For this, the feature vectors from
the excitation and inhibition for each map were con-
catenated, yielding a 512-element feature vector that
was then used for the decomposition. The first three
principal component weights for each input map were
extracted (carrying roughly 60% of the variance in the
data set).

The data include input maps of 70 L2/3 PyrCs from a
previously obtained data set (Weiler et al. 2022).

Uniform manifold approximation and projection
embedding
Uniform manifold approximation and projection (UMAP)
was utilized to visualize the distribution of different
properties across the data on a cell-by-cell basis.
The computational details of UMAP are described
elsewhere (McInnes et al. 2018). Briefly, UMAP embeds
data points from a high dimensional space into a
2D space preserving their high dimensional distances
in a neighborhood. This permits the effective visu-
alization of the connections between data points.
A UMAP implementation in MATLAB developed by
Meehan, Meehan and Moore (https://www.mathworks.
com/matlabcentral/fileexchange/71902) was utilized.
The respective principal components for morphology,
electrophysiology, input maps, and in vivo functional
responses were used as the embedding parameters.
The number of neighbors was 15 and the minimum
distance was 0.1 (default parameters). The embedded
points were color-coded depending on the normalized
pial-depth.
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In vivo imaging analysis
Custom-written MATLAB code was used for image and
data analyses.

For IOS imaging analysis, the acquired images were
high-pass filtered and clipped (1.5%) to calculate the
blank-corrected image averages for each condition.
Additionally, a threshold criterion (image background
mean + 4 × standard deviation) was set to determine
the responsive region within the averaged image. The
mean background value of the nonresponsive region was
subtracted from each pixel, and all pixel values within
the responsive area were summed to obtain an integrated
measure of response strength.

In the case of 2-photon calcium imaging, the use of
GCaMP6m in combination with mRuby2 gave the possi-
bility to perform ratiometric imaging (Rose et al. 2016).
Image sequences were full-frame-corrected for tangen-
tial drift and small movements caused by heartbeat and
breathing. An average of 160 image frames acquired
without laser excitation was subtracted from all frames
of the individual recording to correct for the PMT dark
current as well as residual light from the stimulus screen.
Cell body detection was based on the average morpholog-
ical image derived from the structural channel (mRuby2)
for each recording session. Regions of interest (ROIs)
were drawn manually and annotated. The fluorescence
time course was calculated by averaging all pixel values
within the ROI on both background-corrected channels,
followed by low-pass filtering (0.8 Hz cutoff) and by
the subtraction of the time-variable component of the
neuropil signal (pixel average within a band of 15 μm
width, 2 μm away from the ROI circumference, excluding
overlap with other selected cells and neuropil bands,
neuropil factor r of 0.7 (Kerlin et al. 2010). The green and
red fluorescence signals were estimated as

Fgreencell(t) =Fgreencell_measured(t) − r × Fgreenneuropil(t)

+ r × median
(
Fgreenneuropil(t)

)
,

Fredcell(t) =Fredcell_measured(t) − r × Fredneuropil(t)

+ r × median
(
Fredneuropil(t)

)
.

The ratio R(t) was then calculated as

R(t) = Fgreencell(t)
Fredcell(t)

.

Residual trends were removed by subtracting the
eighth percentile of a moving 14-s temporal window from
R(t). �R/R0 was calculated as

�R/R0 = R − R0

R0
,

where R0 is the median of the mean baseline fluores-
cence ratios over a 1-s period preceding the visual stim-
ulation in each trial. Visual responses were quantified

as the mean fluorescence ratio change over the full
stimulus interval both in individual trials and the trial-
averaged mean fluorescence ratio.

Visual responsiveness was tested with a 1-way ANOVA
performed over all trials with and without visual stim-
ulus. Neurons with P-values < 0.05 were identified as
visually responsive.

OD was determined by the OD index (ODI):

ODI = �R/R0 contrapref_dir − �R/R0 ipsipref_dir

�R/R0 contrapref_dir + �R/R0 ipsipref_dir
,

where an ODI value of 1 or −1 indicates exclusive contra-
and ipsilateral dominance, respectively.

Global orientation selectivity index (gOSI) was com-
puted as 1 − circular variance (circ. Var.):

gOSI = 1 − circ. var . =
∣∣∣∣∣
∑

R (θk) e2iθk∑
R (θk)

∣∣∣∣∣

and the global direction selectivity index (gDSI) was com-
puted as

gDSI = 1 − dir.circ. var . =
∣∣∣∣∣
∑

R (θk) eiθk∑
R (θk)

∣∣∣∣∣ ,

where R(θk)is the mean response to the direction angle
(θk) (Mazurek 2014). Perfect orientation and direction
selectivity are indicated with gOSI and gDSI of 1, whereas
a gOSI and gDSI value of 0 indicates no orientation or
direction selectivity, respectively. The preferred orienta-
tion and direction as well as tuning width were com-
puted by fitting a double-Gaussian tuning curve to the
responses as previously described (Carandini and Ferster
2000). The tuning width was extracted as the sigma of
the fitted curve. The goodness-of-fit was assessed by
calculating R2 and only cells with R2 > 0.3 were included
in the analysis.

For binocular cells, the preferred orientation was
defined as the one from the dominant eye, as determined
by the sign of the ODI.

Statistics
Data are reported as mean ± standard error of the mean
(SEM). Before comparison of data, individual data sets
were checked for normality using the Kolmogorov–
Smirnov Goodness-of-Fit test. None of the data sets
considered in this study was found to be normally
distributed. Therefore, paired or unpaired nonparametric
statistics (Wilcoxon rank-sum test, Wilcoxon signed-rank
test) were used for comparison. Two-tailed tests were
used unless otherwise stated. Correlation coefficients
were calculated as the Spearman’s correlation coeffi-
cient. Correction of multiple comparison was performed
by the Benjamini and Hochberg procedure (Benjamini
and Hochberg 1995). Asterisks indicate significance
values as follows: ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001.
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Table 1. List of parameters used for morphological analysis of apical and basal dendritic trees with their corresponding average values
and contributions to the first 3 principal components from PCA performed separately for apical and basal trees (eigenvalues PC1–PC3,
n = 189 cells, from 76 mice).

# Description Mean ± SEM PC1 PC2 PC3

1
2
3
4
5
6
7
8
9
10
11

1
2
3
4
5
6
7
8
9
10
11
12

Apical dendrite
Radial Dis.max: maximal radial distance from soma
Total length: total length of tree
Path lengthmax: maximal path length from soma
Branch points: number of branch points
Branch ordermax: maximal branch order
Branch lengthmean: mean branch length
Width/height: width/height of tree
Width: maximal horizontal span
Height: maximal vertical span
Peak Nr. cross: peak number of crossing (Sholl analysis)
Dis. peak branch: distance to peak crossing (Sholl analysis)

Basal dendrite
Radial Dis.max: maximal radial distance from soma
Total length: total length of tree
Path lengthmax: maximal path length from soma
Branch points: number of branch points
Branch ordermax: maximal branch order
Branch lengthmean: mean branch length
Width/height: width/height of tree
Width: maximal horizontal span
Height: maximal vertical span
NB: number of basal trees
Peak Nr. cross: peak number of crossing (Sholl analysis)
Dis. peak branch: distance to peak crossing (Sholl analysis)

223.94 ± 3.47 μm
2015.1 ± 46.28 μm
173.6 ± 3.99 μm
16.4 ± 0.4
7.98 ± 0.15
59.6 ± 0.68 μm
1.5 ± 0.04
288.91 ± 6.18 μm
217.72 ± 4.18 μm
11.09 ± 0.26
199.69 ± 7.93 μm

141.06 ± 3.14 μm
2394 ± 57.37 μm
157.04 ± 7.99 μm
23.36 ± 0.6
8.33 ± 0.19
49.87 ± 0.57 μm
1.26 ± 0.02
240.22 ± 4.47 μm
197.19 ± 3.21 μm
5.86 ± 0.1
21.7 ± 0.54
125.6 ± 4.14 μm

0.28
0.36
0.07

−0.29
0.49

−0.35
0
0.32

−0.44
−0.21
−0.02

0.34
0.27
0.13

−0.33
−0.28

0.28
0.14
0.23
0.18
0.65
0.05
0.03

0.47
−0.08
−0.08
−0.2
−0.25

0.12
0.06

−0.32
−0.19
−0.2

0.68

0.46
−0.13
−0.04
−0.01

0.13
−0.28

0.02
0.01

−0.44
0.07
0.08
0.69

0.23
0.39
0.21
0.31

−0.1
0.29
0.73
0.14
0.05
0.03

−0.06

0.15
0.44

−0.14
0.41
0.01
0.02

−0.36
0.66

−0.11
−0.14
−0.05
−0.05

Results
Morphological properties of L2/3 pyramidal cells
vary gradually with pial depth
The dendritic architecture of a cell constrains the sam-
pling of potential synaptic inputs and thereby controls
information integration. To study the variations of den-
dritic architecture across L2/3, 189 Alexa 594-filled L2/3
PyrCs in mouse bV1 were manually reconstructed (36 of
these were included from a previously collected data set;
Weiler et al. 2022).

Three representative examples of dendritic morpholo-
gies across L2/3 are shown in Fig. 1A. The data set covers
the whole cortical depth of L2/3, with cells reconstructed
in upper as well as lower parts of the layer (Fig. 1A and
B). Given that apical and basal dendrites are targeted
by different types of inputs (feedback vs. feedforward,
Petreanu et al. 2009), we separately characterized the
apical and basal dendritic architecture by Sholl analysis
(Fig. 1C). In addition, we extracted sets of commonly
used morphological parameters for the apical and basal
dendrites (Table 1, Supplementary Fig. 1). Overall, the
parameters are either related to dendritic length (e.g.
total length, maximal horizontal extent, and distance
to peak Sholl crossing; see Materials and methods) or
to dendritic complexity (e.g. number of branch points,
and peak number of Sholl crossings; see Materials and
methods). In addition, we measured the cross-sectional
area as well as the long and short axis lengths of the soma
(Supplementary Fig. 1C).

To compare depth-dependent changes, we sorted the
apical and basal dendritic tree parameters according
to their correlation with the cell’s depth within L2/3 in
descending order (Fig. 1D and E, Spearman’s correlation
coefficient). This showed that most (9 out of 11) apical
tree parameters were significantly correlated with pial
depth. By contrast, only 3 out of 12 basal tree parameters
were significantly correlated with pial depth. Most
prominently, the apical trees of neurons located in the
more superficial part of L2/3 had the largest horizontal
extent (width). Since the apical dendrites of all cells
reached the pial surface, we also observed a strong
relation between vertical extent (height) and pial depth
(Fig. 1D and F). To eliminate potential redundancies
in the information carried by these parameters, we
performed PCA separately for the apical and basal
dendrites. For the apical dendrite, the first three principal
components, explaining approximately 75% of variance,
were significantly correlated with the pial depth (PC1:
r = 0.15, P < 0.05; PC2: r = 0.8, P < 0.001; PC3: r = −0.28,
P < 0.001, Spearman’s correlation coefficient), with PC2
showing the strongest correlation (Fig. 1G, see Table 1
for principal components eigenvalues). For the basal
dendrite, principal components 1 and 2, but not principal
component 3, were uncorrelated with the pial depth (PC1:
r = −0.08, P = 0.27; PC2: r = 0.14, P = 0.05; PC3: r = −0.28,
P < 0.001, Spearman’s correlation coefficient). Finally, we
did not find any relation between the soma size and the
pial depth for L2/3 PyrCs (Supplementary Fig. 1C).
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Fig. 1. Apical dendritic morphology of L2/3 PyrCs changes with pial depth. A) Reconstructed dendritic morphology of PyrCs in the upper, middle, and
lower parts of L2/3 (scale bar: 50 μm). Apical dendrites, black, basal dendrites, magenta. Dotted lines indicate borders between pial surface, L1, and
L2/3 as well as L4. B) Distribution of distances to the pial surface of morphologically reconstructed neurons within L2/3. C) Sholl analysis for apical and
basal dendrites. The number of crossings was determined using concentric spheres centered around the soma with 20 μm increments. Bold lines refer
to the example cell in inset. Arrows indicate the peak number of crossings for the example cell. D) Spearman’s correlations between apical dendritic
tree parameters and pial depth sorted in descending order. Error bars are 95% confidence intervals. Asterisks indicate significant correlations. Multiple
comparison corrected using Benjamini and Hochberg procedure with a false discovery rate (FDR) of 0.05 (Benjamini and Hochberg 1995). E) Same as
panel (D) for basal dendrite parameters. F) Relative soma position within L2/3 (0—top, 1—bottom of L2/3) plotted against ratio of width over height of
the apical tree. Linear fit is indicated in gray. Spearman’s correlation coefficient r indicated at top right. G) Relative soma position within L2/3 plotted
against principal component 2 weight for apical tree morphology. Percentage indicates variance explained by this principal component. Linear fit is
indicated in gray. All data presented are from n = 189 cells from 76 mice.

Taken together, the apical dendritic architecture of
L2/3 PyrCs systematically varies with pial depth, whereas
the basal tree morphology only shows minor variations.

Subthreshold but not suprathreshold electrical
properties of L2/3 pyramidal cells vary gradually
with pial depth
Besides the dendritic architecture, the intrinsic electrical
characteristics influence the functional properties of
neurons. To determine the electrophysiological proper-
ties of PyrCs across the depth of L2/3, we analyzed the
responses of 137 L2/3 PyrCs to hyper- and depolarizing
somatic current injections (Fig. 2A and B). We measured
5 subthreshold (passive) and 8 suprathreshold (active)
intrinsic properties (Table 2, Supplementary Fig. 2). The
suprathreshold properties, except the maximum action
potential firing frequency, were measured at Rheobase
(minimal current injection that evoked an action

potential). Again, we sorted the sub- and suprathreshold
properties according to their correlation with the cell’s
depth within L2/3 in descending order (Fig. 2C and D).
While all subthreshold intrinsic properties significantly
correlated with cortical depth, only one of the eight
suprathreshold properties did. Specifically, more super-
ficial L2/3 PyrCs had a larger input resistance (RIN) and
at the same time slower membrane time constants (τm)
compared to PyrCs in the lower part of L2/3 (Fig. 2E). Per-
forming PCA on the subthreshold intrinsic properties also
showed a correlation between pial depth and the first two
principal components, explaining approximately 75% of
variance (Fig. 2F, PC1 vs. pial depth: r = −0.27, P < 0.01,
PC2 vs. pial depth: r = −0.23, P < 0.01, Spearman’s corre-
lation coefficient, see Table 2 for principal components
eigenvalues).

In summary, several subthreshold electrical properties
of L2/3 PyrCs systematically vary with pial depth.
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Fig. 2. Subthreshold electrophysiological properties change with pial depth. A) Voltage response to a depolarizing step current (Rheobase +30 pA) of 3
representative L2/3 PyrCs at increasing pial depth (scale bars: 10 mV, 10 ms). B) Distribution of distances to the pial surface of electrophysiologically
characterized neurons within L2/3 (n = 137, from 41 mice). C) Spearman’s correlations between subthreshold intrinsic properties and pial depth sorted
in descending order. Error bars are 95% confidence intervals. Asterisks indicate significant correlations. Multiple comparison corrected using Benjamini
and Hochberg procedure with FDR of 0.05. D) same as panel (C) for suprathreshold electrophysiological properties. The suprathreshold properties were
measured at Rheobase except for APfreqmax. E) Relative soma position within L2/3 plotted against membrane time constant. Linear fit is indicated
in gray. Spearman’s correlation coefficient r indicated at top right. F) Relative soma position within L2/3 plotted against PC1 weight for subthreshold
intrinsic properties. Percentage indicates variance explained by this principal component.

Table 2. The 5 subthreshold and 8 suprathreshold electrophysiological properties with their corresponding average values and
contributions to the first 3 principal components from PCA performed separately for sub- and suprathreshold electrophysiological
parameters (eigenvalues PC1–PC3, n = 137 cells from 41 mice).

# Description Mean ± SEM PC1 PC2 PC3

1
2
3
4
5
1
2
3
4
5
6
7
8

Vrest: resting membrane potential
τm: membrane time constant
RIN: input resistance
Sag ratio: Sag in percentage
Rheobase: minimal current necessary to evoke spike
APVmin: minimal membrane voltage during AHP
APVpeak: peak membrane voltage of spike
APVthresh: threshold voltage at spike initiation
APVslope: the maximal slope of the spike
APVhalf: membrane voltage at spike half
APVamp: amplitude of the spike
AHP: maximal amplitude of AHP
APfreqmax: maximal spike frequency

−71.82 ± 0.59 mV
35.26 ± 0.86 ms
122.23 ± 2.57 MΩ

7.06 ± 0.31%
115.7 ± 5 pA
−48.81 ± 0.41 mV
46.1 ± 0.69 mV
−33.96 ± 0.26 mV
141.75 ± 3.05 mV/ms
6.07 ± 0.37 mV
80.06 ± 0.72 mV
14.85 ± 0.41 mV
9.99 ± 0.37 Hz

0.46
−0.47
−0.25
−0.17

0.69
−0.11

0.71
0.2
0
0.12

−0.5
0.39

−0.16

0.48
0.26
0.71
0.39
0.2
0.5
0.08
0.11

−0.23
−0.22
−0.13
−0.44
−0.65

0.54
0.01

−0.52
0.51

−0.42
−0.04

0.04
0.77

−0.01
0.29
0.54
0.07

−0.14
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Fig. 3. Functional intra- and interlaminar excitatory and inhibitory input connectivity changes with pial depth. A) Top, schematic illustrating LSPS in
acute brain slices for mapping excitatory and inhibitory inputs to L2/3 PyrCs. Bottom, stimulation grid (blue dots) overlaid on acute brain slice with
patch pipette on L2/3 PyrCs (scale bar: 100 μm). B) Left, excitatory currents (cell clamped to −70 mV) and inhibitory currents (cell clamped to 0 mV;
scale bars: 250 pA, 500 ms) evoked at corresponding stimulus grid locations for an example cell. Two mapping repetitions are overlaid (blue and black).
Right, corresponding excitatory (red) and inhibitory (blue) input maps color coded for average integrated input strength (scale bar: 100 μm). Pial depth
is indicated at top. C) Representative excitatory (red) and inhibitory (blue) input map for an example PyrCs in the upper and lower parts of L2/3 (scale
bar: 100 μm). D) Spearman’s correlations between excitatory and inhibitory input fractions per layer and pial depth sorted in descending order. Error
bars are 95% confidence intervals. Asterisks indicate significant correlations. Multiple comparison corrected using Benjamini and Hochberg procedure,
FDR = 0.05. E) Same as panel (D) for the maximal horizontal extent of input from each layer. F) Input maps of the first three principal component
eigenvalues. PCA using the combined 16 × 16 normalized excitatory and inhibitory input maps. Before performing PCA, the input maps were vertically
and horizontally aligned (see Materials and methods). Explained variance for each principal component is indicated at top. G) Same as panels (D and E)
for the first three principal component eigenvalues. H) Pial depth plotted against PC1 weight (n = 147 cells, from 56 mice). Linear fit is indicated in gray.
Percentage indicates variance explained by this principal component.

Spatial connectivity of L2/3 pyramidal cells
varies with pial depth
Given the functional response heterogeneity of L2/3
PyrCs in V1 (Niell and Stryker 2008; Andermann et
al. 2011; Marshel et al. 2011), and the aforementioned
changes in morpho-electric properties with pial depth,
we wondered whether the excitatory and inhibitory
microcircuits, in which L2/3 PyrCs are embedded, also
systematically vary based on the cell’s position in L2/3.
We therefore mapped the monosynaptic intra- and
interlaminar excitatory and inhibitory inputs to 147 L2/3
PyrCs via UV-glutamate uncaging in acute coronal brain

slices of bV1 (Callaway and Katz 1993; Dantzker and
Callaway 2000). We recorded excitatory and inhibitory
input in the same cells and thus were able to assess their
relationship on a cell-by-cell basis across the depth of
L2/3 (Fig. 3A and B).

We observed that input maps varied in the laminar
and horizontal distribution of synaptic input sources
depending on the postsynaptic cell location within L2/3
(Fig. 3B and C). For quantification, we peak-normalized
the input maps, computed the input fractions per row
and column of the stimulus grid (Supplementary Fig. 3),
and sorted these based to their correlation with the cell’s
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depth within L2/3 in descending order (Fig. 3D and E).
As reported for auditory cortex (Meng et al. 2017), we
observed that the fraction of excitatory and inhibitory
input from L4 was positively correlated with the distance
between the cell and the pia (Fig. 3D and Supplementary
Fig. 3C, r = 0.42 and r = 0.38, P < 0.001, Spearman’s
correlation coefficient), with more superficial cells
receiving less fractional excitation and inhibition from
L4 in comparison to deeper cells. Excitatory input from
L2/3 displayed the opposite correlation (Fig. 3D, r = −0.27,
P < 0.001, Spearman’s correlation coefficient). Such
correlation was not present for inhibitory input from L2/3
(Fig. 3D, L2/3 IN, r = 0.08, P = 0.35, Spearman’s correlation
coefficient). Interestingly, while the excitatory input from
L5 was not related to pial depth, deeper cells received
more inhibitory input from L5 (L5 EX, r = 0.04, P = 0.61; L5
IN, r = 0.27, P < 0.01, Spearman’s correlation coefficient).
Finally, the difference between excitation and inhibition
arising from L4 did not significantly correlate with pial
depth (Supplementary Fig. 3C, bottom).

Along the horizontal axis, the maximum spatial extent
of the excitatory but not the inhibitory input distribution
in L2/3 is negatively correlated with pial depth, with
cells displaying a larger spatial extent in upper compared
to lower L2/3 (Fig. 3E and Supplementary Fig. 3D). This
suggests that the extent of cortical space across which
L2/3 PyrCs integrate within-layer information increases
gradually with decreasing pial depth.

To account for potential redundancies in the infor-
mation carried by the measured parameters, PCA was
performed on the entire set of 16 × 16 pixel input maps,
at the same time, for excitation and inhibition (Fig. 3F,
see Materials and methods). Prior to PCA, the input maps
were horizontally and vertically aligned based on the
soma position of each cell. The input maps corresponding
to the first three principal components (“eigenmaps,”
Fig. 3F) explained ∼40% of the variance for both excita-
tory and inhibitory inputs. Importantly, the first and the
third principal components significantly correlated with
the pial depth even though we accounted for cell location
information by alignment before performing PCA (Fig. 3G
and H, PC1 vs. pial depth, r = 0.43, P < 0.001; PC3 vs.
pial depth, r = −0.23, P < 0.01, Spearman’s correlation
coefficient). This indicates that the input pattern itself
contains information about the cell location. The
principal components were strongly related to the
vertical and horizontal spatial features of the input
maps described above. For example, while the PC1 weight
was significantly correlated with the difference between
the excitatory and inhibitory input fraction in L2/3
(r = 0.36, P < 0.001, Spearman’s correlation coefficient),
the PC3 weight was significantly correlated with the
difference between the excitatory and inhibitory input
fraction in L4 (r = −0.35, P < 0.001, Spearman’s correlation
coefficient).

Taken together, these results show that L2/3 PyrCs
display a gradual change in the spatial organization of
their input distributions with pial depth.

In vivo L2/3 pyramidal cells show
depth-dependent variations in stimulus
response amplitude and ocular dominance but
not in tuning heterogeneity
How do the observed gradual changes in the different
properties relate to visual responses of L2/3 PyrCs in bV1
in vivo? Previous recordings in L2/3 of mouse monocular
V1 showed a gradual change in the overall responsive-
ness and orientation as well as direction selectivity with
pial depth (O’Herron et al. 2020). However, the depth-
dependent distribution of other features like eye-specific
responsiveness have remained unaddressed so far.

To better understand eye-specific responsiveness and
feature selectivity as well as the change of binocular-
ity across the depth of L2/3 in bV1, we performed in
vivo 2-photon calcium imaging (Fig. 4A). For this, we
expressed GCaMP6m in L2/3 PyrCs (Weiler et al. 2018)
and imaged across depths ranging from 150 to 400 μm
(Fig. 4A–C). We extracted the following visually evoked
response features for each cell: preferred orientation
and direction, global orientation and direction selectivity
index (gOSI, gDSI), tuning width, maximum response
amplitude at the preferred stimulus direction, and ocular
dominance (Supplementary Fig. 4). To quantify ocular
dominance, we computed the ocular dominance index
(ODI; ranging from −1 to 1, with ODI < 0 indicating ipsi-
lateral and ODI > 0 indicating contralateral dominance,
Fig. 4B). To better compare depth-dependent changes, we
sorted response features in descending order according
to their correlation with the cell’s depth within L2/3
(Fig. 4D).

Although some response features displayed correla-
tions with pial depth, these were not significant (after
correction for multiple comparison) and far smaller than
the correlations observed with morphological, electro-
physiological, and input map parameters. However, per-
forming PCA on the in vivo response features yielded a
significant correlation between the pial depth and the
second principal component (Fig. 4D and E, PC2 vs. pial
depth: r = 0.09, P < 0.01, Spearman’s correlation coeffi-
cient). Moreover, when binning the data based on the rel-
ative pial depth (O’Herron et al. 2020), we observed depth-
dependent differences: PyrCs in the lower part of L2/3
showed significantly larger visually evoked responses
compared to PyrCs in the upper part (Fig. 4F, P < 0.001,
Wilcoxon rank-sum). Importantly, the overall proportion
of the visually responsive PyrCs was similar across the
depth of L2/3 (upper half: 51%, lower half: 47% of all
structurally detected PyrCs, see Materials and methods).

Given the previously described depth-dependent
changes of orientation selectivity within monocular V1
(O’Herron et al. 2020), we next compared the gOSI across
the depth of L2/3 (see Materials and methods). The gOSI
was similar for PyrCs in the upper and lower parts of
L2/3, both when including all cells (Fig. 4G) or only cells
with strong preferred response amplitude (third quartile,
c.f. O’Herron, data not shown). Similarly, the preferred
orientations of orientation selective cells (gOSI > 0.25)
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Fig. 4. In vivo response amplitude and ocular dominance are different between upper and lower L2/3 PyrCs in binocular V1. A) Experimental pipeline
for in vivo 2-photon calcium imaging experiments: Binocular visual cortex was identified through the skull by using IOS imaging (see Weiler et al. 2018).
Viral injections were then placed into bV1 and a cranial window implanted. After 2–3 weeks of viral expression, moving gratings of different orientations
and directions were displayed in front of the mouse. Shutters allow for independent stimulation of either eye. B) Example image volumes for one animal
(4 slices acquired with image plane depth increment of 25 μm, scale bar: 50 μm). Left, structural channel: frame-averaged mRuby2 fluorescence. Right,
color-coded response map of individual L2/3 PyrCs. Red and blue hues indicate ipsilateral (ODI < 0) and contralateral dominance (ODI > 0), respectively.
Magenta circle highlights example neuron. C) Calcium transients of example neuron highlighted in B in response to ipsi- or contralateral eye stimulation.
Bars below traces indicate duration of visual stimulus (scale bars: �R/R0 = 50%, 10 s, blue: contralateral stimulation, red: ipsilateral stimulation). D) Left,
Spearman’s correlations between visually evoked response features (global orientation and direction selectivity index, gOSI and gDSI, respectively;
ODI; maximal response to preferred orientation, R/R0max) and pial depth sorted in descending order. Error bars are 95% confidence intervals (gOSI,
gDSI, tuning width: n = 1216 cells, 32 mice; ODI, R/R0max: n = 1103 cells, from 32 mice). Multiple comparison corrected using Benjamini and Hochberg
procedure, FDR = 0.05. Right, contributions of the five visually evoked response parameters to the first three principal components. E) Pial depth plotted
against PC2 weight. Spearman’s correlation coefficient r indicated at top left. Linear fit is indicated in gray (n = 1021 cells, from 32 mice). F) Violin plots of
maximal response amplitude for upper and lower L2/3 PyrCs in bV1. Black line indicates mean, magenta line indicates median (n = 908 cells for upper,
n = 226 cells for lower part, from 32 mice). Asterisks indicate significant difference. G) Same as panel (F) for gOSI (n = 908 for upper, n = 226 for lower cells,
from 32 mice). H) Distribution of preferred orientation for upper and lower L2/3 PyrCs. J) Violin plots of ODI for upper and lower L2/3 PyrCs. Black line
indicates mean, magenta line indicates median (n = 908 for upper, n = 226 lower cells, from 32 mice). Asterisks indicate significant difference.
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were equally represented in the upper or lower part of
L2/3, although there was a slightly higher fraction of
PyrCs preferring more oblique oriented gratings (45◦) in
the superficial part of the layer (Fig. 4H).

When comparing the ocular dominance of PyrCs
across the depth of L2/3, we found a gradual change in
eye dominance, with cells in the lower part displaying on
average significantly larger contralateral eye dominance
(Fig. 4J, P < 0.05, Wilcoxon rank-sum). This suggests
that the eye dominance is differentially distributed
throughout L2/3.

In summary, in addition to gradual changes of morpho-
electric properties and functional input connectivity, sev-
eral in vivo stimulus response properties of L2/3 PyrCs in
bV1 also change with pial depth.

No evidence for distinct subtypes of L2/3
pyramidal cells based on structural and
functional properties
We describe depth-dependent changes in several prop-
erties which have been used to categorize PyrCs into
subtypes in the past (Vélez-Fort et al. 2014; Kim et al.
2015; Gouwens et al. 2019). Consequently, we next won-
dered whether these variations across L2/3 justify the
classification of PyrCs into discrete subtypes.

For evaluating the presence of clusters in the different
data sets, we used the extracted principal compo-
nents followed by a Dip test (Hartigan 1985; Adolfsson
et al. 2019) to assess multimodality in the principal
component weights (see Materials and methods). We
found that the weights of the first three principal
components for morphology, intrinsic properties, and
spatial distribution of functional input as well as visually
evoked response features did not show significant
multimodality, arguing against the presence of distinct
clusters (Fig. 5A, Hartigan’s Dip test). Moreover, when
plotting first and second PC weights against each other,
no clear separation was observed for any of the prop-
erties (Fig. 5B). This holds also for basal dendritic tree
morphology and suprathreshold electrophysiological
properties, which do not show correlations with pial
depth (data not shown).

Finally, we investigated crossmodal features in the
same L2/3 PyrCs. In a subset of 33 L2/3 PyrCs, we obtained
both their dendritic morphology as well as their intrin-
sic properties. Likewise, we reconstructed dendritic mor-
phology and mapped the functional input in a differ-
ent subset of 97 L2/3 PyrCs. When using a combined
PCA approach (apical dendrite properties combined with
either subthreshold or input connectivity properties) fol-
lowed by Hartigan’s Dip test (Supplementary Fig. 5), we
also found no evidence for separation into cell clusters,
which is in line with our previous observations. Impor-
tantly, also the combined PC weights were related to pial
depth (Supplementary Fig. 5). This suggests that even
though L2/3 PyrCs display quantitative differences in
their various properties, these differences do not justify

the separation of L2/3 PyrCs into discrete subpopulations
of cells.

Alternatively, rather than forming separate clusters,
L2/3 PyrCs appear to form a single, but inhomogeneous
set of neurons, whose properties follow a depth-
dependent continuum. To illustrate this better, we dis-
played individual cells in 2D UMAP plots for the different
data sets (Fig. 5C) via an embedding based on the first
three principal components in each case. The data points
aggregated together in single quasi-continuous clouds
rather than separating into well-delineated clusters.
However, by color coding cells according to their pial
depth in the UMAP plots, gradients become visible, which
show how morphology, electrophysiological properties,
and input maps systematically vary with pial depth.

In conclusion, morpho-electric features, local excita-
tory, and inhibitory inputs as well as visually evoked
response properties of L2/3 PyrCs continuously vary
across the depth of visual cortex, but this variability does
not indicate clusters.

Discussion
Our study shows that PyrCs vary in multiple properties
across the vertical extent of L2/3: (i) the apical dendritic
tree progressively spans less horizontal but more vertical
space with increasing depth; (ii) several subthreshold
properties gradually change with pial depth in contrast
to suprathreshold properties; (iii) PyrCs in the lower part
of L2/3 receive stronger ascending input from L4 com-
pared to PyrCs in the upper part, whereas the horizontal
extent of excitatory input is larger for upper versus lower
L2/3 PyrCs; and (iv) visual response properties, such as
ocular dominance and response amplitude, show depth-
dependent changes. All these changes take place contin-
uously and, thereby, do not justify categorization of L2/3
PyrCs into discrete subtypes.

Gradually changing morpho-electric properties of
L2/3 pyramidal cells
When considering the architecture of their apical tree,
PyrCs displayed a morphological continuum across L2/3.
PyrCs in lower L2/3 had a long apical dendrite with a tuft,
whereas PyrCs in upper L2/3 showed shorter but wider
apical trees that branched profusely in L1, as previously
described in monocular V1 (Larkman and Mason 1990;
Gouwens et al. 2019) and other sensory cortical areas
(Staiger et al. 2015). Interestingly, the total length as well
as the number of branch points of the apical tree did not
significantly vary between PyrCs located in the upper or
lower part of L2/3, which is similar to other sensory cor-
tical areas (Staiger et al. 2015). Hence, PyrCs throughout
L2/3 could, in principle, sample a comparable number of
synaptic inputs, although they display variations in their
horizontal as well as vertical extent.

In contrast to the apical tree, the basal dendritic trees
did not show any strong relation with pial depth in the
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Fig. 5. Continuum-like variation of dendritic morphology, subthreshold electrophysiological properties, functional input, and visually evoked response
properties with pial depth. A) Distribution of principal component weights and Dip test results for multimodality for the first three principal components
calculated for apical tree morphology, subthreshold properties, functional excitatory and inhibitory input maps, and visually evoked response properties
(from top to bottom). B) Principal component weights PC1 and PC2 from panel (A) plotted against each other. C) UMAP projections color-coded for relative
pial position. The UMAP embedding was performed using the first three principal component weights of the respective data sets. Dimension 1 (dim1)
and 2 (dim2) are plotted. Data sets from top to bottom: n = 189 cells, from 76 mice; n = 137 cells, from 41 mice; n = 147 cells, from 56 mice; n = 1,021 cells,
from 32 mice.

present study. This is in line with previous reports show-
ing that basal dendritic trees do not significantly vary
across sensory cortical layers (Bielza et al. 2014; Kanari
et al. 2019).

The morphological architecture of apical dendrites has
been shown to be associated with specific suprathresh-
old electrophysiological properties, such as firing pat-
terns (Mainen and Sejnowski 1996; Deitcher et al. 2017),
or subthreshold properties, such as input resistance

(Tyler et al. 2015). Numerous studies have reported
differences in the subthreshold electrophysiological
properties of superficial versus deep L2/3 PyrCs (Zaitsev
et al. 2012; Staiger et al. 2015; Van Aerde and Feldmeyer
2015). The most prominent and consistent difference is
that more superficial L2/3 PyrCs show a higher input
resistance as well as a slower membrane time constant
compared to lower L2/3 PyrCs (Staiger et al. 2015; Van
Aerde and Feldmeyer 2015; Luo et al. 2017), but see
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(Deitcher et al. 2017). Similarly, we found a significant
negative correlation of input resistance and membrane
time constant with cortical depth in L2/3 PyrCs of mouse
bV1. Additionally, analyzing the correlations between
morphology and electrophysiology directly in the same
cells, we found a tendency for the total dendritic length
to be negatively correlated with the membrane time
constant. The input resistance variance resulted in
differences in neuron excitability (as measured via
Rheobase in our study). Therefore, cells in the upper
regions of L2/3 could in principle be more strongly
activated with the same input strength compared to
lower L2/3 cells. Indeed, L2 PyrCs in monkey V1 show
higher levels of ongoing activity compared to L3 PyrCs
(Gur and Snodderly 2008).

Taken together, the gradual depth-dependent changes
in morpho-electric properties of L2/3 PyrCs shape the
input and output relationships of these neurons and ulti-
mately influence the functional information processing
across this layer.

Depth-dependent laminar circuits and functional
response properties of L2/3 pyramidal cells
Following the depth-dependent morpho-electric varia-
tions of L2/3 PyrCs, we found that the spatial organi-
zation of excitatory and inhibitory intracortical inputs
to L2/3 gradually changes with cortical depth. A depth-
dependent change of intracortical connectivity in L2/3
was also observed in the primary somatosensory
cortex as well as the primary auditory cortex using
a similar circuit mapping approach (Staiger et al.
2015; Meng et al. 2017). These studies found that L2/3
PyrCs close to the L4 border receive more ascending
excitatory L4 input compared to the L2/3 PyrCs close
to the L1 border, which is consistent with our results.
Moreover, superficial L2/3 PyrCs received stronger
intralaminar excitatory input compared to PyrCs closer
to L4. Additionally, the excitatory horizontal extent
of input coming from L2/3 was greater for cells in
the upper part compared to cells in the lower part
of L2/3, similar to the auditory cortex (Meng et al.
2017). However, in the visual cortex, we only observed
this for inputs from within L2/3 and not from any other
layer, which is in contrast to the auditory cortex.

The gradual change of input sources reported here
suggests a functional continuum: L2/3 PyrCs at the bor-
der to L4 predominately receive ascending feedforward
input from L4 in conjunction with L4-mediated inhi-
bition. The contribution of L4 input becomes progres-
sively smaller in the superficial part, where ultimately
intralaminar input dominates.

We found that the visually evoked response ampli-
tude was larger in lower L2/3 PyrCs compared to more
superficial L2/3 PyrCs, which is in line with a recent
report in monocular V1 (O’Herron et al. 2020). Strong
L4 input paired with direct thalamic input (Morgenstern
et al. 2016) to PyrCs in the lower part of L2/3 could
led to a stronger feedforward drive compared to upper

L2/3 PyrCs and thereby to the observed differences in
response amplitudes. Other in vivo tuning properties,
such as orientation selectivity, were not significantly dif-
ferent across the depth of L2/3 in our study. This is at
odds with previous studies in the monocular part of V1
performed in macaques and mice (Gur and Snodderly
2008; O’Herron et al. 2020), where the orientation selec-
tivity was stronger in superficial L2/3. Future work needs
to address whether this discrepancy in mouse V1 across
studies is due to a difference in the depth-dependent
distribution of this particular property in L2/3 between
the monocular and binocular visual cortex, or whether
the difference arises from different types of visual stimu-
lation (full-field visual stimulation vs. centered stimula-
tion covering only binocular visual space; 1.5 Hz vs. 3 Hz
temporal frequency).

With respect to ocular dominance, we find that L2/3
PyrCs closer to the border to L4 are on average dominated
by the contralateral eye. This degree of contralateral
dominance could in principle be inherited from L4 and/or
direct thalamocortical projections (Morgenstern et al.
2016), but future research would be needed to address
this contralateral bias.

Taken together, depending on where PyrCs and their
corresponding input sources are located, the functional
connectivity may directly influence specific functional
response properties.

Absence of well-defined clusters of L2/3
pyramidal cells
The observed depth-dependent variations in the dif-
ferent types of properties extracted in the present
study did not support clustering due to their unimodal
distributions, which argues against the subdivision
of L2/3 PyrCs into discrete cell types. Likewise, also
adding all parameters of the respective data sets
that were uncorrelated with pial depth, as well as
combining crossmodal features in the same analysis, led
to unimodal distributions and therefore did not support
clustering. We thus did not find discrete subtypes of L2/3
PyrCs, which is different from the auditory cortex, where
clustering was demonstrated on laminar input fractions,
however, without prior testing for multimodality (Meng
et al. 2017). Instead, we find a continuum of cellular
properties across this layer (Scala et al. 2020). It would
be of interest to apply the presented clusterability tests
(Adolfsson et al. 2019) on different data sets for L2/3
PyrCs from other cortical regions, both in rodents as well
as other species, to test the generalizability of a depth-
dependent functional continuum within L2/3 across
cortical areas.

Why is it that there is a continuum-like parameter
distribution of the different properties within L2/3? One
reason could be the associative role of L2/3 in comparison
to other layers. For example, an important output route
of information from L2/3 PyrCs is via L5 and L6 PyrCs.
In contrast to L2/3 PyrCs, L5 and L6 PyrCs separate
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into distinct subtypes based on the same parame-
ters investigated in this study (Schubert et al. 2001;
Vélez-Fort et al. 2014; Kim et al. 2015; Tasic et al. 2016;
Gouwens et al. 2019). The most crucial differences
between the infragranular layers and L2/3 are their
output projections and their computational role. L5
and L6 contain IT as well as ET neurons, whereas L2/3
only contains IT neurons (Harris and Shepherd 2015;
Peng et al. 2021). Furthermore, PyrCs in L2/3 employ a
different coding scheme compared to the infragranular
layers. L2/3 PyrCs use sparse coding, whereas PyrCs in
infragranular layers operate with a dense coding scheme
(reviewed in (Harris and Mrsic-Flogel 2013; Petersen and
Crochet 2013). This indicates that computations in L5
and L6 are performed with projection-specific divisions,
whereas within L2/3, such divisions in “hardware” are
largely absent, with individual neurons being rather
embedded in different IT (cortical–cortical) subcircuits,
serving the associative role of this layer.

In conclusion, numerous neuronal properties of PyrCs
gradually change with the cortical depth in L2/3. This
makes L2/3 a unique cortical layer, where information
processing is based on pyramidal neurons with a con-
tinuous property space rather than discrete neuronal
subtypes.
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