
 

 

Image Quality Evaluation of Projection- and Depth Dose-Based Approaches 1 

to Integrating Proton Radiography Using a Monolithic Scintillator Detector 2 

Irwin Tendler  3 

Department of Radiation Physics, The University of Texas MD Anderson Cancer Center, 4 
Houston, TX 77030, USA 5 

Daniel Robertson 6 

Division of Medical Physics, Department of Radiation Oncology, Mayo Clinic Arizona, 5881 E 7 
Mayo Blvd, Phoenix, AZ 85054, USA 8 

Chinmay Darne, Rajesh Panthi, Fahed Alsanea 9 

Department of Radiation Physics, The University of Texas MD Anderson Cancer Center, 10 
Houston, TX 77030, USA 11 

Charles-Antoine Collins-Fekete 12 

Department of Medical Physics and Biomedical Engineering, University College London, 13 
London  14 

Sam Beddar* 15 

abeddar@mdanderson.org 16 

Department of Radiation Physics, The University of Texas MD Anderson Cancer Center, 17 
Houston, TX 77030, USA 18 

The Graduate School of Biomedical Sciences, The University of Texas MD Anderson Cancer 19 
Center, Houston, TX 77030, USA 20 

*corresponding author  21 

Funding Details / Acknowledgements: The research reported in this publication was supported 22 
by the National Cancer Institute/National Institutes of Health under award number P30CA016672 23 
and the Radiation Oncology and Cancer Imaging Program.   24 

Conflict of Interest: The authors have no relevant conflicts of interest to disclose.  25 



 

 

Abstract (300 word limit) 26 

The purpose of this study is to compare the image quality of an integrating proton 27 

radiography system, composed of a monolithic scintillator and 2 digital cameras, using integral 28 

lateral-dose and integral depth-dose image reconstruction techniques. Monte Carlo simulations 29 

were used to obtain the energy deposition in a 3D monolithic scintillator detector (30 × 30 × 30 30 

cm3 poly vinyl toluene organic scintillator) to create radiographs of various phantoms – a slanted 31 

aluminum cube for spatial resolution analysis and a Las Vegas phantom for contrast analysis. The 32 

light emission of the scintillator was corrected using Birks scintillation model. We compared two 33 

integrating proton radiography methods and the expected results from an idealized proton tracking 34 

radiography system. Four different image reconstruction methods were utilized in this study: 35 

integral scintillation light projected from the beams-eye view, depth-dose based reconstruction 36 

methods both with and without optimization, and single particle tracking proton radiography was 37 

used for reference data. Results showed that heterogeneity artifact due to medium-interface 38 

mismatch was identified from the Las Vegas phantom simulated in air. Spatial resolution was 39 

found to be highest for single-event reconstruction. Contrast levels, ranked from best to worst, 40 

were found to correspond to particle tracking, optimized depth-dose, depth-dose, and projection-41 

based image reconstructions. The image quality of a monolithic scintillator integrating proton 42 

radiography system was sufficient to warrant further exploration. These results show promise for 43 

potential clinical use as radiographic techniques for visualizing internal patient anatomy during 44 

proton radiotherapy.  45 
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1. Introduction 47 

1.1 Proton Radiography  48 

Currently, one of the greatest obstacles preventing clinicians from taking advantage of the 49 

full potential of proton therapy (PT) is the inability to accurately convert X-ray CT Hounsfield 50 

Units to proton stopping power ratios (SPRs) – variability in SPR leads to increased range 51 

uncertainties in PT planning.1 The standard practice of applying blanket correction factors to 52 

account for range uncertainties negatively influences the conformity of dose distribution of PT and 53 

unnecessarily increases exposure to normal tissue.2,3 Proton radiography (PR) is a method that can 54 

be used to potentially alleviate PT range uncertainty issues by using radiographs generated via the 55 

therapeutic proton beam to more directly and accurately measure patient-specific SPRs.4  56 

During radiation treatment, patients can experience macroscopic anatomical changes such 57 

as tumor shrinkage/progression, weight gain/loss, etc. Thus, re-evaluation of the SPR throughout 58 

the duration of treatment is important to ensuring continued targeted and conformal beam delivery. 59 

PR offers a streamlined strategy for obtaining repeat measurements of SPR, an essential step of 60 

adaptive treatment planning, with minimal extraneous dose.5 In addition to reducing SPR 61 

uncertainty, PR can be used as a tool for assisting with patient setup.  62 

PR provides a beam’s-eye view of the patient in the treatment position without the need of 63 

an additional radiation source (the therapy proton source is used to create the image). In turn, target 64 

misalignment errors caused by patient movement between the planning and delivery stages of PT 65 

can potentially be minimized. Furthermore, PR can feature a lower imaging dose (compared to 66 

digitally reconstructed X-ray radiographs) and allows for the ability to capture proton “port films” 67 

useful for field verification – a safety feature often used in photon therapy that is only available 68 

for proton radiography, not other types of image guidance in proton radiotherapy.6,7  69 



 

 

1.2 Proton Radiography Detectors  70 

Proton radiography detectors can primarily be categorized into two groups: integrating and 71 

single particle tracking detectors. Single particle tracking detectors, otherwise known as proton-72 

tracking systems, employ position-sensitive high-speed detectors placed along both the entrance- 73 

and exit-sides of the patient, see Figure 1. These detectors provide high imaging accuracy by 74 

tracking individual proton trajectories and measuring their respective energy loss after traversing 75 

the patient. The residual energies of each proton are measured using a calorimeter. This data is 76 

combined with path length information to determine the water equivalent thickness (WET) along 77 

each proton’s trajectory.8 Images are reconstructed by accounting for individual proton energy loss 78 

using these various data points. This type of high-fidelity imaging comes at the cost of an increased 79 

imaging time, system complexity and financial cost.9   80 

 81 
Figure 1: Schematic of a typical proton-tracking system. 82 

 83 
Integrating proton radiography systems generate images by integrating the acquired proton 84 

fluence using a single detector placed beyond the patient. Proton dose can be integrated via the 85 

whole field  (passive scattering|) or one spot at a time (pencil beam scanning), and WET values 86 

are derived either from integral depth-dose profiles or two-dimensional projections of the proton 87 

dose distribution.10–13 Compared to particle traking, this method requires simpler and less 88 

expensive instrumentation: multi-layer ionization chambers or commercial off-the-shelf cameras 89 



 

 

can be used instead of high-speed electronics and particle tracking detectors. Additionally, proton-90 

integrating technologies can operate using normal therapeutic beam parameters without the need 91 

to modify the beam transport system to achieve ultra-low proton fluence, as is currently required 92 

for single particle-tracking detectors.14 Since a higher dose rate can be used during proton-93 

integrating imaging, acquisition speeds can potentially be quicker versus particle-tracking 94 

techniques. Furthermore, because the data from integrating detectors is simpler, image 95 

reconstruction is much less computationally intensive, leading to faster image processing (dozens 96 

vs. single minutes, proton tracking vs. integrating image processing).7,15 The drawbacks in this 97 

case are a sacrifice in spatial resolution and possibly higher dose exposure to the patient – more 98 

protons must be administered as there is less information recorded per proton.16  99 

1.3 Integrating Proton Radiography 100 

 Two approaches to creating integrating proton radiographs are the beam’s-eye-view 101 

projection-based and depth dose profile methods. To obtain beam’s-eye-view projection, the 102 

proton beam is directed, either using passive scattering or spot scanning, into a large solid 103 

scintillator block.10 Scintillation light generated from within the block is captured by a camera 104 

facing along the axis of the beam. Individual pixel intensities are then converted to WET metrics 105 

by using a calibration look-up table; calibrations factors are obtained by irradiating buildup 106 

material of increasing thickness, thereby producing a light intensity vs. WET curve.11 Image 107 

processing steps include: 1) background subtraction 2) median and Gaussian filtering 3) light 108 

scattering correction and 4) conversion of pixel intensity to proton range using the previously 109 

described look-up table. The advantages of this system – simple instrumentation and large field 110 

size imaging – are not without downsides as a lack of integral depth-dose (IDD) data may reduce 111 

WET accuracy and proton scatter may contribute to decreased spatial resolution.10,11,17   112 



 

 

 The depth dose-based proton radiography method measures WET values using depth dose 113 

curves of individual proton pencil beams (e.g. from a multi-layer ionization chamber, or MLIC) 114 

combined with the lateral position of the beam as reported by the integrated spot position monitor 115 

in the proton delivery system’s nozzle.18 The initial output from this system may undergo 116 

deconvolution or optimization via image processing to improve spatial resolution.13,19 MLICs are 117 

prevalent in many radiation oncology departments allowing for easier adaptation to PR as 118 

additional imaging hardware is not required. The drawback of IDD-based PR is that the size of the 119 

field that can be imaged by the MLIC is inherently small due to lateral dimensions of the device – 120 

numerous images must be obtained using couch shifts.12  121 

 The objective of this study is to compare the image quality of the projection- and depth 122 

dose-based integrating proton radiography techniques.  We aim to accomplish this goal through 123 

Monte Carlo simulations of a large-volume solid plastic scintillator placed in the beam path using 124 

a multi-camera setup. The number of protons chosen for simulation represent a clinically relevant 125 

scenario in terms of imparted imaging dose. Contrast-to-noise ratios (CNR) and spatial resolution, 126 

established metrics for quantitative image analysis, are used to assess the quality of images 127 

resulting from these simulations. Previous work has shown that proton radiography is feasible 128 

using a single-camera scintillator imaging system.20 Potential experimental setups utilizing 129 

multiple cameras for imaging of proton beams has also been described.21 Light emission from a 130 

monolithic scintillator placed in the path of the beam is captured in the lateral and beam’s-eye-131 

view using 2 digital cameras.  This detector setup provides an advantage for our study, as it enables 132 

a direct comparison of the projection- and depth dose-based proton radiography methods by 133 

simultaneously acquiring both types of data with a single detector.  The Monte Carlo data 134 

facilitates a comparison between the integrating proton radiography methods and the expected 135 



 

 

results from an idealized proton tracking radiography system. In addition to evaluating the image 136 

quality of these different proton imaging approaches, we also identify unique imaging artifacts and 137 

explore their causes and suggest potential correction methods. 138 

2. Methods 139 

2.1 Monte Carlo Simulation 140 

A Geant4 Monte Carlo software toolkit (version 10.6) was used to simulate clinical proton 141 

pencil beams passing through various phantoms; the distribution of energy deposition was 142 

obtained by transmitting proton beams through a cubic plastic scintillator.22 Table 1 provides 143 

simulation parameters used during Monte Carlo studies following AAPM TG-268 guidelines.23  144 

We considered a total of 100 x 100 200-MeV proton pencil beams with virtual source located 145 

within a 30 × 30 cm2 array such that all the beams travelled in parallel towards the phantom – 146 

beams were sampled uniformly across the surface of the phantom. Additionally, image artifact 147 

studies were conducted using half beam spacing (200 x 200 beams) and double the standard 148 

deviation (14.1 mm FWHM). The total number of protons simulated was 1.84 x 109; each pencil 149 

beam consisted of roughly 7.36 x 105 protons and had a spatial structure of ∆𝑥 = 0.0 mm, ∆𝑦 =150 

0.0 mm,	∆𝑧 = 0.0 mm, and a spread of 𝜎! = 3 mm and 𝜎" = 3 mm. Figure 2 shows a schematic 151 

of the simulation setup. The number of protons chosen for simulation represents a clinically 152 

relevant scenario of 2 – 4 mGy per radiograph (considering cross-talk between pencil beams). 153 

Therefore, when considering tomographic clinical applications wherein 1 image is acquired per 154 

degree of rotation, a dose of approximately 72cGy - 140 cGy is expected. This dose due to imaging 155 

is on the high compared to current imaging modalities, however, it is expected that it will be 156 

substantially reduced as these imaging techniques discussed in this report are further optimized for 157 

clinical implementation. 158 



 

 

 159 
Figure 2:  Schematic of the simulation (A) and experimental (B) setup. Dotted blue and red 160 
rectangular prisms represent perspectives of the lateral and beam’s eye view cameras / detectors 161 
in (A).  162 

 The simulation included: (i) an aluminum cube (4 x 10 x 10 cm, depth x width x height) 163 

placed in a homogeneous water cube of 20 cm side and slanted by 2.5o along the beam axis for 164 

spatial resolution analysis and (ii) a “Las Vegas” phantom for contrast analysis. Please note that 165 

the two-detector panel setup used in the simulation differs slightly from the experimental setup 166 

which utilizes only a single panel. A detailed description of the Las Vegas phantom has been 167 

previously given (aluminum square-faced block with 17 holes of varying diameter, 0.5 – 15 mm, 168 

and depth 0.5 – 4.5 mm).24 The proton beam transmitted from the phantom was incident on a 30 × 169 

30 × 30 cm3 EJ-260 organic scintillator (Eljen Technologies, Sweetwater, Tx) – a green emitting 170 

polyvinyl-toluene based scintillator composed of hydrogen (5.21 atoms/cm3) and carbon (4.70 171 

atoms/cm3)  with a density of 1.023 g/cm3.The standard electromagnetic (EM) physics model, 172 



 

 

emstandard_opt4, was used for high accuracy particle tracking in Geant422. In each simulation 173 

setup, the energy deposition and particle-averaged LET were scored for each step individually 174 

(energy loss weighted per step length) within a 1 mm3 grid in the scintillator; results are shown 175 

based on the quenched light emission from Birks’ law, see equation #125: 176 

𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛	#1:	
𝑑𝐿
𝑑𝑋 = 𝑆	

𝑑𝐸
𝑑𝑋

1 + 𝑘#
𝑑𝐸
𝑑𝑋

 177 

where dL is the differential light yield for a differential path dX (a step in our simulation), S is the 178 

scintillation efficiency set to 1.0 in our simulation, dE/dX represents individual particle LET, 𝑘# 179 

is the Birks constant. Recently, a method – open source software package, ExcitonQuenching – 180 

for calculating Birks kB factor for scintillators based on material and physical properties has been 181 

published.26 The EJ-260 (Eljen Technologies, Sweetwater, TX) scintillator block utilized in this 182 

study is composed of mainly polyvinyl toluene, yielding a kB = 1.59 x 10-2 cm/MeV. Since light 183 

emission metrics are herein reported in terms of energy, kB can be used to convert results to light 184 

(photon) yield. No light diffraction or parallax effects are accounted for in this simulation and the 185 

light yield is projected in parallel from the point of emission until the detection plane. 186 

 187 
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Table 1: Table outlining parameters utilized for Monte Carlo simulations (following AAPM TG-195 
268 guidelines)23 196 

Item Name Description References  
Code, version/release date Geant4.10.6.p01 Agostinelly 22 
Validation ICRU 73 stopping powers 

incorporated into Geant4 
including media such as 
water. Analysis of Bragg peak 
position precision, particle 
dose distributions, and 
FWHM accuracy are 
described.  

Lechner27 

Timing N/A N/A 
Source description Parallel beam orthogonal to 

the plane of projection 
N/A 

Cross-sections G4HadronElasticPhysics and 
emstandard_opt4    

Lechner27 and Hall28 

Transport parameters MCS based on Lewis theory  
using the Urban model 

Goudsmit29 and Urban30 

VRT and/or AEIT N/A N/A 
Scored quantities Energy deposition, fluence-

averaged LET, and the 
number of emitted photons 

N/A 

# histories / statistical 
uncertainty 

4x107 histories, no uncertainty 
analysis performed 

N/A 

Statistical methods Average light emitted by 
passively scattered pencil 
beams considering pencil 
beam by pencil beam 

N/A 

Post processing  Fluence-averaged LET was 
transformed to quenched light 
using Eq. 1 along the central 
beam axis 

Birks25 
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2.2 Reconstruction Methods 204 

 Four different reconstruction methods were utilized in this study: projected scintillation 205 

light at the distal camera, depth dose-based reconstruction methods both with and without 206 

optimization, and list-mode single-particle tracking proton radiography was used for reference 207 

data.12,13,20 Each of these methods are explained in detail here below.  208 

2.2.a List-Mode Single-Particle Tracking Proton Radiography     209 

 In list-mode proton radiography, energy, position and direction for individual particles is 210 

acquired at the front and at the rear tracker. Many radiograph reconstruction methods exist, such 211 

as maximum-likelihood reconstruction and binning at depth on the front tracker/rear tracker.31,32 212 

Each of these methods is associated with unique noise and spatial resolution considerations.32 For 213 

simplicity, simulations in this study, we considered list-mode proton radiography binned at the 214 

rear tracker, see Fekete et. al for further details.31,34  215 

2.2.b Projected Scintillation Light Captured at the Distal Camera 216 

 The distal camera directly captures light emitted from the scintillator, which acts as a 217 

surrogate for the total energy deposited in and LET of the medium.10,11,20 Light captured by the 218 

distal camera is converted to WET by using a series of calibration curves generated by irradiating 219 

phantoms of various thicknesses, see supplementary material for further explanation.10,11 This 220 

method is expected to provide higher spatial resolution when compared to the below-mentioned 221 

lateral reconstruction technique due to the finer gridding of the camera sensor. Unfortunately, 222 

however, it may also suffer from comparatively worse contrast due to the inherent properties of 223 

energy to range conversion when compared to direct range measurements.34   224 

  225 



 

 

2.2.c Depth Dose Profile Imaging Without Optimization 226 

The lateral (X-Y) and (X-Z) cameras acquire 2-D lateral Bragg peak profiles. The position 227 

of the 80% dose point following the Bragg peak maximum is computed for irradiations both with 228 

and without a phantom in the beam/scintillator path. The difference between the two traces relates 229 

the relative stopping power of the scintillator to a shift in water equivalent thickness experienced 230 

by each pencil beam when traversing the phantom. The result of this reconstruction technique 231 

produces a coarse map of WET limited in spatial resolution by both the scattering diffusion through 232 

the phantom and by the pencil beam grid sampling.  233 

2.2.d Depth Dose Profile Imaging with Optimization 234 

As mentioned above, lateral images can be used to provide a direct map of WET when 235 

combined with reference measurements and beam spot position This is accomplished by 236 

accounting for differences in the Bragg peak position generated from irradiations with and without 237 

a phantom in the beam path. Depth dose profile imaging can only be employed when recording 238 

individual pencil beams, thereby excluding passive scattering systems. Recently, it was. 239 

demonstrated that the lateral profile imaging can be used in a reconstruction framework given the 240 

right base representation equation.12,13 Indeed, lateral image reconstruction relies on the fact that 241 

the measured Bragg peak profile can be represented by the reference Bragg Peak profile (without 242 

phantom) shifted by a convolution of the water equivalent thickness.12,13 This is expressed in 243 

equation #2: 244 

𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛	#2:	𝑫𝒎(𝑧%) = 𝑮𝑫𝒓(𝑧% +𝑾)	 245 

Where Dm represented the value of an individual measured Bragg Peak at depth zi, G is the 2-D 246 

Gaussian weighting convolution kernel, W is the water equivalent thickness of the projection, and 247 



 

 

Dr is reference measurement Bragg Peak. With such information, one can potentially build 248 

minimization algorithm to minimize this equation based on variation in W. However, accounting 249 

for the normal distribution of the fluence during the convolution process is a non-trivial problem 250 

– Eq. 2 does not account for multiple Coulomb scattering since the Gaussian kernel is the same at 251 

all depth. Thus, to note, estimating W from measurements of Dm requires the computation of the 252 

inverse of G, which is non-trivial. Published reports propose using a curvelet minimization method 253 

– where curvelets coefficients are minimized in accordance to the above fidelity equation – enacted 254 

across an interpolated grid as solution that simultaneously improves spatial resolution and refines 255 

gridding.12,13 256 

3. Results & Discussion 257 

3.1 Artifact Reduction 258 

Proton radiography conducted under the regime of passive beam scattering irradiation has 259 

been previously shown to induce artifacts and image quality deterioration at object-medium 260 

interfaces.10,11 Specifically, images of biological (poultry bone and muscular tissue) and an acrylic 261 

cylinder (2 mm thickness) filled with water, demonstrated that pixel intensity values on the side 262 

of edge and medium were over- and under-estimated, respectively. Proton radiography simulation 263 

images of a Las Vegas phantom undergoing passive scattering irradiation in air are shown in Figure 264 

3. Image formation within the beam’s-eye projection process combines both fluence and energy 265 

loss information, whereas list-mode events only account for energy loss on a particle by particle 266 

basis. Thus, image signal is affected by the scattering effect caused by the phantom on the incident 267 

beam. To test this hypothesis, list-mode data was compared to cumulative (fluence and energy loss 268 

representing a beam’s-eye view projection scenario) and average (only energy loss per particle 269 

representing a list-mode radiography scenario) signals, as shown in Figure 3A & 3B. A net 270 



 

 

scattering direction on the Las Vegas phantom edge between air and aluminum creates an increased 271 

fluence outside the phantom, which in turn leads to an increased signal. However, in the average 272 

signal image, this peak disappears since fluence effects are negated. The average relative over- and 273 

under-shoot at the edge (symmetrical on both sides of the phantom) was 36% and 52.5%, 274 

respectively. Image artifacts were substantially improved by altering the standard deviation and 275 

simulation beam spacing. Overshoot at the edge was found to be 22% and 17% for double standard 276 

deviation (14.1 mm vs. 7.05 mm FWHM) and half pencil beam spacing (200 x 200 beams vs. 100 277 

x 100 beams), respectively. Undershoot at the edge was found to be 15.4% and 11.6% for double 278 

standard deviation and half pencil beam spacing, respectively. It should be noted that this artifact 279 

is not visible for slanted edge simulation data (aluminum sheet) because the medium (water) does 280 

not provides such a sharp gradient with a lesser scattering (normal distribution of the beam fluence) 281 

impact. Quantification and deeper understanding of this artifact is clinically relevant since 282 

medium-interface mismatch commonly occurs within the human anatomical structure e.g. nasal 283 

cavity in head, lung-chest wall, etc.  284 



 

 

 285 
 286 
Figure 3: A) Cumulative image of Las Vegas phantom generated using 100 x 100 pencil beams 287 
(7.05 mm FWHM) normalized to the maximum intensity pixel value. Black box represents matrix 288 
of pixels that were averaged for creating of line profiles. B) Line profiles for average and 289 
cumulative (sum) data sets – data is shown normalized to maximum pixel intensity within the 290 
average measurements. C) Cumulative image produced using half beam spacing (200 x 200 pencil 291 
beams), corresponding summed line profile is shown in D. E) Cumulative image produced using 292 
double the standard deviation, 6mm, corresponding line is shown in F. Single colorbar shown in 293 
units of normalized counts. Note that counts refers to number of particles emitted in a voxel.  294 



 

 

 295 
3.2 Spatial Resolution          296 

 Spatial resolution was found to be highest for single-event reconstruction, however, its 297 

limits could be pushed further since images were recorded at the rear tracker, see Figure 4.8 It was 298 

found that peaks (representing detectable “holes” in the Las Vegas phantom) along the indicated 299 

X and Y axis were 2-4, 3-5, 2-3, and 5-5 for DD, DD-opt, BEV, and PTrac reconstruction methods, 300 

respectively, see Table 2. Spatial resolution for scintillation light images was lower compared to 301 

single-event reconstruction due to scattering through the scintillator.  Interfaces in DD and DD-302 

opt are sharper when compared to BEV and PTrac reconstruction methods – slope of line profile 303 

is sharper when crossing from hole-aluminum interfaces. This was further shown during imaging 304 

of the slanted edge phantom, Figure 4 (FWHM for DD and DD-opt were found to be, on average, 305 

4.5% more sharp and accurate when compared to BEV and PTrac).  However, WET values are 306 

more accurate in between holes when compared to the other reconstruction methods as is 307 

evidenced by stable and flat readings 50 ± 1 mm. In imaging using depth dose profiles without 308 

minimization, the spatial resolution is limited by three factors: the pencil beam size, sampling 309 

(3mm spread and 3mm distance in this study), as well as the scattering within the phantom.  310 

Specifically, when comparing the depth dose (DD) and depth dose-optimized (DD-opt) methods 311 

to the beam’s-eye view and particle tracking methods, scattering effects in the phantom were 312 

identical. However, scattering at the detector were diminished for DD and DD-opt since the dose 313 

of many protons is integrated along the plane of the detector. Due to the choices made here, the 314 

spatial resolution is particularly strongly limited by the sampling with a Nyquist frequency cutoff 315 

(f=1/2a, where a is the sampling rate) of 1.6 lp/cm.   316 

Table 2: Summary of the key findings (CNR, Las Vegas phantom spatial resolution, and 317 
FWHM) for each of the reconstruction methods described in this report. * represents poorly 318 
defined peaks 319 



 

 

Reconstruction 
Method CNR 

Spatial Resolution (# 
of discernable Las 

Vegas holes) 
FWHM (# of pixels) 

DD 5.1 X = 1 
Y = 2 100 

DD-opt 77.6 X = 3 
Y = 5 103 

BEV 83.3 X = 3* 
Y = 4* 105 

PTrac 226.2 X = 5 
Y = 5 108 

 320 

 321 
Figure 4: Row 1 shows reconstruction results of depth-dose (DD), depth-dose-optimized (DD-322 
opt), beam’s eye view (BEV), and single particle tracking (PTrac) for a Las Vegas phantom. Row 323 
2 and 3 show x and y line profiles respectively. Distance along profile is in units of pixels. Colorbar 324 
is shown in units of WET (mm) and is applicable to all Las Vegas phantom images.  325 
 326 

 327 



 

 

A strategy suggesting spatial resolution improvements by interpolating on a finer grid has 328 

been published.12,13 However, this method has no effect on spatial resolution in a conventional 329 

phantom (e.g. slanted edge and line-pairs) as it does not decompose the Bragg peak signal into 330 

well-defined peaks – the sharp edges are poorly represented.12,13 The methodology presented in 331 

reference #13 accounts for the difference between measured and simulated IDDs, both of which 332 

have range mixing. Thus, this strategy proposes a method using interpolation within the 333 

optimization to generate a thinner image; however, this does not further improve the spatial 334 

resolution as demonstrated in this report. This is mostly due to the fact that the optimization 335 

algorithm seeks to determine individual shifts in WET corresponding to single differences for each 336 

pencil beam. When a reference Bragg peak is split into two Bragg peaks, due to crossing of an 337 

interface, this algorithm yields the highest WET of the two. Therefore, in this study, we could not 338 

demonstrate any improvement in spatial resolution from this methodology.  339 

Furthermore, experimental data showed reconstructions completed using this methodology 340 

were limited by the sampling of the pencil beam. The modulation transfer function (MTF) is a 341 

direct measurement of the spatial resolution at different frequencies – it helps us compare the 342 

capacity of resolving small features between the different modalities. The MTF range from 0 – 0.1 343 

was shifted for scintillation light signal versus single-event reconstruction, see Figure 6. The 344 

scintillation light images had a higher MTF at higher spatial frequencies when compared to single-345 

event reconstructions.  346 



 

 

 347 
Figure 5: Row 1 shows reconstruction results of depth-dose (DD), depth-dose-optimized (DD-348 
opt), beam’s eye view (BEV), and single particle tracking (PTrac) for a slanted edge aluminum 349 
phantom. Row 2 and 3 show x and y line profiles respectively. Distance along profile is in units 350 
of pixels. Colorbar is shown in units of WET (mm). 351 
 352 

 353 
Figure 6: Modulation transfer function versus normalized spatial frequency for scintillation-based 354 
images and single event reconstruction. MTF units are line pairs / mm 355 
3.3 Imaging Contrast  356 



 

 

Contrast levels (contrast-to-noise ratio, CNR) was measured using Equation 335: 357 

𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛	3:	𝐶𝑁𝑅 = 	
|𝜇'() − 𝜇#*+|

H𝜎'(), + 𝜎#*+,
 358 

CNR ranked from best to worst, were found to correspond to single-event WET (CNR = 226.2), 359 

depth dose with optimization (CNR = 77.6), depth dose without optimization (CNR = 5.1), and 360 

beam’s-eye view projection (CNR = 83.3) image reconstructions, see Figure 5. The impact of 361 

quenching effects near, or at, the Bragg peak shift should be considered when comparing precision 362 

and contrast of the reconstructed signal between scintillation light and Bragg peak shift. This is 363 

mainly because scintillation light data is a surrogate for differences in quenching-corrected 364 

deposited energy; these results need to be mapped to WET. Bragg peak shift data, on the other 365 

hand, account for WET differences by using a scaling factor of the scintillator relative stopping 366 

power. It is also important to note that CNR measurements are dependent on the number of 367 

simulated protons. Additionally, WET estimation from DD, DD-opt, and BEV are most likely 368 

impacted by statistical noise; however, PTrac, which relies on the use of a position tracker is less 369 

impacted by statistical noise because several measurements are obtained for a single position, 370 

whereas in DD methods, a single image (with noise present) is used for several positions.  371 

3.4 Limitations  372 

 Previous work has outlined pros and cons of using large volume scintillators for optical 373 

imaging during radiotherapy.36 Issues related to optical “blurring” can be corrected for by using 374 

calibration factors to correct for optically induced artifacts e.g. light scattering. Furthermore, the 375 

proton radiography system described in this study may suffers from optical throughput effects such 376 

as light leakage in the imaging apparatus (loss of light signal as it passes through the imaging 377 

apparatus by means of, for example, imperfect coupling of the lens-intensifier interface); to note, 378 



 

 

current simulations do not account for optical-detector induced artifacts.37  This could potentially 379 

be alleviated by attaching an array of CMOS sensors directly to the scintillator via an optically-380 

couple membrane.  Inherently, the monolithic scintillator possesses an LET-dependence in terms 381 

of effective light response – this can be mitigated by using quenching calibration factors as 382 

quenching doesn’t significantly affect the calculated beam range (a primary concern in many 383 

proton radiography applications). 38 384 

 Each of the detection methodology characterized in this study has a particular set of 385 

limitations. For single event imaging, a high spatial resolution is expected, however, it is hard to 386 

predict whether any advantage in contrast can be gained. Currently particle rate of detection (~1 – 387 

2 MHz) is not achievable with existing clinical accelerator technology – modern systems lag at 388 

about an order of magnitude behind these requirements.  Passive scatter imaging requires the 389 

shortest acquisition time and can be easily clinically implemented; unfortunately, this type of 390 

imaging is associated with the types of artifacts discussed above, as well as those reported in the 391 

literature (caused in part by the inherent overlap of beamlets) and is expected to have the lowest 392 

expected spatial resolution.10,11 Pencil beam imaging represents a middle ground, it  can be useful 393 

in terms of improved image quality, however, it requires a high-speed camera (higher cost) to 394 

prevent long imaging time and increased dose to the patient.  395 

The advantages of using Monte Carlo simulations and an ideal detector are multifold:  1) 396 

we can use the same perfectly known dataset for each reconstruction method for an accurate 397 

comparison without bias and 2) we ignore noise/artefacts related to existing detectors as well as 398 

technology limitations to study only the achievable accuracy. Still, this approach compares 399 

idealized detector and do not account for varying existing and mentioned limitations (e.g. rate 400 

constrained single events imaging, optical artefacts in scintillation based integrated imaging) or 401 



 

 

new arising methodologies (e.g. multi-stage scintillation detector to minimize straggling noise, 402 

time-of-flight detector for faster data acquisition). The image quality results should therefore be 403 

seen as a best-case scenario, rather than achievable image quality. 404 

4. Conclusion & Future Directions  405 

This study aimed to characterize the image quality of various proton scintillator 406 

radiography detection and reconstruction methods. It was determined that the PTrac reconstruction 407 

method yielded the best CNR and spatial resolution results when compared to other methods. This 408 

method was able to accomplish this without edge artifacts such as those present when using BEV 409 

reconstruction methods. Despite having an improved MTF when compared to DD and DD-opt 410 

techniques at higher spatial frequencies, the PTrac method had on average 5.8% poorer ability in 411 

measuring FWHM versus these two methods. Irrespective of this, we identified PTrac as the best 412 

reconstruction methodology in terms of image quality when compared to DD, DD-opt and BEV. 413 

Results discussed above lay the groundwork for future research that will attempt to fully 414 

utilize the 2D signal captured by the lateral camera to improve on reconstruction methods 415 

previously described.12,13 In turn, this could potentially reduce the need for utilizing tightly-spaced 416 

pencil beam distributions, thereby minimizing dose and acquisition time. Furthermore, the addition 417 

of a 3rd lateral-perspective camera could enable 3D methods that would improve radiographic 418 

reconstruction accuracy. Presently we use the entire pencil beam to generate a Bragg curve for the 419 

depth dose-based reconstruction. If each pencil beam were to be divided into sub-beamlets, an 420 

improved spatial resolution could potentially be achieved when compared to the beam’s-eye view 421 

projection method. Specifically, a 2-D depth-dose profile can provide information regarding 422 

material composition when crossed by a pencil beam along the “Y”-axis (assuming the X-axis is 423 

the direction of propagation along an X-Y plane). As an exaggerated example: in the case of pencil 424 



 

 

beam interacting at the edge of a high gradient block, the top-half of the beam would pass over the 425 

edge of the boundary and go further when compared to the bottom half of the beam that would be 426 

pulled back. When viewing this scenario in 1-D, one would only see 2 peaks, however, in 2-D, the 427 

fraction of the beam that crossed (and did not cross) the block could be identified. Future work 428 

will include an evaluation of these image formation methods using measured data from a prototype 429 

detector that is currently under development.  430 
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