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ABSTRACT

Gravitational time delays provide a powerful one-step measurement of Hy, independent of all other probes. One key ingredient
in time-delay cosmography are high-accuracy lens models. Those are currently expensive to obtain, both, in terms of computing
and investigator time (10°~10°® CPU hours and ~0.5-1 yr, respectively). Major improvements in modelling speed are therefore
necessary to exploit the large number of lenses that are forecast to be discovered over the current decade. In order to bypass this
roadblock, we develop an automated modelling pipeline and apply it to a sample of 31 lens systems, observed by the Hubble
Space Telescope in multiple bands. Our automated pipeline can derive models for 30/31 lenses with few hours of human time
and <100 CPU hours of computing time for a typical system. For each lens, we provide measurements of key parameters
and predictions of magnification as well as time delays for the multiple images. We characterize the cosmography-readiness
of our models using the stability of differences in the Fermat potential (proportional to time delay) with respect to modelling
choices. We find that for 10/30 lenses, our models are cosmography or nearly cosmography grade (<3 per cent and 3-5 per cent
variations). For 6/30 lenses, the models are close to cosmography grade (5-10 per cent). These results utilize informative priors
and will need to be confirmed by further analysis. However, they are also likely to improve by extending the pipeline modelling
sequence and options. In conclusion, we show that uniform cosmography grade modelling of large strong lens samples is within
reach.

Key words: gravitational lensing: strong —quasars: general —distance scale.
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1 INTRODUCTION . . .
structures and galaxy clustering, and the acceleration in the expansion

Our most successful cosmological model to date, the Lambda cold
dark matter (ACDM) model, has been able to accurately explain a
plethora of cosmological observations in the early and late universe,
including observations of the cosmic microwave background (CMB)
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of our universe (e.g. Riess et al. 1998; Perlmutter et al. 1999;
Eisenstein et al. 2005; Planck Collaboration VI 2020). However,
over the last few years, the tension in the measurements of the
Hubble constant, which quantifies the Universe’s current expansion
rate, has been increasing between probes of the early Universe, i.e.
measurements using the information contained within the CMB,
and the probes of the late Universe, such as methods using the
local distance ladder. Early-Universe measurements of the CMB
give a Hubble constant of 67.4 4+ 0.5 km s~! Mpc~! (Planck
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Collaboration VI 2020) while observations of the late Universe
measure Hy at a higher value of 73.0 £ 1.4 km s~! Mpc™! (Riess
et al. 2021), resulting in a currently 50—60 tension between the two
measurements (Verde, Treu & Riess 2019; Wong et al. 2020). Solving
this tension, if confirmed, would require new physics, for example,
changing the sound horizon at recombination via the introduction of
a new relativistic particle or a form of early dark energy (Knox &
Millea 2020; Di Valentino et al. 2021). Given the importance of the
tension, it is imperative to develop multiple independent methods
with sufficiently high precision to confirm the H, tension or possibly
rule it out.

Strong gravitational lensing, where the lensed source is a multiply
imaged quasar, provides a powerful cosmological probe that can be
used to determine the Hubble constant, independent of measurements
relying on the local distance ladder (Refsdal 1964). Light rays from a
variable point source, the quasar, traverse the gravitational potential
of a foreground galaxy, the lens or deflector, with paths of different
lengths and through different points in the gravitational field of the
deflector. Therefore, we observe different images of the same quasar
in the plane of the lens, the image plane. High-cadence, long-term
observations of the lensed source allow us to use the intrinsic quasar
variability to measure the time delay of the variations between the
four observed images in the plane of the lens (Tewes et al. 2013).
Since the angular diameter distances from the observer to the main
deflector, Dy, from the observer to the source, Dg, and from the
deflector to the source, Dy, are much greater than the physical
extent of the lensing galaxy, we can simplify the geometry of the
problem by considering a two-dimensional deflector, which leads
to the following expression for the measurable time-delay distance
between two images A and B:

Dy
Afpg = TACDAB, (D
where the time-delay distance, D ,, is related to the angular diameter
distances and the main deflector’s redshift, z4, by
DyD.
D= (1+20) (@)

ds

A ,p represents the difference in the Fermat potential of the lens at
the position of the images A and B, and c is the speed of light. The
Fermat potential for an image position, €, and source position, g, is
given by

|
@(0;8) = (6 — B — v(6), A3)

where the deflection potential, (@), is related to the projected surface
mass density (or convergence), k, by

V23 = 2. )

Therefore, if we can recover the Fermat potential for a given
lens configuration by reconstructing a model that matches high-
resolution imaging of the system, we are able use the measured
time delays between lensed quasar image positions to determined the
time-delay distance, which is inversely proportional to the Hubble
constant.

Achieving ~1 per cent precision in the Hubble constant requires
a sample size of at least ~40 systems (Treu et al. 2016; Shajib,
Treu & Agnello 2018; Birrer & Treu 2021). Fortunately, ongoing
and future wide-field, deep-sky surveys are expected to rapidly
increase the number of known quadruply imaged quasars (e.g.
Oguri & Marshall 2010; Collett 2015). Indeed, in recent years,
the discovery rate has accelerated owing to the large data set and
the development of automatic detection algorithms (e.g. Agnello
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et al. 2015; Williams, Agnello & Treu 2017; Lemon et al. 2018;
Williams et al. 2018). Thus, the prospect of precise and accurate
Hubble constant measurements from strong gravitational lensing is
bright, provided sufficient resources can be devoted to follow-up and
model the systems. High-precision models of strong lens systems are
currently very time consuming, with an approximate 6—12 months of
investigator time required per lens, depending on the complexity of
the deflectors involved. Therefore, major improvements in modelling
speed are required to scientifically exploit the anticipated influx of
newly discovered strong lenses.

This paper takes an important step towards relieving the bot-
tleneck created by time limitations in the modelling speed. While
other approaches focus on machine learning methods to increase
lens modelling speeds (e.g. Hezaveh, Levasseur & Marshall 2017;
Pearson, Li & Dye 2019; Pearson et al. 2021; Schuldt et al. 2021), we
use an improved version of the uniform lens modelling framework
set forth by Shajib et al. (2019) and build an automated pipeline
to model strong gravitational lenses expanded around an elliptical
power-law mass profile for a system’s central main deflector. To
facilitate the reconstruction of a wide array of lenses with varying
intricacies, the pipeline makes modelling choices selected from a
uniform set of components for mass and light profiles to iteratively
increase each lens model’s complexity until a good fit is found that
accurately matches the observational data for the object. With this
automated approach, we are able to process sets of strong lenses that
are much larger than in previous studies and reduce the requirement
of an investigator’s involvement to ancillary tasks, such as data
reduction and addressing failure modes. These advantages make
the automated pipeline a powerful springboard for the scientific
analysis of the expected increase in newly discovered lensed
systems.

We apply our automated lens modelling pipeline to a sample
of 31 strong gravitational lenses imaged by the Hubble Space
Telescope (HST) during cycles 25 and 26 between the years 2017
and 2020 in filters FI160W, F475X, and F814W. To assess the
stability of the difference in the Fermat potential at the position of
the lensed quasar in the image plane, we introduce a new metric
that allows us to visualize and test the impact of the pipeline’s
modelling choices on the Fermat potential at the population level.
To demonstrate its usefulness, we further use this new metric to
address the impact of the source complexity level in a model
by introducing small perturbations in the source light structure
and evaluate if, and by how much, the introduced perturbations
change the stability of the Fermat potential difference between image
positions. Of course, a full cosmographic error budget will have to
consider other sources of uncertainty, such as those arising from
line of sight effects (Suyu et al. 2010; Rusu et al. 2017), time-delay
measurements (Millon et al. 2020a), and the mass sheet degeneracy
(Falco, Gorenstein & Shapiro 1985; Schneider & Sluse 2013;
Birrer et al. 2020), in addition to the modelling errors considered
here.

This paper is organized in the following manner: Section 2
gives a description of our sample, highlights the data reduction,
and discusses HST cycle 26 lenses. Details on our lens modelling
procedures, along with the parametrization of mass and light profiles,
are listed in Section 3. The results of our analysis are presented
in Section 4. We address the impact of modelling choices and
underlying systematic uncertainties in source complexity in Section 5
and conclude with a summary in Section 6. Magnitudes are reported
in the AB system and, whenever necessary, we use a cosmological
concordance model with parameters Hy = 70 km s~! Mpc™!, Q0 =
0.3, and QA,O =0.7.
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2 HST SAMPLE

Our sample consists of 31 lenses from HST cycle 25 and cycle 26,
with the cycle 25 lenses consisting of the same sample as modelled
by Shajib et al. (2019). The targets that were observed during HST
cycle 26 consist of 16 quads and two five-image systems with two
main deflectors for a total of 18 lenses. Figs 1 and 2 show composite
red-green-blue (RGB) images fir each lens in our sample. While
information about cycle 25 targets are listed in Shajib et al. (2019), a
brief description of the main characteristics and respective discovery
of the cycle 26 sample can be found below in Section 2.2.

2.1 Data and data reduction

The observations of the lenses in our sample were taken by the HST
under cycle 25 and cycle 26 programs HST-GO-15320 and HST-
GO-15652 (PIL: Treu), respectively, using the Wide Field Camera
3 (WFC3). With the exception of one lens, W2M J1042+1641,
exposures for each lens were taken in three filters, F/60W for infrared
(IR) data and F475X, as well as F814W, for ultraviolet-visual (UVIS)
data. For W2M J1042+-1641, the two programs did not obtain data
in the IR channel and restricted the observation to the UVIS bands,
as IR images are available from a previous HST visit as explained in
the description of the lens below. In order to improve the sampling
of the data, we adopted a four-point dither pattern in the IR channel,
while for the UVIS channel observations we adopted a two-point
dither pattern. To properly sample the full dynamic range of the data,
including areas around the bright quasar images, we took a long and
short exposure at each dither point. The total exposure times per filter
band are comparable to the exposure times of the 13 lenses listed in
table 1 of Shajib et al. (2019), since observations took place with the
same instrument under an identical strategy. For our data reduction,
as well as alignment and combination of the various exposures in
each filter, we use the PYTHON package ASTRODRIZZLE (Avila et al.
2015). The pixel size in the final reduced and combined images
is 0.08 arcsec pixel ™! for IR exposures and 0.04 arcsec pixel~! for
exposures in the UVIS bands.

2.2 Notes on individual quads

This section gives a brief description of each quadruply imaged
quasar in our sample, regardless of whether it was successfully
modelled by the automated pipeline or whether a model needs
further work.

2.2.1 J0029—-3814

J0029—3814 was discovered among extragalactic objects with as-
trometric anomalies between the optical and infrared in VEXAS
(Spiniello & Agnello 2019), further prioritized as a ‘naked cusp’
candidate from model-based deblending of its image cutouts (fol-
lowing Morgan et al. 2004), and its spectroscopic confirmation at the
3.5-m ESO-NTT (PI T. Anguita) determined a preliminary source
redshift z = 2.821, while the deflector redshift needs deeper follow-
up with larger facilities (Schechter et al. in preparation).

2.2.2 PSJ0030—1525

This lens was discovered by Lemon et al. (2018) by cross-matching
multiple catalogued detections in Gaia Data Release 1 (DRI1)
against photometric quasar candidates from the Wide-field Infrared
Spectroscopic Explorer. The imaging in Pan-STARRS shows just
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two blue point sources offset from a galaxy, and follow-spectroscopy
confirmed these to both be quasars at z = 3.36. An archival VST-
ATLAS r-band image revealed a likely counter-image, and Lemon
et al. (2018) suggested that this system is likely a fold quad, with
image A composed of a merging pair. They modelled the system as
an SIE 4 shear, predicting flux ratios of 7:7:3:1 (ABCD), yet only
measuring 7:0.5:4:1, suggesting a strong demagnification of image B.
They report a particularly large best-fitting total model magnification
of 71.

2.2.3 DES J0053—-2012

DES J0053—2012 was discovered and confirmed by Lemon et al.
(2020), after being selected in Gaia DR1 as a double detection
associated to a red WISE detection. The source redshift is ~ 3.8;
however, this is uncertain due to absorption and possible blueshift
of the broad quasar emission lines. Lemon et al. (2020) find that an
SIE + shear model is insufficient to reproduce the image positions,
but including an SIE for the galaxy 4 arcsec to the south—east provides
a good fit to the system.

2.2.4 WG0214-2105

WG0214—-2105 was discovered by Agnello (2018) as a Gaia
multiplet corresponding to an extragalactic candidate from its WISE
magnitudes. It has a high UV-deficit and ‘blue’ WISE colours, which
are more similar to those of known white dwarfs and may explain
why it was discovered only once the ESA-Gaia mission pipeline
resolved it into multiple source detections. Its source redshift is
3.229 4 0.004, and the deflector’s photometric redshit is 0.22 £ 0.09,
as it was too faint to obtain a secure spectroscopic redshift on the
10m SALT follow-up (PI: Marchetti; Spiniello et al. 2019).

2.2.5 DES J0530—3730

This system was discovered using the method described by Ostrovski
et al. (2017) and Lemon et al. (in preparation) as a triple detection in
Gaia DR2 around a photometric quasar candidate. The coordinates
are RA = 05:30:36.984, Dec. = —37:30:11.16 (J2000). It was
confirmed as a quasar at z = 2.838 from spectra obtained at the NTT
in 2016 December during the run described by Anguita et al. (2018).

2.2.6 J0659+1629

This system was discovered by Lemon et al. (in preparation) as a
triple detection in Gaia DR2 around a photometric quasar candidate.
They confirm the source redshift to be 3.09, and an SIE + shear model
requires only a modest shear of 0.06; however, the predicted flux of
image D is 60 per cent fainter than observed, suggesting variability
over the time delay as a possible cause for this discrepancy. The
system was also independently selected by Delchambre et al. (2019)
using the astrometry of the three Gaia DR2 detections, and Stern
et al. (2021) also spectroscopically confirm that the source redshift
is 3.083, and the lens redshift is 0.766. Stern et al. (2021) model
the system as an SIS + shear; however, their flux ratios are poorly
reproduced and the ellipticity is unrealistic. Stern et al. (2021) suggest
this is indicative of a missing nearby galaxy.
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2.2.7 J0818—2613

This system was discovered by Lemon et al. (in preparation) as
four detections in Gaia DR2 around a photometric quasar candidate.
They confirm the source redshift to be a BAL quasar at z = 2.155.
Their SIE + shear model recovers the image positions, but is highly
unphysical with perpendicular shear and mass ellipticity, suggesting
that the system is likely lensed by a complex mass distribution
composed of several galaxies. The system was also independently
confirmed by Stern et al. (2021), who measure a source redshift
of 2.164. They reach the same conclusion as Lemon et al. (in
preparation) regarding the likely presence of a galaxy group or
cluster.

2.2.8 W2M J10424-1641

Information about the discovery, main characteristics, and measured
redshifts for this system can be found in the paper by Glikman et al.
(2018). For this target, we obtained UVIS data only. The IR data
used to model this lens were observed with HST Proposal 14706 (PI:
E. Glikman), which are publicly available from the HST archive.

2.2.9 J1131—4419

This system was found using Gaia catalogue positions as po-
tential quad configurations using extremely randomized trees
by Krone-Martins et al. (2018) and Delchambre et al. (2019)
as GRALI113100—441959. It was spectroscopically confirmed
by Wertz et al. (2019), who measure a source redshift of
1.09, and present models in the absence of the lensing galaxy
position.

2.2.10 2M1134-2103

This bright quad was discovered serendipitously by Lucey et al.
(2018) while visually inspecting the target catalogue of the Taipan
Galaxy Survey. Rusu et al. (2019) obtained spectra for this system,
confirming the source to be at 2.77. Both papers confirm that a
large shear is required to model the system. Rusu et al. (2019)
detect a companion object in the Pan-STARRS r and i PSF-
subtracted images ~ 4 arcsec south-east of the system, which they
suggest could be partly responsible for the shear. The strong shear
could also be due to a galaxy group A1 arcmin north-west of the
system.

2.2.11 J1537—-3010

This system was discovered by Lemon, Auger & McMahon (2019),
who obtained a source redshift of 1.72. They are able to fit the system
well with an SIE + shear model. The system was also independently
selected using Gaia astrometry by Delchambre et al. (2019) and
spectroscopically confirmed by Stern et al. (2021), who corroborate
a source redshift of 1.721.

2.2.12 J1721+8842

The system was originally discovered by Lemon et al. (2019), who
confirmed the source to be at z ~ 2.37, with strong absorption
features. Gaia DR2 catalogue five detections, and an in-depth study
of this system by Lemon et al. (2022), show that there are two quasar
sources at similar redshifts, with one being lensed into four images,
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and one into two images. They provide several mass models for the
system, which we will compare to in Section 4.2. The source is also
unique in that the bright images A and C are confirmed to have a
proximate damped Lyman « absorber.

2.2.13 J1817+2729

This system was discovered by Lemon et al. (2018) as a Gaia
quartet associated with a photometric quasar candidate in WISE.
Only three of these detections were due to the images of the
system, with the fourth due to a nearby star. They measure a
source redshift of 3.07. The system was independently selected by
(Delchambre et al. 2019) and confirmed spectroscopically by Stern
etal. (2021), who measured a source redshift of 3.074. Rusu & Lemon
(2018) present a detailed model of this system based on Subaru-
FOCAS i-band imaging, showing that the lens is an edge-on disc
galaxy.

2.2.14 WG2100—4452

WG2100—4452 was discovered! by Agnello & Spiniello (2019) as
an extragalactic candidate with astrometric anomalies between the
optical and infrared in VEXAS (Spiniello & Agnello 2019). Its source
redshift is 0.920 £ 0.002 and its deflector redshift is 0.203 £ 0.002
(Spiniello et al. 2019).

2.2.15 J2145+6345

J2145+4-6345 was discovered by Lemon et al. (2019) as a quartet
in Gaia associated with a WISE photometric quasar candidate. The
images are particularly bright (Gaia magnitudes of 16.86, 17.26,
18.34, 18.56) and has X-ray (ROSAT) and radio (VLASS) detections.
Lemon et al. (2019) did not report the lensing galaxy position, as it
was not detected in the Pan-STARRS PSF-subtracted images; either
since it was too faint or the PSF model was not sufficient to correctly
subtract the four nearby bright PSFs.

2.2.16 J2205—-3727

This quad was discovered by Lemon et al. (in preparation) by
searching photometric quasar candidates from WISE for multiple
Gaia detections following Lemon et al. (2019). They confirm the
source to be at redshift 1.848.

2.3 Notes on individual five-image systems

This section gives a brief description of the quads in our sample
that hold a fifth image due to a lens configuration that includes two
primary deflectors.

2.3.1 J0343—-2828

This system was discovered by Lemon et al. (in preparation) by
searching for single Gaia detections offset from galaxies, as possible
lensed quasars, following Lemon et al. (2017). The system was
selected for HST follow-up imaging due to the image colours and
point-source nature, however follow-up spectroscopy reveals no
quasar emission lines, but absorption features of a galaxy at z = 1.655.
The lens redshift is 0.385.

I'This discovery was first reported in 2018 May, arxiv:1805.11103.
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2.3.2 2M1310—-1714

This system was discovered serendipitously by Lucey et al. (2018)
while visually inspecting the target catalogue of the Taipan Galaxy
Survey. They report the presence of two lensing galaxies at z = 0.293,
and the source to be at z = 1.975. Their mass model of two SIEs fixed
to the galaxy positions with position angles (PAs) both matching that
of the extended halo light, and a shear fixed at 45° to this, predicts a
fifth image 5 mag fainter than the outer images. They also note the
presence of a possible Einstein ring in VISTA Hemisphere Survey
K;-band imaging.

3 UNIFORM LENS MODELLING

We develop and apply an automated pipeline (see Fig. 3 for general
overview) that is based on the uniform lens modelling process that
was originally set forth by Shajib et al. (2019) and further improved
as detailed in Section 3.4. Except for the initial setup of a lens,
outlined in step a of Section 3.4, all model component decisions, e.g.
to increase necessary model complexity, are made during runtime by
the automated pipeline.

Our pipeline is based on the gravitational lens modelling software
LENSTRONOMY (Birrer & Amara 2018),% which is a publicly available
open source distribution written in PYTHON. LENSTRONOMY is the
foundation in many strong lens analyses and is also used in time-
delay cosmography (Birrer, Amara & Refregier 2016; Birrer & Treu
2019; Shajib et al. 2020). Additionally, LENSTRONOMY is an ASTROPY
(Astropy Collaboration et al. 2013, 2018) affiliated package. Explicit
details on the modelling choices and analysis procedures to probe
the parameter space for our models are presented in Section 3.4. We
refer to e.g. Shajib et al. (2021) and Etherington et al. (2022) for
automated pipelines analysing galaxy—galaxy lenses without lensed
quasars.

3.1 Mass profile parametrization

The mass profile of the main deflector is modelled with a power-law
elliptical mass distribution (PEMD), which corresponds to a radial
mass density profile of p o« 7, where y is the power-law slope.
The convergence, or dimensionless projected surface mass density,
for the profile at position 6 is parametrized as

y—1
x<91,92>=327< O > ®)
Vaoi +65/q
where 6, and 0, are aligned along the semi-major and semi-minor
axis through the rotational PA ¢ = arctan(6s, ¢6,), and where ¢ is
the corresponding axial ratio.

If our data show a second main deflector, resulting in a fifth image,
or a satellite to the main deflector, we model the secondary object
using a singular isothermal sphere (SIS), which is a PEMD with
a fixed power-law slope, y, of 2.0 and an axial ratio, ¢ of 1.0.
Any additional linear distortions to the lensed structure, resulting
from line-of-sight perturbers, are modelled through an external shear
profile with strength ,

Yext = \/M’ (6)

and PA ,

1
Pext = E arctan (Vexl,Zy Vext.l) . @)
Zhttps://github.com/sibirrer/lenstronomy.
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3.2 Light profile parametrization

The light profile of the main deflector is modelled with an elliptical
Sérsic function (Sérsic 1968), which is parametrized as

0,7 +02\ 7
(“o ™) -]} @

where C(n) is a normalization constant so that at the effective radius,
0., the profile includes half of the deflector’s light. n represents
the Sérsic index, 6, and 0, are the angular coordinates aligned
along the semi-major and semi-minor axis through the rotational
PA ¢ = arctan(6,, g6;) of the light profile, and g represents the
corresponding axial ratio. Each main deflector in our sample is
initially modelled with one elliptical Sérsic; however, as further
detailed in node 1 of the modelling procedure below, the pipeline
adds an additional Sérsic with a fixed Sérsic index in the case of
unaccounted lens flux.

If the main deflector is accompanied by a satellite, or if the lens
has a secondary main deflector, the light of the additional perturber
is modelled as a circular Sérsic function, which corresponds to an
elliptical Sérsic function (8) with a fixed axial ratio at g = 1.0. We
restrict our analysis to circular secondary light distributions in order
to limit the number of free parameters in our models. In nearly all
cases the circular Sérsic function models the light of the additional
perturber with sufficient precision.

The images of the lensed quasar are modelled by a point spread
function (PSF) in the image plane. To model the light of the lensed
source, or host galaxy of the lensed quasar, we choose a circular
Sérsic function in the source plane as described in the light profile
parametrization of additional perturbers above. If additional lensed
source light is identified that is not part of the primary source hosting
the quasar, we adopt a second circular Sérsic to model the extra source
light separately from light profile of the host galaxy. If the Sérsic
functions are insufficient to describe the complexity of the source,
we add a set of two-dimensional Cartesian shapelets (Refregier 2003;
Birrer, Amara & Refregier 2015). The shapelet number, or number
of basis functions that form an orthonormal basis, is given by

(Nmax + D(max +2)

) )
where ny,.x represents the highest shapelet order, or maximum
source complexity, and is linked to the maximum spatial scale, /nax,
and the characteristic scale, f, by ln.x = Bv/Pmax + 1. Increasing
the parameter n,,x corresponds to the reconstruction of additional
smaller features in the lensed source.

1(0) = 1(0e) exp {—C(n)

©))

N, shapelet —

3.3 Priors

A number of well-known degeneracies affect lens modelling (see, e.g.
Falco et al. 1985; Schneider & Sluse 2014). To avoid non-physical
results, we impose priors on the axial ratio, ¢, and the PA, ¢, of
the primary deflector’s mass profile, motivated by the analysis of
63 lenses from the SLACS sample (Bolton et al. 2006, 2008; Auger
etal. 2010a). For each SLACS lens, we compare the axial ratio of the
deflector’s mass profile to the corresponding axial ratio of the light
profile, with the results of this comparison shown in Fig. 4. Given a
5 per cent error and a requirement that 95 per cent of the sample to fall
within the constraint, we then determine a linear prior whereby the
lower limit of the mass profile’s axial ratio is given by ¢ > ¢qi. — 0.1.
If during the fitting process a model instance produces an axial ratio
below this limit, the pipelines discards the likelihood of the model.
This prior avoids non-physical solutions, such as extreme ellipticity
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Figure 1. Sample of quadruply lensed quasar used in our analysis. The figure shows a composite red—green—blue (RGB) image for each lens, generated from
HST observation in bands F/60W (red channel), F475X (blue channel), and F8/4W (green channel). For visualization purposes, the intensities for each band
vary between systems and are adjusted to emphasize each lens’ individual configuration.
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J0343-2828

Figure 2. Quintuply lensed galaxy J0343—2828 used in our analysis. The
figure shows a composite RGB image for each lens, generated from HST
observation in bands F160W (red channel), F475X (blue channel), and F814W
(green channel). For visualization purposes, the intensities for each band is
adjusted to emphasize the system’s configuration.

in a deflector’s mass profile, and guides the model to increase the
strength in the external shear instead.

To find a suitable restriction on the convergence’s PA, we plot the
absolute difference between the PAs of the mass and light profiles,
Apa, as a function of the light profile’s axial ratio, g, for the 63 lenses
in the SLACS sample. Due to symmetry, any PA difference greater
or less than 90° is shifted by 180° with the results shown in Fig. 5.
Following a requirement for 95 per cent of the sample to fall within
the constraint, given an error margin of 10°, we arrive at a prior for
the upper limit of the PA difference given by Apa < 10 — 5/(q1. —
1). Models with angle difference exceeding this limit are excluded a
priori. Although our prior is well justified and prevents unphysical
solution, it is of course not a unique choice. It is thus important that
this as well as other informative priors adopted in our analysis are to
be kept in mind when interpreting our results.

To place a constraint on the centroid of the main deflector’s mass
profile, we use a Gaussian prior for each axis that depends on the
centroid coordinates of the deflector’s light profile and a standard
deviation of 0.04 arcsec, which corresponds to 1 pixel in UVIS. If
a lens model includes a secondary deflector, or satellite, we join
the centroid of the sattelilte’s mass profile with the centroid of the
corresponding light profile.

For some of our targets, the lensed host galaxies of the multiply
imaged quasars do not a have sufficiently high signal-to-noise ratio
and therefore provide insufficient radial information to constrain
the slope of the mass density profile. For that reason, we adopt
an informative prior to constrain the power-law slope of the main
deflector’s mass density profile. Due to a degeneracy between the
slope and the characteristic scale, 8, in the shapelets used to describe
higher source complexity, the prior prevents non-physical results
when the slope is not well constrained by the data (Birrer et al. 2016).
In their analysis of early-type galaxy strong gravitational lenses from
the SLACS sample, Auger et al. (2010b) find a distribution of the
power-law slope with a mean of 2.078 & 0.027, which agrees with
the findings of Koopmans et al. (2009). For all lenses in our sample,
we use these results in a Gaussian-distributed prior and additionally
reject the likelihood of any model that produces a slope with 120
above or below the aforementioned mean.
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‘We note that the slope of the radial mass density profile is a key
parameter for determining the time-delay distance and hence H (e.g.
Wucknitz 2002). Therefore, if one wishes to use the results of this
work as a starting point for cosmographic work, the prior needs to be
accounted for in order to avoid underestimating the errors or biasing
the results.

3.4 Modelling procedure

To fit the observed data from all HST filters, all lenses in our sample
are modelled using LENSTRONOMY’s particle swarm optimization
(PSO). We probe the posterior distribution of each model via
Markov chain Monte Carlo (MCMC) sampling, built on the EMCEE
package (Foreman-Mackey et al. 2013), which is an affine-invariant
ensemble sampler (Goodman & Weare 2010). Since the effectiveness
of an optimization routine depends the initial starting point, we
implemented a three step process to effectively find the global
maximum likelihood for our models, with each step in our fitting
routine building on the results of the previous optimization. Should
an optimization routine produce an unsatisfactory fit to the data, we
increase the model complexity to account for additional features.
During each step, we evaluate the difference in the Fermat potential
at the image positions in order to track the lens model’s evolution.
Using LENSTRONOMY’s PSO, we first find the best fit for a single band
(F814W), which we deem the most informative band as most or all
features that are visible in other bands also appear in the F814W filter,
and as it has a higher resolution than WFC3-IR. Once an acceptable
model has been established, we fit all three bands simultaneously
using the results from the previous fitting routine for each model
parameter, again using LENSTRONOMY’s PSO. After an acceptable
lens model has been established, we probe the model’s posterior prob-
ability distribution with LENSTRONOMY’s above-described MCMC
routine.

Fig. 3 gives a general overview to our uniform modelling procedure
while a detailed description of each node in the flow chart can be
found in the following subsections:

a. Initial setup: First, we pre-process the images in each filter
band. After our data reduction process, as described in Section 2.1,
we select a cutout for each HST filter, large enough to encompass the
lens, the lensed quasar images, and any satellite or perturbers that
are to be included in the model. We then subtract the mean of the
background flux, which is determined by running SOURCEEXTRAC-
TOR (Bertin & Arnouts 1996) on the full HST image. Afterwards, we
make preliminary guesses for the position of the lensed quasar images
and for the main deflector’s centroid. If the model were to include
another perturber or additional source components, initial guesses for
the location of these features are determined as well. To differentiate
additional source components, lensed by the main perturber, we look
for structure with conjugate components that are situated near the
lensed primary source. We then apply a circular mask to the cutout
with a radius appropriate to exclude unwanted nearby features. If
we identify additional attributes within the circular mask that are not
deemed to be part of the lens model, we exclude them by applying
further masking. A second circular mask is separately applied to the
cutout to separate the lens flux, which allows the pipeline to determine
the goodness of a uniform lens light profile fit. Additionally we
estimate a radius up to which neighbouring QSO images will be
blocked during the iterative PSF fitting process, as described below
in step b. Lastly, we select a set of five or more small bright stars in
each reduced HST image to obtain an initial estimate of the PSF for
each band (Birrer & Treu 2019; Shajib et al. 2022).
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Figure 3. Flowchart illustrating individual modelling choices that are made by the pipeline along the process of lens model reconstruction. After being set
up in node a, the pipeline traverses this decision tree, iteratively adding model complexity until the adopted minimum acceptance threshold for the p-value or
associated reduced x-value is achieved. Steps c, j, and h initially use the mask that includes the lens light. For these three steps (c, j, h), the lens light flux is
only excluded if there are remaining residuals in the lens light after a second light profile was added in step 1. In the last step, node n, the pipeline probes the

posterior distribution of each free model parameter until convergence is reached.

b. Fit the ‘most informative’ band: For a typical system in our
sample, the pollution in the arc and in the lensed images, caused
by the lens light contribution, decreases in the bluer bands. At the
same time, in the bluer filters, the arc light intensity from the lensed
source decreases compared the redder bands. We therefore designate
the F814W filter as the ‘most informative’ band, as the signal-to-
noise ratio for the lensed source is typically highest in filter F8/4W,
compared to the other two bands used in our observations.

Since even our simplest starting models include the deflector’s mass
and light profile in addition to the four point source locations and a
light profile for the lensed source, the fitting routines have to traverse

a large parameter space to find the maximum likelihood to fit the
lens model to our data. We therefore follow the procedure as set
forth by Shajib et al. (2019) and fit the most informative band and
increase the model’s complexity before fitting the data in all filters
simultaneously. For this step, we hold the power-law slope of the
main deflector’s mass profile constant at a value of 2.0, effectively
fitting the profile for an isothermal mass distribution. To further
limit the number of free parameters in the initial fitting process,
and moreover effectively decreasing the computation time, we also
hold the Sérsic index of the source and lens light profile fixed at
1.0 and 4.0, representative of an exponential and de Vaucouleurs
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Figure 4. Linear prior on axial ratio for the main deflector’s mass profile
(shaded area), motivated by the analysis of 63 lenses from the SLACS sample,
and chosen with 95 per cent of the 63 SLACS lenses meeting the constraint,
given a 0.05 tolerance in the axial ratio. For each lens, we compare the axial
ratio of the mass profile, gmass, to the respective light profile’s axial ratio,
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Figure 5. Prior on the PA for the main deflector’s mass profile (shaded area),
based on axial ratio and PA of the deflector’s respective light profile. The
y-axis shows the difference in the PA between the mass and light profile,
Apa, as a function of the respective light profile’s axial ratio, giight. The prior
is set with 95 per cent of the 63 strong lenses in the SLACS sample meeting
the criterion, given a 10° tolerance. Values outside the grey shaded are are
exluded a priori in our analysis.

light profile, respectively. Due to the strong degeneracy between the
light profile’s effective radius and Sérsic index, holding these settings
constant furthermore prevents the half-light radii from reaching on
non-physical values. Because we start each model with the same set
of initial parameters, we first sample the parameter space with a broad
search region. Within the same fitting sequence, after the completion
of each PSO run, we optimize the PSF to best fit the model’s quasar
images after accounting for extended source light. We perform this
iterative PSF reconstruction with 90° symmetry and update the PSF’s
error map with each new iteration (see Chen et al. 2016; Birrer et al.
2019; Shajib et al. 2020). In order to avoid corrections that have
already been included in the error map of a nearby quasar image,
we block any neighbouring images around their centroid up to a
radius that is determined in the initial setup for the lens (step a). The
alternating PSO/PSF fitting is then repeated with a narrower search
region, corresponding to 1/10 of the previous iteration and centred
around the results of the maximum likelihood for the previous PSO.
This process is continued until the search region has been reduced to
probe the parameter space within 1/1000 of the first PSO sampling
range. Further details on the iterative approach to reconstructing the
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PSF and finding the maximum likelihood of models by probing the
parameter space with PSOs can be found in the paper by Birrer &
Amara (2018).

c. Good fit? To determine how well our data fit the current model,

we compute the p-value for the masked circular region in the most
informative band, using the reduced x2 value resulting from the
best fit and the degree of freedom represented by the pixels in the
applied mask. We follow the acceptance criterion as set forth by
Shajib et al. (2019) and deem the fit to be acceptable if the computed
p-value is greater than 1073, which, given the diversity of lenses in
our sample, should be beyond sufficient to indicate missing features
in our models without modelling noise in the data. As an alternative
acceptance criterion, we use the reduced y? value and test if it is
smaller than 1.1 for the masking region.
If node c is being visited after a second Sérsic function was added to
the description of the main deflector’s light profile in step 1. and there
are remaining residuals in the lens centre that would require a higher
lens light complexity, then we subtract the lens centre mask from the
fitting region and re-evaluate the above discussed acceptance criteria
to determine the goodness of the fit. This exclusion of the lens light
from the fitting mask is necessary, since additional descriptions to
the lens light flux would be needed and the pipeline, in its current
stage, is limited to a double Sérsic as most complex light profile.

d. and e. Add satellite to mass profile: If the acceptance criteria in
the goodness tests of step ¢ or j are not met, indicating the current
model is missing components or complexity, and a satellite has been
identified in the initial setup (step a) but is not yet included in
the model, we add an SIS profile, as outlined in the mass profile
parametrization, to the description of the main deflector’s mass
profile. The light profile of this additional pertuber is modelled by
a spherical Sérsic as described in Section 3.2 for the light profile
parametrization. The joint centroid for both, the satellite’s mass and
light profile, is initialized with the guess that is made during the
model setup (see step a) and the pipeline returns to the iterative
fitting process of step b or step i, depending on the evaluation of
node m.

f. and g. Add additional source component: If steps c or j for the
current model indicate missing complexity and an additional source
was identified in step a, we add a separate source light profile using
a circular Sérsic function as outlined on the section on the light
profile parametrization. The centroid for this additional source light
profile is initialized with the guess determined in the model setup
(node a) before the iterative fitting process is restarted in steps b
or 1. For the centroid’s location, we use LENSTRONOMY’s BIJECTIVE
mode, whereby the location of the additional source is identified and
constrained in the lens plane and then ray-traced back to its position
in the source plane.

k. Check for unaccounted lens flux: To check our models for flux,
not captured by the current lens light profile, we again compute
the reduced x? and associated p-value for the latest fit, only using
the mask that singles out the lens flux as described in the initial
setup procedures. We compare this p-value and x 2 result, which only
pertains to the lens light profile, with the fitting results computed in
step c. In the case of a lower p-value, or larger reduced x? result,
for the lens light mask, which would indicate missing lens light flux,
the pipeline proceeds to step 1. and adds an additional Sérsic profile
to the description of the lens light, given that node 1. has not been
previously visited. In all other cases the pipeline proceeds to the next
node in the decision tree.

1. Add second Sérsic function to lens light profile: Should node k
call for the addition of a lens light to account for missing flux in
the main deflector’s light profile, we add a second elliptical Sérsic
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profile to the existing description of the lens light model, with a joint
centroid. We follow Shajib et al. (2019) by setting the Sérsic indices,
as described in the light profile parametrization, to constant values of
n = 1.0 and 4.0, representative of an exponential and de Vaucouleurs
light profile, respectively. As discussed by Shajib et al. (2019), we
hold the Sérsic indices fixed for numerical stability in our models
only; therefore, the two light profiles are not to be understood as
individual galactic components of the main deflector. If, however,
the addition of a second lens light profile results in a fit, after steps b
or i, with a larger overall reduced x> or smaller associated p-value,
the addition of the second Sérsic profile to the lens light description
is reversed and the previous fitting result is used for the remainder of
the modelling process.

h. Add shapelets to source light profile: Additional complexity in
the source light and not accounted by the source’s Sérsic profile is
modelled through a basis set of shapelets, which shares the same
centroid as the primary source’s light profile. To find the proper
shapelet order, we iteratively increase the maximum order and guess
the characteristic scale, 8, using the primary source’s Sérsic radius.
Running a SCIPY minimization routine, the pipeline proceeds to find
the B value to the current maximum shapelet order that results
in the best p-value, and lowest associated x> number, effectively
performing a linear minimization of the shapelet coefficient, and
then tests if the acceptance criteria as set forth in step c are reached.
If the p-value for the best 8 scale lies below the threshold, the shapelet
order is incremented and the minimization steps are repeated until
the shapelet order was raised by 6 for a newly added basis set, or
raised by 5 for a previously fitted basis set, in which case the pipeline
returns to the PSO/PSF fitting step (b or i) that lead to this node. If
the x? result, or associated p-value, meets the acceptance threshold,
the pipeline proceeds to the simultaneous fitting of all bands with
the shapelet order starting values determined from the minimization
routine. This iterative approach to raising the source complexity is
performed for each band in which the p-value of the corresponding
filter’s cutout mask lies below our acceptance criterion.

m. Completed fit for most informative band? Since it is possible
for nodes e, g, h, and 1. to be reached after fitting the single, most
informative, band or after fitting all bands simultaneously, we check
if a previous iteration has already achieved a good fit for a single
filter, in which case we continue with the simultaneous fitting of all
bands in step i.

i. Fit all bands simultaneously: On the first visit of this node we
align the data from all filters to the data of the most informative
band. For this step, we use LENSTRONOMY’s iterative alignment
routine, as described by Birrer & Amara (2018), to match the
coordinate frames of different filters using the astrometric positions
of the lensed quasar images. We estimate this alignment to be
accurate within 1 milliarcsecond. After the alignment, we initialize
each free parameter with the results of the best fit for the most
informative band and continue to simultaneously fit all filters using
LENSTRONOMY’s PSO routine iteratively. For this step, we relax the
power-law slope of the main deflector’s mass profile as well as the
Sérsic indices of the light profiles, as these parameters were held
constant during the fitting described by step b. Due to the strong
correlation between the effective radius and the Sérsic index in the
light profile parametrization and to further avoid non-physical fitting
results, the upper boundaries of the Sérsic indices are set to a limit
of 6.0 and 4.0 for the lens light and source light profile, respectively.
We begin the sampling of the parameter space with 1/10 of the
initial search region used for fitting the most informative band. As
in step b, we continue to optimize the PSF within the same fitting
sequence to obtain the best fit for our model’s quasar images. Again,
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this iterative PSF reconstruction is performed for each filter with
a 90° symmetry in the PSF and the PSF’s error map is updated
for each band. In each filter, we block neighbouring images around
their centroid position to avoid the double counting of corrections
from nearby quasar images. As previously outlined in step c, the
alternating PSO/PSF fitting is repeated for all bands simultaneously
with 1/10 of the former search region and around the results of
the maximum likelihood for the previous PSO iteration. This is
continued until the search region has been reduced to probe the
parameter space down to 1/100 of the first PSO sampling range in this
step. For the simultaneous fitting approach of all bands, we follow
Shajib et al. (2019) and hold the following lens light, additional
perturber light, and source light profile parameters common across
all filters: Sérsic radius, Sérsic index, centroid, ellipticity, and PA.
This choice greatly simplifies the computational cost of the fit, and
it is commonly adopted in the literature when large data set need to
be fit (e.g. SDSS) — see Stoughton et al. (2002) and Lackner & Gunn
(2012). Shajib et al. (2019) find that this common parameter approach
across various filters results in fits that are within the estimated
uncertainties compared to fits obtained from the fitting using unlinked
parameters. Therefore, in our automated uniform approach, we deem
this approximation to be acceptable for the purpose of this work.
All other model parameters not specifically mentioned to be held
common (e.g. maximum shapelet order) are allowed to vary across
filters.

j- Good fit? To test the fit of our model for the bands that have
been fit simultaneously, we repeat the procedures described in node
¢, namely computing the p-value for the masking region in each filter
and test of it is above 10~% or if the associated reduced x> meets
the acceptance criterion of being lower than 1.1. This acceptance
procedure is performed for each filter separately, with the pipeline
proceeding to add higher complexity to the model if one of the bands
fails these tests. As a third alternative to the two acceptance criteria
(outlined immediately above), we also compute the overall reduced
x? value for the fit combining all bands and accept the current model
if the overall result lies below 1.1. As described in the single band
fitness test (step c), if we detect residuals in the lens flux after a
second Sérsic profile has been added to the lens light description, we
exclude the masking region that encompasses the lens centre for the
purpose of calculating the x? and associated p-values.

n. Run MCMC: Once the alternating PSO/PSF fitting routine
finds a good model, meeting our acceptance criteria, we probe
the posterior distribution for each free model parameter using
LENSTRONOMY’s MCMC routine. We first initialize each free pa-
rameter with the best fit found by the final PSO run and then run
a burn-in cycle for 1500 iterations to assure the chain reaches an
equilibrium distribution. The total number of likelihood evaluations
corresponding to the burn-in cycle is given by the product of the
number of free parameters in the model, the number of walkers per
parameter, and the number of iterations. After the burn-in, we stop
the MCMC run every 100 iterations to compute the mean as well as
the spread in the distribution for each free model parameter, using the
corresponding distribution’s 16- and 84-th percentiles. The pipeline
continues by comparing the current mean of each parameter with the
mean computed during the previous 100 iterations. If the change in
the mean value is less than 1/100 of the full spread for the respective
parameter, we consider the value to be converged. Only if this
convergence criterion has been reached simultaneously for all free
parameters in our model, the pipeline considers the reconstruction
completed.

o. Finish Given the large diversity of lenses in our sample, we
visually inspect each model after the successful completion of the
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Figure 6. Comparison of observations with the reconstructed model for
SDSS J0248+1913 in HST bands F475X (first row), F814W (second row),
and F160W (third row). Also shown are the respective normalized residual
for each band, after the subtraction of the data from the model. The last
row shows the reconstructed source using information from the F/60W band
(column 1), a plot of the unitless convergence, «(0) (column 2), and a model
plotting the magnification as well as the position of the lensed quasar images
(column 3).

pipeline’s reconstruction process, to assess how well the pipeline
performed. We also check if model parameters have diverged towards
their corresponding upper or lower bounds. Additionally, we track
the evolution of the difference in a model’s Fermat potential at the
position of the quasar images to ensure stability in our models.
Further details relating to this stability metric can be found in
Section 4.5.

4 RESULTS

This section provides details on the lens systems that have been
successfully processed by the automated pipeline. For each lens, we
give a description of the deflector’s mass profile parameters as well as
details on the corresponding light profile components. For the system
that cannot be successfully reconstructed by the framework, we list
the reasons in Appendix E and discuss necessary modification that
could be implemented in future iterations of the pipeline in order to
achieve a fully automated reconstruction. We further show predicted
time delays for flux variations between the quasar images, based
on measured or assumed redshifts for the main deflector and lensed
quasar.

4.1 Lens models

For 30 out of 31 lenses (97 percent), our automated pipeline is
able to reconstruct models based on the observational data. As
an example, for two of the systems in our sample, we show in
Figs 6 and 7 a comparison between the HST observations in each
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Figure 7. Comparison of observations with the reconstructed model for
SDSSJ 125142935 in HST bands F475X (first row), F814W (second row),
and F160W (third row). Also shown are the respective normalized residual
for each band, after the subtraction of the data from the model. The last
row shows the reconstructed source using information from the F/60W band
(column 1), a plot of the unitless convergence, «(0) (column 2), and a model
plotting the magnification as well as the position of the lensed quasar images
(column 3).

filter (column 1) and the corresponding reconstructed lens model
(column 2). To demonstrate how well our models match the data, we
include (in column 3) the normalized residuals after the subtraction
of observational data from the reconstructed model. Also shown,
in the fourth row for each figure, is a reconstruction of the lensed
galaxy’s light in HST band F/60W (column 1) and the convergence,
k(0), for the respective lens configuration (column 2). Lastly, the
figures include a magnification model (column 3 in the fourth row),
indicating the position of the lensed quasar images. Lastly, the
figures@include a magnification model (column 3 in the fourth row),
indicating the position of the lensed quasar images.

4.2 Lens model parameters

The mean and associated uncertainties of the free model parameters
for each lens are obtained from the MCMC chain. Therefore, the
uncertainties listed do not account for systematic sources of error.
In future analyses of this sample systematic errors will need to be
estimated for each specific application. In some cases they can be
dominant. We discuss some examples of systematic errors in the
remainder of this paper and refer to the literature for additional
examples.

A breakdown of the mass model components by attribute can be
found in Table 1. These include the lens mass parameters of the
main deflector, the attributes of the external shear profile associated
with the combined impact of additional perturber along the line of
sight, as well as the area enclosed by the inner caustics of the critical
curve.
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Table 1. Model parameters for lens mass distributions, which are median values.

Name of g y q ¢ Yext Bext Area of
lens system (N of E) (N of E) inner caustic

(arcsec) ©) ©) (arcsec?)
300293814 0.76910:-0% 1997902 0.5475:0 73.4%02 0.25279017 152101 0.61070:0%)
PS J0030—1525 0.996+0-003 1977902 0.7215:92 9.670¢ 0.07179004 —11.0%2} 0.057+0:903
DES J0053—2012 1.38010:00 2.03%003 0.69%003 —58.170% 0.21570:0% 217403 0.25010.038
PS J0147+4630 1.88610.003 2.08%00 0.80%001 —85.8704 0.14775008 -12.2%07 0.46370005
WG0214-2105 0.84910-001 2.08%003 0.861001 ~17.8731 0.101%0003 ~50.3703 0.02979:002
SDSS J0248+1913 0.7670 001 2.01%008 0.547001 80.270% 0.22270:0% —86.870¢ 0.02670004
WISE J0259—1635 0.74215:901 2.2010:% 0.79+0:01 78.8103 0.058+0:003 ~28.870¢ 0.03810:9%2
J0343-2828 0.900"0:9%2 1997001 0.50+0:01 —44.370) 0.15070:00 46.810] 0.01379002
DES J0405—3308 0.70515:901 2,151 0.70%001 49.4%0 0.03970.008 27.24)8 0.01570.001
DES J0420—4037 0.83970001 2.027903 0.787901 61.6104 0.03875001 88.17)7 0.0157900
DES J0530—3730 0.557+5:080 2.07+0:9 0.68+011 73.0%57, 0.107+:9% 76.2157, 0.00115:9%2
PS J0630—1201 1.57475:0% 211790 0.567901 -77.3%10 0.20979002 85.1%07 0.12979002
J0659+1629 2.12470018 1.8903 0.85+0:01 ~59.713 0.069+0:003 25.8+10 0.0102%01
J0818—2613 2.89670901 2.077501 0.607991 76.010¢ 0.31779003 59.7401 0.000+3:-901
W2M J1042+1641 0.89215:901 2174002 0.68+09! 65.8%09 0.055%0 00 85.9717 0.02310:9%2
J1131-4419 0.876 10001 2.027902 0.587901 81.4707 0.0577 500 74.0%0% 0.05279003
2M1134-2103 1.26475:003 2.157902 0.6675:02 ~55.6107 0.33870008 455701 0.44470015
SDSS J12514-2935 0.84110:-001 2.097008 0.817501 63.0703 0.09079002 —11.5%03 0.0770%08
2M1310—-1714 1.46575:902 2.015908 0.657901 ~72.5%04 0.02479001 80.5F1¢ 0.98310:959
SDSS J1330+1810 0.9960007 2.067903 0.3775:% 65.7+02 0.12479007 78.2+ 1 0.18410:022
SDSS 1143346007 1.58175:902 1921593 0.967501 —28.1%533 0.12779004 —82.4704 0.0029:002
J1537-3010 1.40875-001 2.02790 0.857901 55.3102 0.12475003 —28.370 0.1677900
PS J1606—2333 0.700+9-003 1.937501 0.547501 ~76.6102 0.0887900> 39.1713 0.19779:007
J1721+8842 1.947+0:000 1977908 0.8010:01 19.7+02 0.07575001 ~78.8+01 0.199+0-002
J1817+2729 0.89310:901 2.03+0:02 0.8410:01 14.5%8 0.04470001 —~12.0114 0.008 0901
DES J2038—4008 1.37675001 2.337008 0.647901 52.3%01 0.08679002 32,5102 0.297+0:003
WG2100—4452 132210003 9 19t003 514001 87.247 0.012+5% 30.61259 0.071+0003
12145+6345 1.013¥0:00% 2.03%00 0.71%003 —64.3719 0.10475010 36.870¢ 0.17379014
0.001 0.02 0.01 0.5 0.005 4.2 0.004
J2205-3727 0.7727 0001 2047003 0.66% 0701 —82.9703 0.017% 00z —5.1732 0.064™000a
—+0.001 +0.02 +0.01 +0.3 +0.003 +2.7 +0.001
ATLAS 123443056 0.5015:901 2,029 0.74+0:01 ~24.4703 0.028+0:003 89.227 0.017+5:901

Note. The associated uncertainties are statistical in nature and were computed using the 84th and 16th percentiles.

Table 2 details the lens light profile parametrization for each lensed
system that is successfully processed by the pipeline. For lenses
where the light profile of the main deflector is modelled by a double
Sérsic, we first list the parameters of profile with the Sérsic index
fixed at 4.0, the de Vaucouleurs profile (de Vaucouleurs 1948), and
immediately below show the parameters of the light profile with the
Sérsic index fixed at 1.0, the exponential profile.

Table 3 lists the astrometry of the point sources and galaxy centroid
as inferred from our lens models.

Details on the reconstructed host galaxy of the lensed QSO can
be found in Table 4. We note that many of the free parameters are
highly correlated; the pairwise Pearson correlation coefficients are
listed in Table 5. The convergence and external shear strength at the
corresponding image positions can be found in Tables 6 and 7, along
with the magnification for each QSO image. For our estimates of the
stellar convergences, «, at the image positions, we use the lens light
flux in the F/60W band and assume a constant mass-to-light ratio.

The normalization factor has been chosen such that within an area
of 1/2 of the effective radius, the inte grated stellar conv ergence is
2/3, or less, of the integrated convergence (see Auger et al. 2010b).

As further illustration, we briefly highlight some results for lens
SDSS J0248+1913 and lens SDSS J12514-2935, which are shown in
Figs 6 and 7, respectively. Analysing the PA of the lens mass distribu-
tion, we find that the convergence aligns well with orientation of the
lens light profile for both systems, as can be seen in the corresponding
UVIS filter F814W of the respective lens. For SDSS J0248+4-1913,
the mass distribution’s PA and the lens light distribution’s PA are both
80° north of east, while for SDSS J125142935, both PAs are 63°
north of east. To perform a similar analysis for all other systems, in
Fig. 8, we plot the difference between the PA of the main deflector’s
mass and primary lens light profile as a function of the light profile’s
axial ratio, with a resulting Pearson correlation coefficient of 0.9 as
shown in Table 5. The shaded area in Fig. 8 represents the prior on
the PA difference as discussed in Section 3.3.
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Table 2. Model parameters for lens light distributions, which are median values.

Name of 186 rsic Be a é1 (N of E) I, (F814W) 1. (F475X) 1. (FI60W)
lens system (arcsec) ©) (mag arcsec_z) (mag arcsec_z) (mag arcsec_z)
+0.01 0.04 +0.01 0.4 +0.02 +0.02 +0.05
J0029-3814 5.99005 1.07 004 0.59% 001 514703 24127002 25157005 22,7540
PS J0030—1525 2.32790 0.71%0%1 0.387901 12.3793 25.067001 26.107001 19.167591
+0.02 +0.01 +0.01 +0.6 +0.01 +0.01 +0.03
DES J0053—2012 5.98+0:02 0.6610! 0.76+0:0! —88.710¢ 23.811591 24831501 20.8615:9%
PS 1014744630 4.0 1577501 0.907901 34.9112 23.867001 24.90%001 19.897091
1.0 0.827000 0.787900 10.37}3 247110401 25751041 -
0.01 0.02 0.01 1.1 0.01 0.01 0.01
WG0214-2105 6.00% 001 1.867005 0.86% 001 26.6%)) 23.67 001 24.701001 21961001
SDSS J0248+1913 T 2.947931 0.27+001 0.447001 79.7+0¢ 24791004 25.831004 19.877908
WISE J0259—1635 4.0 0.267003 0.277901 73.570% 25.1670:03 26.2070:03 20.367018
1.0 1077501 0.987901 —63.67132 24467001 25.507901 20.791003
J0343-2828 4.0 0.347041 0.607901 ~39.7103 24307001 25.347001 19.06750
0 se0 0l —anedl sl aeselll 26y
+0.04 +0.03 +0.01 +1.4 +0.02 +0.02 +0.04
DES 104053308 5.94+0:04 L1100 0.74+0:0! 56.4+14 23.8715%2 24911592 21.5215:04
DES J0420—4037 4.0 0.467001 0.73%001 61.0%03 24.097001 25.137001 18.120:93
1.0 0.237900 0.847001 61.9%12 24.637001 25.671001 -
DES J0530—3730 5.537933 0.117902 0.52791° 60.17153 24301039 25.341039 -
PS J0630—1201 4.0 0.36101 0.587001 —56.0103 24.337901 25377901 19.6179:0¢
1.0 0.107900 0.2775% 61.1703 25.85100% 26.89700% -
J0659+1629 5751003 1.4870:03 0.957001 —72.2+1¢ 23.6117001 24.65001 20.58 003
J0818—2613 4.0 2.43%001 0.707901 49,2704 24.137001 25171008 20.83100)
1.0 0.981001 0.677901 49.9%0: 24871001 25.9117001 -
+0.15 +0.10 +0.01 +0.9 +0.02 +0.02 +0.08
W2M 1104241641 5.611013 2.22+019 0.75+0:0! 67.610 23.8910:02 24931002 22311508
J1131-4419 4.0 0.291001 0.61700! 83.4107 24281001 25.324001 18.317903
1.0 0.96+003 0.3600! 49.410: 25.54 1003 26.58 1003 2136007
2M1134—2103 6.00700!1 113759 0.747001 —58.110% 23.86100!1 24.90001 20.941003
SDSS 1125142935 1 4.0 118750 0.687001 63.070¢ 24167001 25.207008 20.51700%
1.0 0.83701 0.667901 55.4112 24.8910:02 25.9310:02 19.6679°%
2M1310—1714 4.0 0.84101 0.637001 —87.6701 24.257001 25.297001 18.807091
0.00 0.00 0.3 0.01 0.01 0.01
1.0 5.00%0 00 0.6370:00 —-59.7703 24.95%0 01 25.99%0 01 22.73%0 01
SDSS J133041810 4.0 147750 0.367901 65.4701 24857001 25.897001 20.53%003
+0.00 +0.00 +0.2 +0.01 +0.01 +0.04
1.0 0.3015:9 0.21+0:00 64.7+02 26.111591 27157591 19.15+0:04
SDSS J1433+6007 4.0 0.581001 0.59100] —10.0753 24331001 25.3710%1 19.257501
1.0 3.637000 0.517901 —2.2%03 25.181001 26.221001 23.42+0:03
J1537-3010 7167508 2.55M0% 0.761001 57.5%03 23741001 24781001 21.907503
PS J1606—2333 5.977902 1.4870:08 0.587901 ~73.1%9% 24137002 25171002 22,0410
+0.01 +0.01 +0.01 +0.2 +0.01 +0.01 +0.01
J1721+8842 4.02+0:0! 5.00109! 0.86+0:0! 3.6102 23.911501 24951501 20.881591
181742729 4.0 2.00700> 0.277901 30.2101 2517001 26.217001 21481003
0.02 +0.01 0.3 +0.02 +0.02
1.0 1.1970:03 0.25% 001 17.8703 25.957003 26.99"003 -
+0.01 +0.01 +0.1 +0.01 +0.01 +0.01
DES J2038—4008 4.0 2.857001 0.637901 53.0701 24.257001 25.297001 20.167001
+0.05 +0.01 +0.4 +0.01 +0.01 +0.05
1.0 317409 0.63+0:0! 262104 24941501 25981501 2214159
WG2100—4452 4.0 0.96001 0.617901 86.010] 242910401 25.33%0%1 18.957501
1.0 2,969 0.827901 -30.2413 24.667001 25.707901 22147505
J2145+6345 5.90%0 % 1.00%500 0.72400 ~54.873¢ 23.91700 24.957003 21.00%013
+0.16 +0.03 +0.01 +0.6 +0.01 +0.01 +0.07
122053727 6.60+0:1 0.7810:93 0.74+0:0! -76.7+58 23.811591 24851501 20.8415:07
+0.21 +0.10 +0.01 +0.8 +0.02 +0.02 +0.13
ATLAS J2344-3056 T 3.60792) 1.45+0:49 0.84+0:0! -22.9108 24001592 25.0415:02 21387513

Note. The associated uncertainties are statistical in nature and were computed using the 84th and 16th percentiles.
TLens model reconstructed by pipeline before restricting Sérsic index of main deflector’s light profile to 6.0.

Even though our prior constraints allow for the convergence’s axial
ratio to be below the axial ratio of the light profile, we find that in
both systems the lens mass distribution is more spherical compared
to the respective lens light. In a similar analysis, we plot in Fig. 9
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the axial ratio of the main deflector’s mass profile as a function of
the light profile’s axial ratio for all systems in our sample and find
no significant correlation as indicated by the low Pearson coefficient
of 0.33, shown in Table 5. We also find that due to a nearby galaxy,

€20z Aieniga4 Lo uo Jasn uopuoT 8bs)j0) Ausiaaiun Aq G8298/9/09Z1/1/8 1 G/e|oNiE/SeIUW/WOD dno-oIWwapese//:sdny Wwolj papeojumoq



Automated uniform lens modelling 1273

Table 3. Astrometric positions of the main deflector’s light profile centroid and lensed QSO images.
Name of Location Main deflector Image A Image B Image C Image D
lens system RA Dec. ARA ADec. ARA ADec. ARA ADec. ARA ADec. ARA ADec.

©) ©) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec)
J0029-3814 7.419298 —38.240600 —0.134 —0.155 1.156 —-0.513 —0.592 —-0490 —0.975 0.071 —0.321 0.384
PS J0030—1525 7.563492 —15.417800 —0.098 0.020 0.746 —0.908 —0.868 0.002 0.778 0.887 1.005 0.608
DES J0053—2012 13.435033 —20.209 147 —0.422 0429 —-0.529 1.036 1.414 0.012 0.691 —0.731 —1424 —1.111
PS J0147+4630 26.792372  46.511872 —0.145 —1.137 —-0.317 —2.296 —1.218 0.836 0.029 0.936 1.191 0.526
WG0214—-2105 33.568 175 —21.093137 0.071 —0.015 0.556 —0.868 —0.706 —0.136 —0.260 0.790 0.633 0.517
SDSS J0248+1913 42203067  19.225228  0.105 0.071 0451 —0.748 —0.549 —0.135 —0.404 0.699 0.503 0.661
WISE J0259—1635 44928533 —16.595370  0.058 —0.039 0.035 —-0.730 —0.727 0.216 0.434 0.537 0.752 —0.342
J0343—-2828 55.797650 —28.477948 —0.869 0.894 —1.251 1.352 1.959 1.349 1364 —0.746 —1329 —1.952
DES J0405—3308 61.498960 —33.147410 —0.014 —0.045 0.691 —-0.279 —-0374 —-0.605 —0.529 0.416 0.349 0.556
DES J0420—4037 65.194823 —40.624087  0.113 —0.001 0.821 —0.579 —0.586 —0.349 —0.339 0.675 0.287 0.796
DES J0530—3730 82.654075 —37.503113 0325 —0.325 0.597 —-0.517 —0.384 —0.237 —0.143 0.243 —0.018 0.311
PS J0630—1201 97.537708 —12.022081 —0.502 0.275 —1.370 1.157 1.151 0.416 0.822 —0.704 0.302 —1.268
J0659+1629 104.766 545  16.485908  0.390 —0.066 2192 —0.928 —2481 —1.265 1.205 1.953 2.274 0.974
JO818—2613 124.617817 —26.223740 —0.882 1.184 —2.488 —2982 —2.042 2.603 2.010 1.366 1.854 0.695
W2M J1042+1641  160.592005 16.687614 —0.052 0.034 —0.858 0.687 0.694 0.111 0.526 —0.468 —0.087 —0.803
J1131—-4419 172750079 —44.333469 —0.012 0.050 0.072 —0.742 —0.881 0.349 0411 0.793 0.754 0.446
2M1134-2103 173.668952 —21.056299 —0.154 0.174 1.326 1.150 0.593 —0.609 —1356 —1.384 —0.660 0.765
SDSS J1251+42935 192.781367  29.594673  0.185 —0.050 —0.885 0.278 0.829 0.286 0.895 —0.304 0.533 —0.678
2M1310—1714 197.583583 —17.249381 —0.191 0.522 —1.093 2.656 2.790 0.165 1.508 —2.447 —2295 —2.222
SDSS J1330+1810 202.577718  18.175763  0.170 0.068 0.629 0.700 0.384 —0.902 —-0.023 —-0910 —0.860 0.256
SDSS J143346007 218345150 60.120839  0.451 —0.218 1.558 —0.338 —0486 —1913 —1.243 —0.288 —0.480 1.842
J1537-3010 234.355668 —30.171336  0.095 —0.030 1491 —-0.815 —-0471 —1.126 —1.352 0.822 0.772 0.970
PS J1606—2333 241.500980 —23.556122  0.035 0.025 0.852 0.414 0.065 —0490 —-0.765 —-0.173 —0.272 0.567
J1721+8842 260.432958  88.705847 —0.287 0.261 —1.694 —0.094 0.312 2.378 1.589 0.965 1.242  —1.361
J181742729 274378603  27.494383  0.096 0.105 0.655 —0.732 —0.692 —0.256 —0.607 0.553 0.671 0.709
DES J2038—4008 309.511333 —40.137050  0.117 0.074 0.819 0.938 0945 —1.141 —-0.572 —1.112 —1.367 0.569
WG2100—4452 315.062075 —44.868438 —0.078 0.072 —0.286 1.128 1.318 —0401 —-0.703 —1.083 —1.125 —0.749
J2145+6345 326.271094  63.761447 —0.174 0.394 —0.955 —0.650 —0.487 1.020 0.890 0.280 0.571 —0.298
J2205-3727 331.434422 —37.450361 —0.046 0.088 0.859 0.189 —0.342 —-0.536 —0.780 0.066 —0.491 0.624
ATLAS J2344—-3056 356.070733 —30.940611 0.055 —0.115 —0.431 0.073 0.150 0.425 0442 —0245 —0.191 —0.583

Notes. The total uncertainty on relative astrometry is dominated by systematic errors associated with the reconstruction of the PSF on subpixel scale. We estimate
it to be 6 mas by comparison with Gaia (Section 4.2.1). Formal random uncertainties are negligible in comparison and therefore not listed.
T Astrometric position of the fifth image for J0343—282: ARA = —0.273 arcsec, ADec. = 0.473 arcsec; and for 2M1310—1714: ARA = —0.181 arcsec,

ADec. = 0.070 arcsec.

approximately 90° west of north, SDSS J0248+-1913 experiences
a stronger than average external shear, as reflected in the inferred
value of y.y = 0.22. Analogous evaluations can be performed for
all remaining systems in our sample, using the results listed in the
tables of this section.

4.2.1 Systematic uncertainties on astrometry

We can estimate the systematic uncertainties on our astrometry by
comparing the relative positions of the multiply imaged quasars with
independent measurements based on the Gaia satellite and with mea-
surement based on the same HST images as analysed in this paper,
but with a different methodology (see Luhtaru, Schechter & de Soto
2021). We do not expect the measurements to agree perfectly since
our positions are inferred from a forward modelling procedure taking
into account the surface brightness of the quasar host galaxies and of
the perturbers, while the comparison positions are measured in the
image plane, without a lens model. However, we expect that this com-
parison should give us a robust upper limit to the systematic uncer-
tainty on astrometry, which we expect is dominated by the uncertainty
on our reconstruction of the PSF at subpixel scales (Chen et al. 2021).

Fig. 10 shows the difference of the relative positions of the
multiply image quasars measured in this work with respect to those

measured from Gaia Data Release 3. Only systems for which Gaia
measured at least three image positions are used for the comparison.
The lens J17214-8842 is a clear outlier in terms of astrometric
precision. This is not surprising considering that our pipeline is not
intended to deal with the complexity of the system, composed of
two sets of multiple images. Excluding J1721+8842, the rms scatter
is 6 and 5 mas, respectively, in RA and Dec. A comparison with the
astrometry of Luhtaru et al. (2021) yields very similar results, with
rms scatter of 7 mas in both RA and Dec., excluding J1721+8842.
Conservatively, assuming the Gaia error to be negligible, we assign a
systematic error of 6 mas on our relative astrometry listed in Table 3,
with the exception of J1721+48842, for which a larger astrometry
should be adopted until a more detailed model is developed.

The total astrometric uncertainty can be propagated into uncer-
tainty in the estimated time delays and thus in the Hubble constant
as described by Birrer & Treu (2019). For the lenses analysed in
this work, 6 mas will yield uncertainties on the H, well below
the 5 percent threshold and thus astrometric uncertainty is not a
dominant contribution to the cosmographic error budget. For time-
delay cosmography, systematic uncertainties arising from modelling
choices can often be larger than the statistical errors estimated via the
MCMC process. They are therefore a focal point of the remainder
of this paper. The total error budget will of course need to include
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Table 4. Model parameters for source light distributions, which are median values.

Name of Centroid F814W F475X F160W
lens system NS¢ rsic Oc ARA ADec. Nmax B Nmax B Amax B
(arcsec) (arcsec) (arcsec) (arcsec) (arcsec) (arcsec)
700293814 2827073 1.05T008 00437000 —0243%0000 - - - - -
PS J0030—1525 0.531007 0447000 032770010 0.04550007 - - - - - -
DES J0053—2012 0.50001 0771007 —0.15170008  0.02279013 -~ - - - - -
PS J0147+4630 1305078 0015000 —0.157H0003  —0.72000018 - - - - -
WG0214-2105 0.92103%  0.067001  0.09670%01  —0.05250%01 - - - - - -
SDSS J0248+1913 362001 191509 o2y 00315000 - - 0 01001001 5 01870010
WISE J0259—1635 3.967003 1097000 0.01675000  —0.02470001 3 0.07579:002 4 0.06379002 1 0.145F0:-004
J0343—2828 3.997000 0.067001  —0.122F599%  0.14970003 8 0.16179%09 3 0.031+0:003 - -
DES J0405—3308 396100 0175001 0.0175000  —0.0390%01 - - - - -
DES 10420—4037 0.59%00 091501 016670001 —0.033T0001 15 0.037F0000 15 0.0375000) 15 0.1417000

+1.02 +0.01 +0.019
DES J0530—3730 1274592 1004091 0.172+0:080
PS J0630—1201 1707598 110700 —0.27570:50

J0659+1629 218701 1107000 0.028T001 —0.21579:002
J0818—2613 0.507001  0.01700  —1.064759%  0.53870003
W2M J10424-1641 3.80100 0547098 —0.19475002  0.105F000
J1131-4419 2.05T098  1.09T00  —0.05279003  0.07810:5%
2M1134-2103 3.99000 1107001 —0.09775992 0.010799%3
SDSS J125142935 3271047 0247000 —0.00409%2  0.007F3008
2M1310—1714 4007001 0.01700  —0.15315900  —0.09270-901
SDSS J1330+1810 1907509 1.107900  0.045T0:0%¢ 0.01670-902
SDSS J1433+6007 3.88100%  0.647007  0.01370010  —0.0787000
J1537-3010 145007 0161000 0.04875900  —0.0177080

0.03 0.03 0.001
PS J1606—2333 3.96700; 0.67100:  0.0337000,

+0.22 0.01 +0.002
J1721+-8842 173707 1107001 —0.0187 0005
181742729 0.837013  0.46700¢ 014310001

DES J2038—-4008
WG2100—4452
1214546345
J2205-3727

ATLAS J2344-3056

1067510 011100
296785 0807
3.94%00;  0.6470 5%

+0.15 +0.02
1741015 0311502

+0.03 +0.01
0.577505 047550

0.001
—0.0271 0001
0.003
0.025%5 004
+0.003
0.04675 003
+0.001
0.00510:001

+0.006
—0.21575 505

+0.005
0.217 005

0.02500
0288000
0027088
003112
007570308
019779 0214700
00997000
~0.0853.0

0.011 0.011
5 0.083%)01 5 0.06270 016 - -

- - - - 6 0.72479008
5 00107550 5 001150 - -

0.002 +0.004 +0.007
700755005 3 0123000 5 047150007
5 0.0687500 5 0.0687500 - -

0.001 +0.001 +0.001
20 021000000 8 0.0917050! 1 0.1717950!

+0.011 +0.015
20350 2 o3ty - -
5 0.0687090 8 00567000 - -
9  0.108759% 9 01057005 - -

0.017 +0.027 +0.001
6 10757000 6 10611000 10 0.117E0000
30001275902 - 9 0.6437501
8 014470002 10 0.1267050! 3 0257755

0.009
- - 0 0.1790 008 - -

Note. The associated uncertainties are statistical in nature and were computed using the 84th and 16th percentiles.

the statistical error, the error arising from modelling choices, and
those arising from the residual uncertainty on the PSF reconstruction
(Shajib et al. 2022), from the time-delay measurements (Millon et al.
2020b), and from the estimation of the effect of the mass along the
line of sight (Greene et al. 2013).

4.2.2 Comparison to published mass models

For several systems, mass models based on ground-based imaging
exist in the literature (e.g. Lemon et al. 2018; Rusu & Lemon
2018; Lemon et al. 2019, 2020, 2022). Given the difference in data
resolution and depth, modelling approaches, treatment of perturbers,
and parametrization, it is difficult to perform a detailed quantitative
comparison. Overall, quantities such as Einstein radius, axis ratios,
and PA, are in agreement within the uncertainties. The external shear
depends crucially on the choice of mass components and precision

MNRAS 518, 1260-1300 (2023)

of the main galaxy position, which is often uncertain in ground-
based data. A more detailed comparison will have to be based on
the same data, a common parametrization, and choice of mass model
components.

Comparing our results for system DES J2038—4008 to those
obtained via the cosmography-grade lens model of Shajib et al.
(2022), we find excellent agreement for the power-law slope, Einstein
radius, axial ratio and PA of the mass profile, shear strength and shear
PA. We further find that our predicted time delays match very well
the predictions by Shajib et al. (2022), with the largest difference
of 0.6 d resulting from the greatest time-delay prediction of 25.7 d,
between images A and D, corresponding to a 2.3 per cent difference.

For J1721+4-8842, we compare our results with those by Lemon
etal. (2022) and find good agreement for the power-law slope (Lemon
et al. (2022) used a singular isothermal ellipsoid or SIE, which is
PEMD with a fixed slope of 2.0), the Einstein radius, axial ratio and
PA of the mass profile, as well as for the shear strength. For the
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Table 6. Median values for image magnification, unitless convergence,
stellar convergence (k) estimated from the lens flux in the F/60W band using
a constant mass-to-light ratio (see Section 4.1), and shear at the position of
the quasar images.

Name of Image K Ky 12 Image
lens system magnification
+0.01 +0.001 -+0.01 +0.05
100293814 A 0204001 0.027+0001 0.06+:0! 1561009
+0.02 +0.010 +0.03 +0.07
B 0847002 033510010 0.99+0:92 ~1.0550%7
+0.02 +0.003 +0.01 +0.14
c 03800 0.067*5:003 012401 2704014
D 0.8870:02 0.169+0:0%6 Lo4+0o ~0.93*0-:0¢
+0.01 +0.001 +0.01 +0.25
PS J0030—1525 A 045t 001670001 0.28+001 4415028
+0.02 +0.016 +0.02 +0.30
B 0707092 041179019 0.60+:2 ~3.65+0:30
+0.01 +0.002 +0.01 +3.68
c 055t 0.051+0:002 0.42+01 35.7313:68
D 0_61+0.01 0.1 14+0A004 0_434—0.0] 729_014—2.29
—0.01 —0.003 —0.01 —2.56
+0.05 +0.012 +0.06 +0.02
DESJ0053-2012 A 1447003 034510012 174700 ~0.3610:92
+0.01 +0.001 +0.01 +0.21
B 0.36Z; 0.018Z g0, 0.39Z5'01 3955017
+0.01 +0.001 +0.01 +0.20
c 050000 0.0347 0001 071459 ~3.85+020
D 0297301 0.028 0001 0307901 2437048
+0:O2 +0:007 +0:03 +6.03
PS JO147+4630 A 1037008 03547000 1321903 —0.57+0:93
+0.01 +0.003 +0.01 +0.37
B 0395001 0.13970:003 0514001 8.89+037
+0.01 +0.003 +0.01 +0.63
c 04230 0.17515:003 0.63:0! ~15.709
D 03750 017415003 05479 938703
+0:Ol +0:00] +0:01 +0:26
WG0214-2105 A 0401001 0.137+0001 0374091 446702
—+0.01 +0.002 +0.02 +0.23
B 0525001 025415002 0.66+0:02 —4.6610%
+0.01 +0.001 +0.01 -+0.47
c 043t 0.169*0-001 0.43+01 7567047
D 048t 026170002 0.677 0% 57107
+(J:03 +U:(JO4 +O:Ul +().f;5
SDSSJ0248+1913 A 0437003 00165004 031409 44270
+0.04 +0.003 +0.04 +0.82
B 0455004 001345003 0.66+0:04 ~7.17+082
+0.04 +0.003 +0.02 +1.04
c 043790 0.011+5:003 0.42+0:92 6.67+%
D 0.60003 0.05070:009 0.607 004 —4.837063
+0.0i +0:038 +0:02 +0:15
WISEJ0259-1635 A 0.49700! 0.74210038 0734002 —3.524003
+0.01 +0.019 +0.01 +0.11
B 0301001 037915018 0434001 3204011
+0.01 +0.043 +0.02 +0.13
c 04950 07491008 076409 -3.075013
D 035500 083970043 0.49+0:01 5254030
-390, -627_0.045 -0, )
+0.01 +0.007 +0.01 +0.01
103432828 A 1257001 032310007 1377901 —0.55+0:01
+0.01 +0.001 +0.01 +0.03
B 0395001 00200001 0304001 3.544003
+0.01 +0.002 +0.01 +0.04
c 057t 0.065+0:002 071401 ~3.06+0:04
D 036! 00170501 0.24+001 2.8040:93
+0:01 +0:003 +0:01 +0:3]
DESJ0405-3308 A 0.35F9! 0.114*0:003 0.50+0:0! 5.84+031
—+0.01 -+0.006 +0.02 -+0.22
B 0555001 023810006 0.68+0: -3.8210%
+0.01 +0.004 +0.01 +0.34
c 034t 0.127+0:004 0.53+0:1 6.74+038
D 0517901 021670003 0647002 —5.7870-34
+0:01 +0:00:? +0:01 +O.i9
DESJ0420-4037 A 040700} 00570003 0434001 5724038
+0.01 +0.006 +0.02 +0.37
B 0545001 012215006 0.59+0:92 -7.34503
+0.01 +0.004 +0.01 +0.80
c 046700 008310004 0474001 15.13+080
+0.01 +0.006 +0.02 +0.61
D 05550 013610006 0544008 —10.9010%)
+0.03 +0.869 +0.04 +19.34
DESJ0530-3730 A 0407093 2362108 0.55+0:% 12.50+1%3
+0.02 +0.135 +0.03 +75.11
B 0431092 031115135 0584093 5151l
+0.02 +0.114 +0.04 +189.15
c o 04st)2 0273t 0541095 9264t 13000
+0.03 +0.171 +0.04 +149.10
D 0.49% 06 0.3427 134 0.53%5'03 —66.417 147,
PS J0630—1201 A 062100 0.295F0:067 0.887003 ~1.597010
+0.01 +0.009 +0.01 +0.59
B 03301 0.038*0-009 0.64+0:1 21,6993
+0.01 +0.026 +0.01 -+2.04
c 04t 0.11215:0%¢ 0.60+0:0! ~63.787 394
D 0487001 0.123+0:027 0497001 34.601239
+0:01 +U:003 +0:02 +d.38
J0659+1629 A 067700 0.08070:003 0.53+0:9 ~5.8610:38
+0.01 +0.001 +0.01 -+0.18
B 0407901 0.029+0001 0257501 3407018
+0.01 +0.003 +0.02 +0.29
c ont 0.06870-003 0.56+0:92 —43150%
D 0587901 0065003 0315901 12.24+083
+0.01 +0.001 +0.01 +0.05
108182613 A 0405001 014210001 0185001 3.02409
+0.01 +0.003 +0.01 +0.02
B 0687001 0.3961003 1024001 —1.07+0:92
+0.01 +0.002 +0.01 +0.16
c o035t 024715002 0.60+0:01 16.19101¢
D 0367001 023470002 0697001 —16.13701
r=0.01 - —0.003 7=0.01 U =0.17
+0.01 +0.003 +0.01 +0.16
WaM 104241641 A 0307001 013315003 0.48+001 3.93401¢
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Table 6 — continued

Plame of Image K Ky 14 Image
lens system magnification
B 0anl o2l ol 1saens
c 0387901 0.226+0:0° 059501 22.60+]0}
+0.01 +0.005 +0.01 +0.56
D 0.497 501 0.2847 7003 0.617 501 =9.13705

Note. The associated uncertainties are statistical in nature and were computed using the 84th and 16th
percentiles.

shear direction, we find a discrepancy of nearly 80°, however, in our
model we mask out the second image pair, which Lemon et al. (2022)
use as additional constraint. A comparison of magnification values,
shear, and convergence at the image positions with the best-fitting
model of Lemon et al. (2022) shows agreement within a few per cent,
which is remarkable given the complexity of the system and the
assumption of an SIE in Lemon et al. (2022) versus the power law
used in our model. We further compare our predicted time delays
and find excellent agreement, with a largest difference of 0.6 d and
the highest predicted time delay in Lemon et al. (2022) showing no
difference to our result. Additionally, we compare our results for
J1721+4-8842 with those by Mangat et al. (2021) and, again, find
reasonable agreement for the power-law slope (Mangat et al. (2021)
use an SIE), the Einstein radius, axial ratio and PA of the mass
profile, and shear. After rescaling to the cosmology assumed by
Mangat et al. (2021), we further find that our predicted time delays
and image magnifications agree within a few per cent.

4.3 Predicted time delays

For each system, we predict the time delay, Af, between images
of the lensed quasar. These predictions can be used to determine
for which system high-cadence observations are viable and to give
guidance on the duration of long-term monitoring campaigns, as
well as when to expect observed variations to appear in other images
for the purpose of scheduling follow-up observations. To predict
the time delays, we adopt a flat ACDM cosmology with standard
values for present matter density, radiation, and the cosmological
constant, at 2, o = 0.3, 2, ¢ = 0.0, and Q, ¢ = 0.7, respectively,
and the Hubble constant at Hy = 70 km s~! Mpc~'. For calculations
where a component’s redshift, due to lack of measurements, is
currently unknown, we assume typical values of zg = 0.5, for the
deflector, and of z; = 2.0, for the source. The predicted time delays
for each successfully reconstructed lens model are summarized in
Table 8.

4.4 Efficiency of the uniform framework

To give an estimate on the time savings introduced by modelling
strong lenses using our automated pipeline, we provide the total
processing time for two systems, SDSS J0248+1913 and SDSS
J1251+4-2935, broken down between the time needed for the PSO
steps and the time required to probe the posterior distributions
through an MCMC. In the case of SDSS J0248+1913, the PSO
fitting time is 5 h and 56 min, while the run-time of the MCMC is
5 h and 10 min, giving a total reconstruction time of 11 h and 6 min.
The PSO fitting time corresponds to using 19 threads on a machine
with a hyper-threaded Intel(R) Core(TM) 19-9820X CPU clocked at
3.30 GHz, while the MCMC run-time corresponds to a computation
using 20 threads on the same architecture. For SDSS J1251+2935,
the PSO fitting time is 8 h, 55 min, and the associated MCMC time to
find convergence is 8 h, 12 min, for a total computation time of 17 h
and 7 min. The MCMC run-time corresponds to the same resource

€20z Aieniga4 Lo uo Jasn uopuoT 8bs)j0) Ausiaaiun Aq G8298/9/09Z1/1/8 1 G/e|oNiE/SeIUW/WOD dno-oIWwapese//:sdny Wwolj papeojumoq



Table 7. Median values for image magnification, unitless convergence,
stellar convergence (k) estimated from the lens flux in the F/60W band using
a constant mass-to-light ratio (see Section 4.1), and shear at the position of
the quasar images.

Name of Image K Ky 14 Image
lens system magnification
+0.01 —+0.005 +0.02 —+0.13
J1131-4419 A 0715001 0.087+9:003 0.70+0:92 2497013
+0.01 +0.002 +0.01 +0.15
B 0357001 0.0211902 0431001 4087013
+0.01 +0.007 +0.01 +0.48
c 0581501 0.149+0:907 0557901 ~7.927048
D 044t 000173005 046701 9.8240:42
=04 - —0.005 =04 "TE—-0.
+0.01 +0.001 +0.01 +0.03
2M1134-2103 A 0.22%001 0.036*9%01 0.14+0:91 1.721903
+0.01 —+0.004 +0.02 —+0.03
B 0.62+0:90 0.17819004 L1249 ~0.907903
+0.01 —+0.001 +0.01 +0.03
C 0217901 0.0307 900! 0.08+0:0! 1.63903
D 0.96+0-02 033570008 1.547003 —0.4210:02
0.01 £0.003 £0.01 0.04
SDSS J125142935 A 0307501 0.077+9003 028091 2.44+0:04
+0.01 +0.005 +0.01 +0.11
B 0547001 0.380+0:0% 0.637901 —5.497040
+0.01 +0.005 —+0.01 +0.21
¢ 0.4510:01 022519008 047301 11.63%021
D 0507000 027870008 0.637001 —6.637013
4001 40,001 £0.01 1013
2MI310—1714 A 0.647501 0.089+0:001 0647901 -3.641003
+0.01 +0.001 +0.01 +0.07
B 0467501 0.034+0:001 046791 12,0907
+0.01 +0.001 +0.01 +0.34
C 0547001 0.0487 000! 0.54 100! ~13.2879%
D 0465001 0.0287 900! 0445001 9.60+097
0. - —0. =0 Y=0.15
—+0.04 +0.009 +0.05 +0.10
SDSS J1330+1810 A 1.007 004 0.40479-002 1.007903 —Lo1*010
+0.02 +0.002 +0.01 +0.49
B 0431092 0.095+5:992 0407991 5934040
+0.01 —+0.005 +0.02 +0.50
C 0667001 0.23019003 0.58+0:02 ~4.62030
D 027100 0.038H0:001 0457901 2997019
+0:Ul +0:009 +0:02 +6.12
SDSS 1143346007 A 0747001 0.191+9009 0.75+0:92 —2.0470:12
—+0.01 +0.002 +0.01 +0.35
B 0497001 0.031790%2 0321091 645403
+0.01 +0.005 +0.02 +0.14
C 0757001 0.101+9:003 0.65+0:92 —2.81701¢
D 0447001 0.027+0:001 0217901 37779017
+O:01 +0:001 +0j01 +0:ll
115373010 A 0397001 0.0947 9001 0.29+0:91 351400
+0.01 +0.003 —+0.01 +0.08
B 0.621501 0.252+0:903 077341 ~2.24708
+0.01 +0.001 +0.01 +0.10
C 0387001 0.0867 00! 0274091 3.19+0:19
D o6t 026213003 0757001 ~2.39+0:98
+0:01 +0:005 +0:Ol +0,66
PS J1606—2333 A 033501 0.07319003 019791 2437906
+0.01 +0.018 +0.02 +0.05
B 0947001 047870018 0.87+0:92 —1.347008
+0.01 +0.006 +0.01 +0.09
¢ 039501 0.087+0:99 0217901 3.087008
D 0817001 035210014 081700 ~1.6070-06
27 =0.01 - —0. =0, 0.
+0.01 +0.001 +0.01 +0.02
J172148842 A 078501 04750001 0817901 ~1.657002
+0.01 +0.001 +0.01 +0.07
B 0447001 0.207* 900! 037! 5544097
+0.01 +0.001 +0.01 +0.09
C 0.55Z5 01 0.2927 5501 0.60Z'; —6.34509
D 0.421001 021710001 0367001 475109
+0.01 10,002 40,01 4053
181742729 A 0431501 0.057+0:002 0467901 9.02933
+0.01 +0.011 +0.01 +0.88
B 0537001 0.497+9011 0.54+0:01 —14.097038
—+0.01 +0.003 —+0.01 +0.97
c 047501 0.090+5:993 0477901 15.671 048
D 05240 050473000 0587001 -8.88+0-3¢
0. - —0.006 =01 7T —0.58
+0.01 +0.001 +0.01 +0.02
DES 12038—4008 A 0587001 0.458+0:001 1067001 ~1.0579%2
+0.01 +0.001 +0.01 +0.04
B 0'247().0] 0'17870.00] 0'4870,01 2'8870.04
+0.01 +0.001 +0.01 +0.04
C 0467001 0.3307 00! 0.86+0:0! —2.287004
D 0221501 0.168 0001 0437901 2387003
+0:03 +0:008 +0:02 +£).04
WG2100—4452 A 0767003 0.29219008 1.00002 —1.07%0:04
B 0247001 0.10015:0%3 0407001 2387000
—+0.02 +0.005 +0.01 +0.20
C 0497002 0.1819:009 0661001 ~5.937020
D 035t)% 0.132+0:904 053700 7257931
+O:Ol +0:004 +0j01 +O: 16
1214546345 A 0347001 0.045+9-004 0.29+0:91 2844019
+0.04 +0.022 —+0.04 +0.08
B 0.87+0:04 0.280+:922 1.00*004 ~1.017968
—+0.01 —+0.007 +0.01 +0.36
C 0407001 0.08219007 043091 5801036
D 052100 01351001 0647002 —5.4370%
+001 £0.002 4001 +o.12
122053727 A 0317501 0.052+5:902 0337901 2777912
—+0.01 +0.004 +0.02 +0.19
B 0597901 0.12519004 0.65+0:92 ~3.82+0.09
+0.01 +0.003 +0.01 +0.41
c 0.421501 0.082+5:993 046791 8.13041
+0.01 —+0.004 +0.02 +0.21
D 0587001 0.1407* 9004 0.63+0:02 —4.53+021
+0.01 —+0.006 +0.02 +0.19
ATLAS A 0617001 0.3287900¢ 06509 ~3.807029
123443056
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Table 7 — continued

Plame of Image K Ky V4 Image

lens system magnification
B 0407001 02357000 0397001 4807013
ol el oetE argy
D 0407001 024770008 0407001 4797033

Note. The associated uncertainties are statistical in nature and were computed using the 84th and 16th
percentiles.
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Figure 8. Difference in the PA between the main deflector’s lens mass and
lens light as function of the lens light’s axial ratio for our lens sample (blue
markers). The shaded area represents the prior set for the lens masses PA,
while the magenta diamond markers represent the strong lenses in the SLACS
sample.

Axis Ratio (Gmass)

Axis Ratio (qfight)

Figure 9. Axis ratio of the main deflector’s mass profile, gmass, as function
of the deflector’s light profile axial ratio, gmass (blue markers). The shaded
area represents the prior set for the lens masses axial ratio, while the magenta
diamond markers represent the strong lenses in the SLACS sample.

level as used for the modelling of SDSS J0248+1913, however,
the PSO fitting is associated with 20 threads on a machine hosting
an Intel(R) Core(TM) i9-10980XE CPU clocked at 3.00 GHz. By
comparison, these processing times are much shorter than traditional
lens modelling times, which can require up to 1 million CPU hours for
extremely complex lens configurations. Furthermore, our pipeline’s
speed is comparable to the processing times of Shajib et al. (2019)’s
framework, but it requires no human input and intervention along the
reconstruction process.

The time required to set up the pipeline is conservatively estimated
at 1 hour per lens. Additionally, we approximate another 6 h of
required investigator time per lens to reduce the data, prior to the
pipeline processing, and 3 h per system to review results and move
data between machines, arriving at a conservative total of 10 h of
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Table 8. Median values for Fermat potential differences between quasar images and associated predicted time delays using listed measured or assumed redshifts.

Name of Zd Zs ADpp Adpc Adpp Atap Atac AtaDp
lens system (d (d) (d)
J0029—3814 0.863  2.821 —0.62951002% —0.5754100373 —0.6436100%7  —100.037  —91.473%  —102.275]
PS J0030—1525 () 0.5 3.36 —0.2685100142 —0.1151100048 —0.1158100018 198710 —8570%  —8.570%
DES J0053—2012 (1) 0.5 3.8 1.389570:0263 1.346070-0249 1.6476%0:03%23 10057y 97308 1192733
PS J0147+4630 0.678 2377 2.5538100138 2.5329100439 2.5520100438 306.1732  303.673)  305.9732
WG0214-2105 022 3229 —0.120690040 —0.080010-0027 —0.104610-003 -3.5%01 23T 30701
SDSS J0248-+1913 (1) 0.5 2.44 —0.073710-5051 —0.05571000% —0.1047100078 -5.8%0%  —44703  —8.210¢
WISE J0259—1635 0905  2.16 0.102210:9923 —0.01281 39003 0.0279™0:9906 203405 25t 55T
J0343-2828 0.385  1.655 1.8668 00071 1.59857 00053 2.2440100%2 115.870%  99.1704  139.2799
DES J0405—-3308 () 0.5 1.713 —0.05871000%0 —0.0074 130003 —0.0308100012 -52%02  —0.7t  —27%01
DES J0420—4037 0.358 2.4 —0.1101790039 —0.0870100023 —0.093010-003¢ —57%02 450 48701
DES J0530—-3730 (1) 0.5 2.838 —0.0159700138 —0.015210012% —0.01531001%% —12% —1209 128
PS J0630—1201 (1) 0.5 3.34 0.9574700334 0.9520790333 0.953970-:0333 707155 703735 704733
J0659+1629 0.766  3.083 2.3321100%) 0.0404 700012 0.1064 00047 3026197 52752 13.870¢
J0818—2613 (1) 0.5 2.164 —4.768270087 —1.5446100178 —1.5484 10078 _387.5770 1255014 —125.8T)0
W2M J10424-1641 0.599 2.5 —0.1777F9006¢ —0.1748F0-006 —0.18071000%  —17.6%0%  —17.3708  —17.9707
J1131-4419 () 0.5 1.09 0.211775:5560 0.102370.005 0.10727500%3 242807 1173 122793
2M1134—2103 (1) 0.5 2.77 —0.470750077 0.1825700024 —0.952670012 36,0705 140703 —72.870%9
SDSS J12514-2935 0.41 0.802 —0.3271 10503 —0.3188 100030 —0.3242700030 33,6703 328703 —33.3%03
2M1310—1714 0293 1975 1.019970:0244 0.8912700184 1.210975:0259 432709 377108 51370
SDSS 1133041810 0373  1.393 0.2867700135 0.280870013) 0.455370023) 18.070% 17.670%  28.67)¢
SDSS J143346007 0407  2.737 0.668170:0202 0.53800.01%¢ 1.032370.92%7 39.8712 32078 61477
J1537-3010 0592 1.721 —0.3265T0-0040 0.0975700016 —0.2925T00046 36,970 11.0703  —33.0%03
PS J1606—2333 (1) 0.5 1.69 0216175904 —0.110275:9024 01868700038 191704 —97%02 165753
J1721+8842 0.184 237 1.188570:0068 1.068370:00% 1.280970-0074 290102 26.0704  31.2%93
J1817+42729 (1) 0.5 3.07 —0.0474+0:-00%0 —0.0385 00016 —0.0724 100031 —3.6%00 29701 _54%02
DES J2038—4008 0228 0777 0.5230700043 0.3863 700031 0.6563 7000 205792 15t 257793
WG2100—4452 0203 092 0.81407000%3 04141700040 0420600041 258103 130y 133700
1214546345 (1) 0.5 1.56 —0.5187100242 —0.1477+0:-008¢ —0.16041000%2 47,522 135708 147708
322053727 (+) 0.5 1.848 —0.220070907 —0.20067095%% —02126700072  —18.870¢  —17.1%0%  —18.270¢
ATLAS J2344-3056 () 0.5 1.298 0.02607 00007 —0.006610-0002 0.02647 00007 2.6791 —0.7%01 2.791

Notes. The associated uncertainties are statistical in nature and were computed using the 84th and 16th percentiles. Our calculations assume a flat ACDM
cosmology with Qp, o = 0.3, 24,0 = 0.7, and Hy = 70 km s~' Mpc~!. For unmeasured deflector redshifts, we adopt a fiducial zqg = 0.5. It should be noted that
a change in the redshifts for a system would rescale the corresponding predicted time delays.

tSystem with a fiducial deflector redshift of zg = 0.5.

Table 9. Stability in the Fermat potential.

Stability <3 percent 3-5percent 5-10percent > 10 per cent
PSO 8 2 6 14
MCMC 24 3 2 1

Notes. Listed are the number of systems for which a change in the Fermat
potential difference is within the table’s thresholds. The table includes both
model changes within the PSO and changes during the MCMC chain.

investigator overhead. This overhead represents a minimal level of
investigator time and would be required for most types of analyses,
considering the necessity of data preparation and quality control.
This time is much smaller than the typical amount of investigator
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time adopted by previous non-automated studies, and comparable
with the amount of time per system invested by Shajib et al. (2019).

4.5 Difference in the Fermat potential of the quasar images as a
metric for cosmography

To assess the stability in our models and their utility for cosmography,
we introduce a new metric that tracks the changes in the Fermat po-
tential at the position of the quasar images for each step or modelling
choice in our pipeline. We then compute the absolute difference in
the Fermat potential at the image positions and normalize it with the
results of the final model.

We expect the stability of the Fermat potential difference to depend
on three factors: (i) the information content of the multiple images
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Figure 10. Comparison of the difference in quasar image positions that we
inferred in this work by forward modelling ST images and the corresponding
astrometry for systems with at least three detected images by the Gaia satellite.
The top panel shows the comparison for all the systems with the crimson
diamonds representing J1721+8842 differences. The bottom panel zooms in,
excluding the outlier J1721+8842.

of the extended source; (ii) the overall symmetry and configuration
of the multiple images of the quasars (highly symmetric crosses will
have fairly similar potential at the location of the images); and (iii)
complexity of the mass distribution of the deflector and presence of
perturbers.

This metric allows us to visualize the impact of each model
decision along the reconstruction. It also gives us a way to use
the metric as a tool to evaluate systematic uncertainties resulting
from modelling choices by applying it to a large sample as we will
demonstrate for the case study SDSS J02484-1913 in Section 5.1.
Ultimately, this new metric also gives us a way to assess how close our
reconstructed models come to the quality required for cosmography.

In this section, we first discuss in some detail a case study and
then present some statistics about the performance of the pipeline
with respect to this metric across the sample.
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4.5.1 Case study

To demonstrate the described tracking mechanism for modelling
choices, we show in Fig. 11 the evolution of the difference in the
Fermat potential at the image positions for lens SDSS J0248+1913,
starting with the first model setup up to the initialization of the
MCMC run. Stepping through the decision framework, Fig. 11
illustrates the resulting changes in the Fermat potential differences
from an initial configuration (step a), used for fitting the most
informative band (step b), through the first simultaneous fitting
sequence of all bands (step a/i), up to adding source complexity
via increase in shapelet order in the final steps h/i 3 and h/i 4.

The conclusion of Fig. 11 is that modelling choices can alter the
difference in the Fermat potential at a level that is significant with
respect to our target precision of 3-5 per cent and therefore need to
be properly addressed. In contrast, the statistical uncertainties for a
fixed model choice, as explored by the MCMC, are generally smaller.
To further illustrate the distribution of lens mass and lens light
parameters, we show a corner plot for system SDSSJ0248+1913
in Appendix D.

4.5.2 Assessment of Fermat potential stability on the sample

Table 9 summarizes the performance of our pipeline on the sample, in
terms of Fermat potential stability. We focus on the absolute value of
the Fermat potential difference between the images with the largest
difference, since those will have the longest time delay. The longest
time delay is the easiest one to measure precisely and therefore
usually the dominant contributor to the cosmographic measurement.
The first row describes the stability with respect to the last two
steps for model changes within the PSO process, while the second
row describes stability during the MCMC chain, which we derive
from the comparison of the final MCMC result to the results for
the final model of the PSO. As in the case study above, in most
cases, modelling choices, and not residual statistical errors once a
model has been defined, are the dominant source of uncertainty in the
Fermat potential difference, so we will focus our discussion on the
first row, which is the most novel aspect of our analysis. Of course,
as discussed at the end of Section 4.2.1, the full cosmographic error
budget will have to account for random and systematic errors on
modelling as well as for other sources of uncertainty.

For convenience, we bin the sample into four general categories:
(i) cosmography grade models, which we define as lenses with an
uncertainty of less than 3 per cent; (ii) nearly cosmography grade,
defined with errors of between 3 and 5 per cent, which will require a
likely modest amount of additional effort to achieve accurate Hubble
constant measurements; (iii) models with uncertainties in the range
5-10 per cent, which may already be useful for other applications but
require substantial work to reach cosmography grade; and (iv) models
with uncertainties larger than 10 per cent, which should be used only
as a starting point for further investigation. We caution the reader that
this assessment is indicative only and caveats apply. For example,
we have used an informative prior on the mass density profile slope,
which could bias the inference if not removed or properly accounted
for. Furthermore, some systems may have good enough lens models
but may still yield low precision cosmology if the sources do not
vary enough to measure the time delay or if the line of sight is overly
complicated.

Remarkably, the pipeline yields cosmography-grade or nearly
cosmography grade models (as defined above) for 10/30 systems
(WG0214-2105, J0343—2828, DES J0420—4037, J0659+1629,
2M1310—1714, J1721+8842, J1817+42729, WG2100—4452 are
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cosmography grade; PS J01474-4630 and J1537—3010 are nearly
cosmography grade); however, we urge caution with regards to the
results of J1721+48842, as this system is highly complex and, as
shown in Fig. 10, we find small variances between our predicted im-
age positions and the corresponding Gaia measurements. Six lenses
are in the 5-10 per cent range, but require substantial work (SDSS
J0248+1913, WISE J0259—1635, J0818—-2613, 2M1134—-2103,
DES J2038—4008, SDSS J12514-2935). The remaining 14 systems
we assess as currently far from cosmography grade given the stability
in the Fermat potential differences observed during the steps of model
reconstruction.

The fact that half of the lenses are far from cosmography grade
is not surprising, considering the quality of the data, the lensing
configurations, and the simplifications inherent to our modelling
procedure. Table 8 and Figs B1-B4 shed some light on the causes
of instability. In certain cases (e.g. J2145+6345), the quasars are
so bright that little extended source light is visible. In others (e.g.
ATLAS J233—-3056) the image separation is so small and the system
so symmetric (resulting in very short predicted time delays) that
it is difficult to imagine getting a cosmography grade model with
current technology. From the modelling point of view, some cases
seem easily improvable, while others will require a more flexible
modelling scheme than the one applied here. In the first category are
all those systems for which there was a substantial jump in the Fermat
potential difference between the one band and three band model. In
many of those cases the three band model was considered acceptable
but the metric still recorded the jump (e.g. J0029—-3814). For some of
those cases, further exploration may reveal that cosmography grade
models are achievable within the present modelling assumptions.
The latter category includes systems such as PS J0630—1201, where
there is clearly more than one deflector and therefore will require
more complex models. Additional work, left for future studies, is
needed to find out if those systems can be made cosmography grade
with additional modelling efforts and/or better data, or whether it is
more cost effective to focus on the low hanging fruits.

The fact that our automated pipeline yields ‘cosmography grade’
models for a 1/3 of the sample is an important result, although some
caveats must be kept in mind. The most important caveat is that our
pipeline uses informative priors on the slope of the mass density
profile, ellipticity, and alignment of mass and light profiles, to avoid
non-physical solutions. However, such informative priors could have
artificially reduced the uncertainty on the Fermat potential. For ex-
ample, J1817+2729 and WG0214—2105 are labelled ‘cosmography
grade’, but the offset between the PA of mass and light is close to the
boundary of the prior. It is thus possible that with a less informative
prior the uncertainty would have been larger. Analysing these types
of issues is beyond the scope of our automated pipeline and is left
for future work.

In conclusion, our finding that a third of the sample is ‘cosmogra-
phy grade’ —if confirmed by a more detailed analysis of a subset of the
systems — would imply that investigator time can be cut significantly
shorter than in previous state-of-the-art studies, paving the way for
studies of much larger future samples.

5 DISCUSSION

5.1 Systematics in source complexity

Even small increases in source complexity, represented by the
maximum shapelet order, nn,,,, have a substantial impact on the
computational time in the reconstruction of the lens models. Ad-
ditionally, unnecessary complexity would only result in ‘fitting the
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Figure 11. Difference in the Fermat potential between the image positions
for SDSS J0248+1913, as a function of modelling steps, from the initial setup
of the reconstruction through the final PSO fitting after adding additional
source complexity to the model.

noise’. Therefore, the models produced by our automated pipeline
should have a sufficient complexity to accurately reflect the data, but
not more.

To assess the impact of systematic uncertainties in a model’s
source light complexity, we use the metric established in Section 4.5
and introduce a small perturbation in the shapelet order, 7., of a
successfully converged lens model. We first increase ny,,x by 2 and
then probe the model’s parameter space with a narrow search region
using a PSO with 150 particles for 500 iterations. If the converged
lens model does not include any shapelets for a particular band,
we add the shapelet profile to the existing Sérsic light profile of the
source. The particle number and iterations for the PSO routine are set
high enough that any deviation in the stability of the Fermat potential
will become apparent after the PSO’s execution. We then re-evaluate
the difference in the Fermat potential at the image positions, using the
result of the perturbation, and compare it to the previously converged
model result. This test in stability is repeated with a decrease in the
model’s source complexity. For this, we decrease np,.x by 2, unless
no shapelets were used to model additional source complexity. We
repeat probing the parameter space with a PSO routine, using the
same particle number, at the same same uncertainty level, and the
same number of iterations as selected for investigating the impact of
a higher source complexity. We then compare the Fermat potential
difference of the quasar images between the perturbed and the
baseline model.

For lens system SDSSJ0248+-1913, we find no significant impact
on the Fermat potential difference at the image positions for an
increase in source complexity, as shown in Fig. 12. Additionally, the
PSO converged after 191 iterations, reflecting the model’s stability.
However, as illustrated in Fig. 13, we find the opposite for a
decrease in nn,, where we observe a noteworthy change in the
Fermat potential difference. These findings are reassuring, as they
demonstrate the reconstructed model’s stability, and further infer that
adding unnecessary complexity does not change the derived model
parameters. In contrast, lowering complexity enters a regime in which
the model does not sufficiently describe the data and with it signals
a change in the Fermat potential for the system. As Figs 12 and 13
demonstrate, the complexity increase results in a change of less than
4 per cent, which is below our required uncertainty threshold, while
a decrease in source complexity pushes the stable model towards a
less precise description and with it results in a change far above our
target of a 5 per cent error budget.
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Figure 12. Stability of the difference in the Fermat potential at the image
positions, with respect to an increase in source complexity for SDSS
J0248—1913. The increase of the highest shapelet order parameter, 7max, by
2 results in a less than 4 per cent change for all Fermat potential differences.
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Figure 13. Stability of the difference in the Fermat potential at the im-
age positions, with respect to a decrease in source complexity for SDSS
J0248—1913. The decrease in the maximum shapelet order, 7pmax, by 2 drives
the model towards changes that end in nearly doubling the images’ Fermat
potential difference.

5.2 Future improvements

The pipeline presented here is a major step forward. Future work
should be able to further improve on our result by carrying out the
following additional steps:

(i) Assess the impact of other modelling choices on the recon-
struction of strongly lensed systems. Utilizing our pipeline on large
samples will enable us to test how much models are affected by
variations in parameters such as PSF symmetry, cut-out size, or
subgrid resolution.

(i) Expand and build up the capabilities of our pipeline to be able
to reconstruct more complex lens model scenarios. For instance, our
pipeline is limited to one main deflector. In cases where observations
show two lensing galaxies (i.e. J0343—282 and 2M1310—1714), we
currently designate one of the deflectors as primary, using a PEMD
mass profile, and model the second lens galaxy as satellite with an SIS
mass profile. This simplified approach, however, limits us when other
significant perturbers, such as satellites to the main deflector, are
present and their impact should not be ignored in the reconstruction.
Another aspect that could be generalized is the choice of a satellite’s
mass and light profile. Not every main deflector companion is
sufficiently represented by our current modelling choice of an SIS

Automated uniform lens modelling 1281

with a circular Sérsic light profile, leaving room for the inclusion of
other possible options, for instance, an SIE.

(iii) Develop the capability to model multilens-plane systems and
massive perturbers. In most cases, a single-lens plane approximation
proves sufficient for the model. However, if masssive perturbers are
found outside the lens plane, these deflectors should be modelled
at their correct respective distances to insure accurate computations
of the Fermat potential difference between quasar images. Since
we have observations in multiple bands available, we have the
necessary information to incorporate photometric redshift estimates
for all model components, and with it could potentially facilitate a
multiplane lens model reconstructions, if determined preferential.

(iv) Given that our sample includes lenses for which a double
Sérsic provides an improved but not yet complete description of the
main deflector’s light profile (i.e. DES J2038—4008), future versions
of the pipeline would benefit from the inclusion of other lens light
descriptors for highly complex systems, both, in addition or in lieu
of the Sérsic functions used for this work.

6 SUMMARY

We developed a lens modelling pipeline aimed at minimizing an
investigator’s time and providing a uniform modelling framework
for large samples of lenses. We then applied it to a sample of 30
quadruply imaged quasars and one lensed compact galaxy. Out
of these 31 lenses, 30 systems can be processed successfully by
our pipeline, while the remaining system is too complex for the
current capabilities of the pipeline. Explicit details on specific model
parameters for each lens system are shown in the tables of Section 4.
Our main results can be summarized as follows:

(i) Our pipeline produces lens models using typically 10 h of
investigator time and 100 h of CPU time. This is an improvement
of many orders of magnitude with respect to studies of individual
lenses and comparable to what was achieved by Shajib (2019), but for
a larger sample and with less human intervention during the process.

(ii) Based on the pipeline output, we provide for each lens an
extensive set of lens model parameters and forecasted properties
such as time delays, convergence, and magnification at the location
of the images.

(iii) We introduce a new metric to assess the quality of our
models, i.e. the stability of the difference in the Fermat potential
between multiple images. We demonstrate the usefulness of the
metric in assessing the impact of modelling choices and recommend
it as convergence/stability indicator in future studies. The factors
contributing to the instability of the Fermat potential differences are
(1) overall information content in the multiple images of the extended
sources; (ii) symmetry and configuration of the multiple images of
the quasars; and (iii) complexity of the lensing gravitational potential.

(iv) We show that in terms of Fermat potential stability statistical
errors are generally subdominant with respect to those induced by
modelling choices.

(v) For a third of the sample (10/30), our pipeline produces
models that are cosmography or nearly cosmography grade (i.e.
stability in the Fermat potential <3 percent or 3-5 percent). For
6/30 quads, the models have Fermat potential differences stable
within 5-10 per cent and could therefore become cosmography grade
with some additional effort. In the remaining 14/30 models, the
Fermat potential differences are larger than 10 percent. Further
investigations are needed to establish which of those systems could
become cosmography grade with additional work based on the
current pipeline, which ones will require extensions of the pipeline,
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and which ones are instead intrinsically limited by the quality of the
data and the lensing configuration.

(vi) For a case study, we apply small perturbations, both upwards
and downwards, to the source complexity of a converged model.
We find that, as long as the level of source light is sufficiently well
represented in our models, a perturbation does not significantly affect
the Fermat potential difference between quasar image positions.
Our pipeline enables future work to explore this source of potential
systematic error automatically for large samples of systems.

Our modelling of an unprecedented large sample of quads is a
major step forward in time-delay cosmography. Although further
analysis and verification is needed before they can be used for
cosmography, these results pave the way to the uniform modelling
of large samples of quads (100 or more) that are expected to be
discovered in the near future (e.g. Oguri & Marshall 2010). Further
improvements are possible by, both, running the existing pipeline
more extensively, or carrying out the steps outlined in Section 5.2.

Going forward, the strategic question that needs to be answered for
time-delay cosmography is whether to focus on the fraction of lenses
that require less work to be modelled or whether it is necessary
to tackle more complex systems at the cost of expanding and
customizing the modelling pipeline. Up until today, painstaking work
on individual lenses has been carried out, owing to a combination of
small samples and the invaluable lessons learned from the study of
the first few objects. As the samples of lenses increase by orders of
magnitude, the strategy will have to adapt to harness the power of
large samples (e.g. Sonnenfeld & Cautun 2021; Sonnenfeld 2021)
and exploit the insights from detailed studies of smaller samples,
while keeping the investigator time investment manageable and
optimizing the observational resources needed for follow-up. For
example, given large samples of lenses it may be preferable to
prioritize those systems with expected long time delays (therefore
more easily measurable at high precision) and with the main deflector
galaxy not completely overwhelmed by the lensed quasars light (and
thus easier to measure spatially resolved kinematics).
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APPENDIX A: PHOTOMETRY OF QUASAR IMAGES
In Tables A1 and A2, we report the QSO image magnitudes for each successfully modelled lens using the AB system.

Table Al. excluding the outlier J17214-8842Median values for quasar (and, in case of J0343—2828, compact galaxy)
image magnitudes in the AB system.

Name of lens Filter A B C D
F475X 21.6017900 2203215005 20.992F0:003 21.82970003
300293814 F814W 21.39779004 21.81610:002 20.628 0003 21.53379003
FI60W 21.255%000! 21.49140007 20.373%0.00 21.203%0003
F475X 22.0660 000 22.69970 954 21.83670:0% 22.87270019
PS J0030—1525 F814W 20.77910:9% 208551001 20.58670:9%8 20.66170:912
FI60W 19.29970-008 2014271003 19.34470:014 18.79970:017
F475X 22.60070 009 20.60010003 20.47475003 20.4317000
DES J0053—2012 F814W 2147370013 19.76710 004 19.65170:003 19.58910-00%
FI60W 2141575010 19.048F0-003 18.91870-003 19.01610:00%
F475X 18.68170001 17.25670 001 16.47710001 16.71270:001
PS J014744630 F8I14W 18.21975:902 16.49575-:001 15.82475:001 16.07375:501
FI60W 18.06875:907 16.10279:002 15.37675:001 15.75675:9%
F475X 20.664 10003 20.603 000 20.617F0:004 21.40570:906
WG0214-2105 F814W 20.39070.00 20.33970:003 20.51770:5% 21.2607000%
FI60W 19.87475:004 19.83779:003 19.920™5:906 20.60179006
F475X 21.2557900 20.98110:002 21.005F9:002 21.79279003
SDSS J0248+-1913 F814W 20.4057900 20.17410:00 20.172+0:002 20.715790%¢
FI60W 20.27670:9% 20.05610-008 20.067 10007 20.50279007
F475X 21.1917900 21.083 10003 20.493 0003 20.33179003
WISE J0259—1635 F814W 19.731+0:004 19.4247+0:903 19.024+0:003 18.747+0:9%3
FI60W 1894870903 18.75670:003 18.33170:003 18.05979003
F475X 2453210078 - - -
J0343-2828 F814W 2416610 0% 21.80870:032 2211870038 22.45270:9%
FIGOW - - - -
F475X 2175415000 2247315005 21.58870:00 217531099
DES J0405—3308 F814W 19.97575:902 20.48210:003 19.86375:003 20.0837900
FIGOW 19.67575:012 19.79870-008 19.48075:013 19.88375:013
F475X 2177975508 19.9217000% 20.537700% 215621000
DES J0420—4037 F814W 217595008 19.91710 00 20.57710 0% 21.39370007
FI60W 21.78179022 2035210017 20.738+0:02 22.49370092
F475X 2117015938 19.07615:95 20.01670:94 18.618+0:018
DES J0530—3730 F814W 21.22079132 18.81470:035 19.03070:053 18.14775:03%
FI60W - 194647028 18.82710:9%7 18.67175:969
F475X 23.477790%3 2105370003 21.16270:004 21.2187900°
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Name of lens

Filter

A

B

C

D

PS J0630—1201

J0659+1629

JO818—-2613

W2M J1042+41641

F814W
F160W
F475X
F814W
F160W
F475X
F814W
F160W
F475X
F814W
F160W

2.270*5%
21.020*99%
20.75710004
2028010003
19.02175:003
208765003
19.688" 03
18.68870.003
2321355639

0.016
2129175514

19.96070-053
18.77870:00
205765082
19.985" 5502
188897503
2102175958
19.8900:0%3
18811700
22.52610:9%¢
21.6117001

0.006
17.706 10 000

20.0567 0003
18.69270:952
2093074
2038355503
19,2760
19.07575:992
17.88910:002
16.887" 503
23.709700%
234547008

0.017
20.34410017

20.05910003
18825002
19.27375:002
18.73575:002
17.57810003
19.254%5562
17.96475:002
16.98510:003
22.80670.9%8

0.011
205497513

Note. The associated uncertainties are statistical in nature and were computed using the 84th and 16th percentiles.

Table A2. Median values for quasar (and, in case of J0343—2828, compact galaxy) image magnitudes in the AB system.
The associated uncertainties are statistical in nature and were computed using 84th and 16th percentiles.

Name of Lens Filter A B C D
F475X 21.25215:90 2108670997 20.456 70912 2024215005
J1131-4419 F814W 20.62910008 20.78270033 20.0357 000 19.8907 0008
FI60W 2031710013 19.993+0:005 19.420%0013 19.2351001
F475X 18.55470:001 18.57775:901 18.63175:9% 20.187+0:-003
2M1134-2103 F814W 17.784+0:001 17.943+0:003 17.826 050! 19.67910:9%
FI60W 17.11675:902 17.34675:007 17.10179:004 19.23870:012
F475X 21.466 10007 21.864 10009 20.16979007 19.18379:002
SDSS J125142935 F8I14W 2143970004 21.797H0912 20.117790%8 19.14375:004
FI60W 217967097 22.0277515 2014770943 19.30510:9°8
F475X 21.719+0:02¢ 20.982F0014 20.61279004 20.67010:002
2M1310—1714 F8I4W 21.16275013 19.74810:003 19.67170:003 19.922+0:007
FI60W 21.211+0:0%9 19.95275:019 19.42275:008 20.053 1002
F475X 22.8127501 20.89070:013 2141005918 21.97470.9%8
SDSS J1330+1810 F814W 2149770012 19.88070:010 20.169700% 20.93370:01
FI60W 20.26670017 19.33240:0% 19.51740011 20.23570017
F475X 2197210904 20.095 0901 204687000 20.265 0001
SDSS J1433+6007 F814W 21.78240 0% 20.048+0.003 20.36510:904 20.1755:903
FI60W 21.793%001% 20.36970 004 20.4557000 20.51810004
F475X 21.203+0014 20.954 10007 21.13779013 224620033
J1537-3010 F814W 21.04910:01 2035970908 20.74310:01 21.83510:92¢
FI60W 20.26310:0%6 20.1917901¢ 20.20679022 215511003
F475X 19.5247000% 19.93870:002 19.71275:008 20.24970:904
PS J1606—2333 F814W 18.9200:902 19.4107500% 19.1187F0:004 1948370003
FI60W 19.4507501 20.36470:024 19.83010:01 19.53779013
F475X 2083710004 20.05110:00 19.34970002 19.95179:003
J172148842 F814W 20.476 10007 19.19675:903 18.6217900 19.30379:003
FI60W 20.09910:417 18.31775:004 17.783%0:00 1844079006
F475X 20.79670.00 22.17670013 19.83670.00> 2149210007
181742729 F814W 20.305100% 2113350013 19.229+0:9%8 20.88170:9%
FI60W 18.9367 0009 19.79270-008 18.11175:908 19.23870-000
F475X 21.36875:905 20.5620-004 20.52479003 207530003
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Table A2 — continued

Name of Lens

Filter

A

B

C

D

DES J2038—-4008

WG2100—4452

J2145+-6345

J2205-3727

ATLAS J2344—3056

F814W
F160W
F475X
F814W
F160W
F475X
F814W
F160W
F475X
F814W
F160W
F475X
F814W
F160W

20.56779010
19.64075:05
22,1588
215814952
2 54893
19.38475:002
18.1771 0008
17.47870023
251390
21.902F9007
221837099
22.9127500%
21.83570007
21.253+0023

19.5717 0008
18.55970018
2175710000
2124070003
215344007
19.71715:902
18.55145006
177685014
2213075910
215540067
216434010
21 68475
21.2147506
21.097401¢

19.63270008
18.50870-017
20,1035}
192114002
19.485" 0
18.33610:003
17.12675:903
16.31475:010
21.588 5,567
21.03570:905
21.2220018
21.03179%01
20.785+0-003
20.421+0:020

19.77075:907
18.56670:01
21.028+9%%
202924953
20.359%0513
17.8720:001
16.74675:9%
15.91479:004
221037008
22.2857000
2249410921
21.6237000
212817500
21.30370:9%

APPENDIX B: FERMAT POTENTIAL PLOTS

In this section, we provide in Figs B1-B4 the evolution of the difference in the Fermat potential between image positions throughout the lens

modelling process, along with the associated evolution of the predicted time-delay differences.
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Figure B1. Difference in the Fermat potential between image positions (column 1) and difference normalized by Fermat potential at image position A (column
2) for lens systems 1-8. Also shown are the differences in the predicted time delays between image positions associated with the Fermat potential differences
(column 3). Column 4 shows the Fermat potential/time-delay differences normalized by the final step in the reconstruction chain. In each plot, the dotted blue
lines represent the difference between images A and B, the dashed green lines represent the difference between images A and C, and the dash—dotted red lines
represent the difference between images A and D.
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Figure B2. Difference in the Fermat potential between image positions (column 1) and difference normalized by Fermat potential at image position A (column
2) for lens systems 9—16. Also shown are the differences in the predicted time delays between image positions associated with the Fermat potential differences
(column 3). Column 4 shows the Fermat potential/time-delay differences normalized by the final step in the reconstruction chain. In each plot, the dotted blue
lines represent the difference between image A and B, the dashed green lines represent the difference between images A and C, and the dash—dotted red lines
represent the difference between images A and D.
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Figure B3. Difference in the Fermat potential between image positions (column 1) and difference normalized by Fermat potential at image position A (column
2) for lens systems 17-24. Also shown are the differences in the predicted time delays between image positions associated with the Fermat potential differences
(column 3). Column 4 shows the Fermat potential/time-delay differences normalized by the final step in the reconstruction chain. In each plot, the dotted blue
lines represent the difference between images A and B, the dashed green lines represent the difference between images A and C, and the dash—dotted red lines
represent the difference between images A and D.
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Figure B4. Difference in the Fermat potential between image positions (column 1) and difference normalized by Fermat potential at image position A (column
2) for lens systems 25-30. Also shown are the differences in the predicted time delays between image positions associated with the Fermat potential differences
(column 3). Column 4 shows the Fermat potential/time-delay differences normalized by the final step in the reconstruction chain. In each plot, the dotted blue
lines represent the difference between images A and B, the dashed green lines represent the difference between images A and C, and the dash—dotted red lines
represent the difference between images A and D.

APPENDIX C: LENS MODELS

In addition to the models shown in Figs 6 and 7, this section provides the remaining model plots for the lenses in our sample in Figs C1-C7.
The model plot for the failure mode is given in Appendix E.
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Figure C1. Comparison of observations with the reconstructed model for J0029—3814 (top left-hand panel), PS JO030—1525 (top right-hand panel), DES
J0053—2012 (bottom left-hand panel), and PS J0147+4630 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and F160W (third
row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows the reconstructed
source using information from the F7/60W band (column 1), a plot of the unitless convergence, «(0) (column 2), and a model plotting the magnification as well
as the position of the lensed quasar images (column 3).
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Figure C2. Comparison of observations with the reconstructed model for WG0214—2105 (top left-hand panel), WISE J0259—1635 (top right-hand panel),
J0343—-2828 (bottom left-hand panel), and DES J0405—3308 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and F160W (third
row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows the reconstructed
source using information from the F7/60W band (column 1), a plot of the unitless convergence, «(6) (column 2), and a model plotting the magnification as well

as the position of the lensed quasar images (column 3).
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Figure C3. Comparison of observations with the reconstructed model for DES J0420—4037 (top left-hand panel), DES J0530—3730 (top right-hand panel),
PS J0630—1201 (bottom left-hand panel), and J0659+1629 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and F160W (third
row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows the reconstructed
source using information from the F7/60W band (column 1), a plot of the unitless convergence, «(0) (column 2), and a model plotting the magnification as well
as the position of the lensed quasar images (column 3).
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Figure C4. Comparison of observations with the reconstructed model for JO8§18—2613 (top left-hand panel), W2M J1042+4-1641 (top right-hand panel),
J1131—4419 (bottom left-hand panel), and 2M1134—2103 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and F160W (third
row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows the reconstructed
source using information from the F/60W band (column 1), a plot of the unitless convergence, «(0) (column 2), and a model plotting the magnification as well
as the position of the lensed quasar images (column 3).
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Figure CS. Comparison of observations with the reconstructed model for 2M1310—1714 (top left-hand panel), SDSS J1330+4-1810 (top right-hand panel),
SDSS J14334-6007 (bottom left-hand panel), and J1537—3010 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and F160W
(third row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows the reconstructed
source using information from the F/60W band (column 1), a plot of the unitless convergence, « () (column 2), and a model plotting the magnification as well
as the position of the lensed quasar images (column 3).
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Figure C6. Comparison of observations with the reconstructed model for PS J1606—2333 (top left-hand panel), J1721+48842 (top right-hand panel),
J1817+2729 (bottom left-hand panel), and DES J2038 —4008 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and F160W (third
row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows the reconstructed
source using information from the F/60W band (column 1), a plot of the unitless convergence, «(6) (column 2), and a model plotting the magnification as well
as the position of the lensed quasar images (column 3).
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Figure C7. Comparison of observations with the reconstructed model for WG2100—4452 (top left-hand panel), J214546345 (top right-hand panel),
J2205—3727 (bottom left-hand panel), and ATLAS J2344—3056 (bottom right-hand panel), in HST bands F475X (first row), F814W (second row), and
F160W (third row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows
the reconstructed source using information from the F760W band (column 1), a plot of the unitless convergence, «(6) (column 2), and a model plotting the
magnification as well as the position of the lensed quasar images (column 3).

APPENDIX D: CASE STUDY CORNER PLOT

In this section, we provide a corner plot to illustrate the distribution of the lens mass and lens light parameters for system SDSS J0248+1913,
used in the case study of Sections 4.5.1 and 5.1. The blue dashed line in the 1-d posterior distribution of the power-law slope, y, represents the
informative prior placed on the main deflector’s mass density profile, as described in Section 3.3.
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Figure D1. Corner plot, illustrating the distribution of lens mass and lens light parameters for system SDSS J0248+1913. The blue dashed line in the posterior
distribution of the power-law slope, y, represents the informative prior placed on the main deflector’s mass density profile (see Section 3.3).

APPENDIX E: FAILURE MODES

Our pipeline failed to produce a model for DES J0408—5354 with a sufficiently large p-vlaue or a x2-value below the threshold of 1.10. The
main reason for the failure is the secondary lensed source, which has a different redshift than the primary primary lensed source that holds the
QSO (see Shajib et al. 2020). As the pipeline in its current form is limited to a single source plane, the two lensed sources are modelled to be
at the same redshift (or in the same plane), causing the secondary source to appear slightly offset in the lens plane. This can be seen in the NW
residuals, particularly visible in the UVIS bands. A model plot of the lens reconstruction using the final PSO iteration is included in Fig. E1.
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Figure E1. Comparison of observations with the reconstructed model for DES J0408—5354 in HST bands F475X (first row), F814W (second row), and
F160W (third row). Also shown are the respective normalized residual for each band, after the subtraction of the data from the model. The last row shows
the reconstructed source using information from the F7/60W band (column 1), a plot of the unitless convergence, «(6) (column 2), and a model plotting the
magnification as well as the position of the lensed quasar images (column 3).
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