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ABSTRACT

In-line phase contrast synchrotron tomography combined with in situ mechanical loading enables the characterisation of soft tissue micromechanics via digital volume correlation (DVC) within whole organs. Optimising scan time is important for reducing radiation dose from multiple scans and to limit sample movement during acquisition. Also, although contrasted edges provided by in-line phase contrast tomography of soft tissues are useful for DVC, the effect of phase contrast imaging on its accuracy has yet to be investigated. Due to limited time at synchrotron facilities, scan parameters are often decided during imaging and their effect on DVC accuracy is not fully understood. Here, we used previously published data of intervertebral disc phase contrast tomography to evaluate the influence of i) fibrous image texture, ii) number of projections, iii) tomographic reconstruction method, and iv) phase contrast propagation distance on DVC results. A greater understanding of how image texture influences optimal DVC tracking was obtained by visualising objective function mapping, enabling tracking inaccuracies to be identified. When reducing the number of projections, DVC was minimally affected by image high frequency noise but with a compromise in accuracy. Iterative reconstruction methods improved image signal-to-noise and consequently significantly lowered DVC displacement uncertainty. Propagation distance was shown to affect DVC accuracy. Consistent DVC results were achieved within a propagation distance range which provided contrast to the smallest scale features, whereas too short a distance provided insufficient features to track, whereas too long led to edge effect inconsistencies, particularly at greater deformations. Although limited to a single sample type and image setup, this study provides general guidelines for future investigations when optimising image quality and scan times for in situ phase contrast x-ray tomography of fibrous connective tissues.

1. Introduction

Characterising the structure-function relationship of soft tissues is crucial to solving global healthcare challenges, such as musculoskeletal degeneration and disease. Using x-ray microtomography it is possible to resolve tissue structure in 3D at high resolution (Disney et al., 2017; Walsh et al., 2021). However, soft tissues have low x-ray absorption contrast and so contrast agents or phase contrast techniques are used to resolve microstructure (Rawson et al., 2020; Ciancioti et al., 2021; Arhatari et al., 2021). For instance, in-line propagation-based phase contrast imaging has been used to resolve the microstructure of fibrous connective tissues such as collagen bundles in the intervertebral disc (Disney et al., 2022), tendon (Pierantoni et al., 2021; Sartori et al., 2021) and meniscus (Einarsson et al., 2022), as well as other tissue types such as chondrocyte lacunae in cartilage (Abidin et al., 2018; Tozzi et al., 2020; Madi et al., 2019), and muscle fibres (Borg et al., 2019; Zeller-Plumhoff et al., 2017). In situ sample deformation, captured by a series of tomograms during mechanical loading allows micro-to-nanoscale strains to be measured using digital volume correlation (DVC) (Disney et al., 2019; Arora et al., 2017; Sartori et al., 2021; Tozzi et al., 2020). For such micromechanical in situ studies, it is important for tissue to maintain its physiological properties and hence, phase contrast techniques without the use of stains are favourable (Disney et al., 2018; Einarsson et al., 2022; Pierantoni et al., 2021).

Synchrotron source x-rays offer higher coherence and flux in comparison to standard laboratory sources, allowing for excellent phase contrast imaging and shorter scans. Work towards shorter scan times is still required, since high resolution, phase contrast tomography scans are relatively long (seconds-to-minutes) in comparison to soft tissue biomechanics which occurs on the order of milliseconds-to-seconds. Consequently, studies are currently limited to quasi-dynamic experiments where scans are only acquired after sample relaxation to avoid...
movement artefacts in the reconstructed image. Furthermore, samples are subjected to high levels of radiation since multiple scans are required. Few studies have attempted to quantify the effect of radiation damage on biological samples from synchrotron tomography, which is particularly important for \textit{in situ} experiments involving tissue mechanics and DVC measurements. Seminal work by Barth et al. (2011) found that high radiation dose caused embrittlement of bone which were linked to changes in collagen molecular structure and crosslinking. As a result, x-ray tomography studies have since used 35 kGy as a reference point (Dall'Ara et al., 2022). Besides the crack formations observed by Barth et al. development of local strains have also been detected in bone during repeat tomography scans (Fernández et al., 2018). Although these changes were found in bone and not soft tissue, they demonstrate the importance and need for reducing radiation dose for mechanical \textit{in situ} studies.

In this study, two scan parameters – number of projections and phase contrast propagation distance – and reconstruction methods are explored to optimise image quality and scan time for \textit{in situ} DVC studies of fibrous connective tissues using previously published data on the intervertebral disc (Disney et al., 2022). Both number of projections and propagation distance are often decided empirically during data collection. For example, a series of scans are taken with increasing projections or increasing propagation distance, then the chosen parameters are decided by visual inspection of a reconstruction or post hoc image quality quantification (Strotton et al., 2018; Disney et al., 2019). Due to limited data collection time during synchrotron tomography studies, quantitative evaluation is often neglected with parameters selected based on qualitative judgement. Here, we aim to quantify the effect of these parameters on image quality and DVC analysis to optimise scans for analysis.

Many projections are required to reconstruct an image volume, typically achieved using filtered back projection (FBP) methods. The Nyquist sampling theorem gives the theoretical optimal number of projections required for reconstruction (Kak and Slaney, 2001).

\[ N = N_p \times \frac{\pi}{2} \] (1)

Where \( N \) is number of projections and \( N_p \) is number of pixels at the widest horizontal part of the sample. Under-sampling causes aliasing artefacts and lower signal-to-noise (but it may still be possible to resolve structures) whereas oversampling provides overlapping and summation of signal, gaining some improvements in signal-to-noise and reducing the effect of artefacts from experimental factors. Iterative reconstruction methods have been developed and applied to improve signal-to-noise in scans with a low number of projections (Kak and Slaney, 2001). Thus, this study aims to optimise the number of projections required for tomography and DVC analysis using FBP and iterative reconstruction methods.

In-line phase contrast imaging is dependent on the propagation (sample-to-detector) distance and x-ray energy. With sufficient propagation of the beam from the sample, Fresnel fringes appear at the edge of structures, increasing their contrast. Edge enhancement of structures is given by the following relationship (Burvall et al., 2011)

\[ Z \sim \frac{\alpha^2}{\lambda} \] (2)

Where \( Z \) is the propagation distance of the beam from the sample, \( \alpha \) is the dimension of the scattering object and \( \lambda \) the x-ray wavelength. However, this is an approximate relationship which can be fine-tuned to optimise the resulting contrast-to-noise in the reconstructed image volume (Lovric et al., 2013). Increasing this distance causes the near-field edges to become brighter but more blurred. The relationship between level-of-edge-enhancement from in-line phase contrast, image quality and DVC accuracy has previously not been quantified. Therefore, this study aims to investigate how various level-of-edge-enhancement from in-line phase contrast tomography affects the accuracy of DVC analysis.

The local approach of DVC involves creating a point cloud which defines the centre of sub-volumes used to correlate between image volumes, by the optimisation of normalised sum-squared-difference function. The size of sub-volumes is also chosen empirically where displacement uncertainty is quantified from zero-strain repeat tomography scans (Tozzi et al., 2021; Weare et al., 2022; Tavana et al., 2020; Gates et al., 2015). Larger sub-volumes tend to be more reliable but cover a larger volume and so have lower tracking resolution, whereas smaller sub-volumes may have insufficient texture for accurate tracking (Palanca et al., 2015). Synchrotron tomography offers high resolution imaging, and so with the appropriate sub-volume size and management of point cloud, nanoscale measurements are achievable (Madi et al., 2019). Quantifying displacement uncertainty and optimising DVC parameters such as sub-volume size from zero-strain repeat scans is therefore important when investigating the effect of image quality on DVC analysis (Dall’Ara et al., 2022; Pan and Wang, 2020).

Many musculoskeletal tissues have a predominating fibrous structure, which means that the resolved image texture often has long-narrow repeating features (Disney et al., 2022; Sartori et al., 2021). Understanding the influence of resolved image texture, such as by fibres, on DVC analysis should therefore be considered. Here, we used two approaches; objective function mapping to characterise the optimisation problem and fibre fitting methods, to identify where DVC tracking may be inaccurate.

In summary, this study aimed to evaluate the effect of four factors (image texture, the number of projections, reconstruction methods, and propagation distance for phase contrast imaging) on image quality and DVC performance.

2. Methods

2.1. \textit{In situ} phase contrast synchrotron CT of intervertebral disc

The image data used here was collected at the Imaging and Coherence beamline (I13-2) at Diamond Light Source. Only brief imaging methods are described here, however full details can be found in (Disney et al., 2022). A Sprague Dawley rat spine segment mounted in a Deben CT5000 rig for \textit{in situ} compression was used (Fig. 1a and b). The sample was studied during four cumulative compression steps of 0.02 mm each (~2% strain). A scan was taken after each compression step and stress was studied during four cumulative compression steps of 0.02 mm each (~2% strain). A scan was taken after each compression step and stress relaxation to produce a series of image volumes of the compressed spine segments. A total of 8001 projections with field-of-view of 4.2 \times 3.5 mm and 1.625 \mu m pixel size were taken. Propagation distance between the sample and detector was set empirically to 0.35 m to achieve sufficient phase contrast in the reconstructed volumes.

2.2. Radiation dose calculation

Absorbed energy was calculated based on a mean energy of 27.6 keV (4.42 \times 10^{-15} \text{ J}). The sample absorption coefficient of 0.167 was estimated by using a transmission calculation (https://henke.lbl.gov/optical_constants/filter2.html, last accessed October 2022) (Henke et al., 1993), assuming H2O composition, density 1 gcm^{-3} and thickness of 5 mm. Thus, absorbed flux is given as beam flux multiplied by the absorption coefficient (1 \times 10^{15} \text{ photons s}^{-1} \text{ mm}^{-2}) and absorbed energy flux given by mean energy and absorbed flux (4.42 \times 10^{-15} \times 1.67 \times 10^{11} = 7.4 \times 10^{-4} \text{ J s}^{-1} \text{ mm}^{-2}). Total exposure time is given by the number of projections, 0.15 s exposure and 10 ms overhead per projection (8001*(0.15 + 0.01) = 1280.16 s).

Dose was estimated as

\[ \text{Dose (Gy)} = \frac{\text{Exposure time (s)} \times \text{Absorbed energy flux (J/m}^2\text{)}}{\text{Mass per unit area (kg/m}^2\text{)}} \] (3)
The dose for 8001 projection scan was calculated as 189 kGy.

2.3. Reconstructions

All image volumes were reconstructed using the Python package Algotom (https://algotom.readthedocs.io) (Vo et al., 2021). Scripts included steps to pre-process data by applying flat-field correction, distortion correction (Vo et al., 2015), ring artefact removal (Vo et al., 2018) and zinger removal before each reconstruction. FBP was performed for 8001, 7000, 6000, 5334, 4000, 2667, 2000 and 1000 projections sampled evenly across 180°. For comparison purposes, reconstructions are referred to by their number of projections relative to the theoretical number of projections from the sampling theorem in eq. (1).

$$\varphi = \frac{N_r}{\left( N_p \times \pi \right)^{\frac{1}{2}}}$$

Where \( N_r \) is number of projections used in the reconstruction. Hence, reconstructions with 8001, 7000, 6000, 5334, 4000, 2667, 2000 and 1000 projections have \( \varphi \) values 2, 1.75, 1.5, 1.33, 1, 0.66, 0.5, 0.25 respectively.

Repeat scan reconstructions were created by sampling different projections for each image volume. Iterative reconstructions of 2000 projections (\( \varphi = 0.5 \)) using simultaneous iterative reconstruction technique (SIRT) and conjugate gradient for least squares (CGLS) was also applied (Vo et al., 2021; Van Aarle et al., 2016).

Different propagation distances were simulated for repeat scan reconstructions by using the original measured condition (27.6 keV energy, 1.625 \( \mu \)m pixel size, 350 mm propagation distance) and a Fresnel propagator to estimate phase and absorption contribution (Vo et al., 2012).

2.4. Digital volume correlation

Point clouds were created by either, distributing evenly spaced points throughout the volume of interest, or by evenly seeding points every 5 voxels (8 \( \mu \)m) along each traced fibre, resulting in over 43,000 points along >1500 fibres (Fig. 1d-f, 2a-b).

Open-source DVC code supported by the Collaborative Computational Project in Tomographic Imaging (CCPi) was used (https://tomo
Sub-volumes were defined as spheres with sampling points randomly distributed within a specified diameter. Grey levels were interpolated within sub-volumes at these points to allow sub-voxel displacement measurements (Fig. 1h). A high number of sub-volume sampling points (10,000) and a tricubic interpolator was used for all analysis. A normalised-sum-squared-difference objective function was minimised by a nonlinear least-squares optimisation using 12 degrees of freedom – translation, rotation, and linear strain. Points ran in distance order from an initial manually registered point with forward transfer of parameters as starting estimates for neighbouring points. Lagrange strain was calculated using the derivative of local neighbourhood

![Fig. 2](image-url) Optimisation of sub-volume size is dependent on structure size and shape. a) Point cloud arranged as evenly spaced grid. b) Point cloud based on fibre tracing. c) Median and interquartile range of minimum objective function values for a range of sub-volume sizes. d) Median and interquartile range of measured displacement uncertainty for a range of sub-volume sizes. e) Objective function map for a single point with various sub-volume sizes viewed from the transverse plane. Each search volume was set to 20 voxels cubed using 100 point locations cubed. f) Example of a single fibre’s tracked points coloured by objective minimum. The circled point indicates where tracking was lost to a local minima located at an adjacent fibre. gi) Objective function mapping of the circled point in f), where the red dot marks the location of tracked point to a local minima.
displacements fitted to third order polynomials. Displacement and strain uncertainties were found by using zero-strain repeat scans.

Objective function values were mapped across the search area to visualise the optimisation problem for a single point. The objective function was calculated at 100° points evenly distributed across a 20° voxel search area. Iso-surface renderings were used to plot the objective function maps using Avizo 3D (version 2021.1, Thermo Fisher Scientific).

2.5. Image analysis

Signal-to-noise and contrast-to-noise ratios were calculated to quantify image quality. Signal-to-noise was calculated as the mean grey value within the intervertebral disc sample AF ($X_{AF}$) divided by the standard deviation of the background grey values (outside of the sample, $X_{o}$) (Pacureanu et al., 2012).

$$\text{SNR} = \frac{X_{AF}}{X_{o}}$$

(5)

Contrast-to-noise was quantified by the difference in sample and background mean grey values divided by the standard deviation of the background grey values ($\sigma_{o}$) (Hahn et al., 2012).

$$\text{CNR} = \frac{(X_{AF} - X_{o})}{\sigma_{o}}$$

(6)

The same 200° voxel regions across reconstructions were used for the signal- and contrast-to-noise calculations.

Fibres were traced using the XFiber Avizo 3D extension (version 2021.1, Thermo Fisher Scientific). This package correlated a cylinder template to the image data and then traced fibres at a chosen confidence level (>80).

2.6. Statistical methods

Points belonging to each fibre were fitted to cubic parametric space curve equations. The goodness-of-fit (residual and r-squared) values were used to identify where DVC may have inaccurate tracking.

A multiple comparison ANOVA test was used to show significant differences between DVC results. Full comparison tables can be found in the supplementary information.

3. Results and discussion

3.1. Influence of image texture on DVC analysis

Image texture is used to track displacements, and therefore it is important to consider the scale and type of features resolved in image volumes when setting up DVC analysis. Sub-volume size is typically decided empirically by objective function values and measuring displacement uncertainty from zero-strain repeat scans (Fig. 2c and d) (Disney et al., 2022; Tozzi et al., 2020; Dall’Ara et al., 2017; Wearne et al., 2022; Tavana et al., 2020; Gates et al., 2015). Distribution of the objective function values gives some indication of successful tracking – lower values with a narrow distribution for larger sub-volumes suggests reliable displacement tracking whereas a wider distribution towards higher values for smaller sub-volumes suggests unsuccessful tracking. Loss of tracking for small sub-volumes is generally due to insufficient image texture or lack of unique features for correlation. In these cases, optimisation can be to a local minimum indicated by higher displacement uncertainty values e.g., sub-volume sizes 10 and 20 in Fig. 2c and d.

Mapping objective function values over the search region reveals the importance of image texture when selecting sub-volume size (Fig. 2e). Fig. 2e shows the objective function map for sub-volumes 50 and 60. The larger 50–60 voxel sub-volumes include microstructural detail from 2 to 3 fibres resulting in a defined global minimum with separation from local minima. As sub-volume size is decreased, to only include the edges of a single fibre, optimisation tends to a long narrow valley located along the fibre. Local optima solutions are more likely if the valley has a long, shallow gradient along the fibre (Fig. 2e, sub-volume size 20). Sub-volumes which do not include sufficient texture, such as the edge of the fibre, may have no defined global minimum (Fig. 2e, sub-volume size 10).

Fig. 2 f-g shows an example of when the global minimum did not have clear separation from a local minimum, resulting in inaccurate tracking. In this case, tracking has hopped across to an adjacent fibre. However, it is possible to identify this by looking for changes in objective minimum values, abrupt changes in displacement along the fibre, and lower fibre goodness-of-fit (r-square and residual values from space curve fitting) (Disney et al., 2022).

Although it is widely accepted that sub-volume size should be decided from zero-strain DVC analysis (Dall’Ara et al., 2022), the underlying reason is rarely investigated. Here, we have shown that tracking can be lost due to long narrow valley optimisation or local optima on adjacent features. With this further understanding of how these inaccuracies occur it is possible to identify them and discount them from the final results. From the example given in Fig. 2f, points which ran subsequently after the lost tracking were also affected which may be due to forward transfer of parameters as starting estimates. Future work could include automatically identifying when tracking is lost and adjusting new input estimates from the local neighbourhood average.

3.2. Optimising number of projections

Previous DVC accuracy studies show that there is a trade-off between scan time and compromising DVC accuracy for in situ measurement (Dall’Ara et al., 2022; Fernández et al., 2018; Madi et al., 2019). Synchrotron tomography offers fast, high-resolution imaging but at high radiation dose, in this case estimated as over 189 kGy for one scan with 8001 projections ($\phi = 2$). Barth et al. (2011) found that high radiation doses (above 35 kGy) caused embrittlement due to collagen I fragmentation and crosslinking in their bone samples. Although their study was in bone, which is highly absorbing to x-rays, they also discuss commonalities in damage mechanisms which occurred in tendon gamma radiation studies (another form of ionising radiation). Cartilage has shown decrease in compressive stiffness and reduced proteoglycan levels after being irradiated with low doses of ionising radiation (Lindburg et al., 2013; Cicke, 2016). More work is required to study the effect of synchrotron radiation on soft tissues (such as tendon, cartilage and intervertebral disc), however these studies provide some guidance on ‘safe’ levels of irradiation and reassert the importance of lowering scan time through number of projections. Image quality was observed from PFP reconstructed volumes (Fig. 3a). An increased level of noise was seen for reconstructions below $\phi = 1$. Reconstruction artefacts appeared in volumes with fewer projections ($\phi = 0.25$). Image quality was quantified using signal-to-noise and contrast-to-noise ratios. As expected, these values considerably dropped for reconstructions with projections less than $\phi = 1$ (Fig. 3b). High signal- and contrast-to-noise ratios were found for reconstructions above $\phi = 1.25$. An increase in signal-to-noise for reconstructions with projections above $\phi = 1$ was due to averaging of the signal. This can be useful in cases where there are artefacts or noisy regions which are characteristic of the sample. Here, for example, the calcified endplate has high absorption in comparison to the soft tissue, causing streaks and noise (Disney et al., 2019, 2022).

Importantly, we must consider if such high-resolution imaging using many projections is required to carry out quantitative analysis. Fibre tracing was used to quantify how well-resolved the microstructure was. Fig. 3c shows the relative difference in the confidence level of tracking fibres. A total of ~30% difference was found between reconstructions $\phi = 1.5$ and $\phi = 0.5$, following a similar trend to signal- and contrast-to-noise quantification.

Simulated zero-strain repeat tomography from evenly sampled projections was used to evaluate the effect of number of projections on DVC
analysis (Fig. 3d and e). Objective function values gave some indication of how consistent and how suitable the resolved texture was for correlation. There was a negative, linear trend between increasing number of projections used in reconstruction and median objective function value. This means that correlation benefits from the higher signal-to-noise ratio of reconstructions with more projections.

However, it was important to quantify how reliable and accurate tracking was for different reconstructions using displacement uncertainty from zero-strain DVC. Median displacement uncertainty was low, below 0.2 μm, for reconstructions with number of projections $\varphi \geq 0.66$ and thus achieved high accuracy tracking. The distribution of displacement uncertainty values can be used to indicate reliability of tracking. The larger the distribution, the less reliable tracking is likely to be. Nonetheless, all tracking points for reconstruction with $\varphi = 0.66$ projections (approximately 63 kGy) had displacement uncertainty less than 0.55 μm, equivalent to ~1/3 a voxel accuracy, and so are considered to be reliable and have high accuracy.

Iterative reconstruction can be used to improve image quality when there are a low number of projections acquired (Kak and Slaney, 2001). Fig. 4a and b shows the image quality obtained for two different iterative reconstruction methods versus FBP for $\varphi = 0.5$ projections (lowering radiation dose to approximately 47 kGy). Iterative reconstruction methods increased signal- and contrast-to-noise ratios to a value almost equivalent to FBP $\varphi = 1.5$. The optimum signal- and contrast-to-noise ratios using SIRT reconstruction was found after 50 iterations and so the reconstruction with 10 iterations was discounted from further DVC analysis. A notably lower level of high frequency noise was observed in reconstructed image volumes when compared to FBP. However, with increasing number of iterations, signal only slightly improved whereas noise considerably increased, causing a subsequent decrease in signal-to-noise ratio (Fig. 4c). We hypothesise that, with a higher number of iterations, it may be possible to resolve the more detailed image texture required for improved DVC accuracy, but, there is also an increase in noise from highly absorbing structures (e.g. calcified end-plate) (Croton et al., 2018; Disney et al., 2022). Future work may consider using alternative reconstruction methods which aim to reduce
Fig. 4. Iterative reconstruction for reduced numbers of projections improves image quality and DVC accuracy. a) Comparison of intervertebral disc AF structures resolved using SIRT and CGLS with a different number of iterations. b) Same region shown the reconstructed image using FBP. c) Contrast- and signal-to-noise comparison between the different reconstruction methods. d) Median and interquartile range of objective minimum values for zero-strain DVC accuracy analysis for the different reconstruction methods. e) Median and interquartile range of displacement uncertainty for DVC analysis of the different reconstruction methods. Iterative reconstruction methods significantly improved displacement accuracy (p < 0.001, multiple comparison ANOVA) when compared to FBP.
these artefacts (Boas and Fleischmann, 2011; Hehn et al., 2018). DVC objective function and displacement uncertainty values from iterative and FBP reconstructions are shown in Fig. 4 d-e. There was significant improvement in objective function and displacement uncertainty values using iterative reconstruction methods for $\varphi = 0.5$ (See Suppl. info. for full comparative testing). An estimated dose of 47 kGy is still considered high and so there is still further work to be done in lowering radiation dose whilst maintaining sub-micron DVC accuracy. It is vital to consider other factors which contributed to the longer scan times and higher dose in our study. For instance, Pierantoni et al. (2021) had similar imaging parameters (2000 projections, field-of-view, 1.6 $\mu$m pixel size) and a comparable dose rate (200 Gy/s) to this study (148 Gy/s) but they achieved considerably lower dose per tomogram (18 kGy) due to a shorter projection overhead time.

Choosing an iterative reconstruction method over FBP greatly improved image quality which is useful for image processing, however it only moderately improved DVC accuracy. DVC requires small scale features for high accuracy tracking. Less than 2000 projections resulted in aliasing artefacts which had a similar scale and intensity to the microstructure used in DVC. Since these types of artefacts lead to DVC inaccuracies, these reconstructions have not been included.

3.3. Effect of propagation-based phase contrast on DVC accuracy

Figs. 5–6 show the first results exploring the influence of in-line phase contrast on the accuracy of measuring tissue deformation using DVC. In-line phase contrast, used to resolve soft tissue microstructure, creates highly contrasted edges which are particularly useful for DVC (Tozzi et al., 2020; Madi et al., 2019; Disney et al., 2022). The amount of propagation distance can be fine-tuned and is typically decided empirically during an experiment (Strotton et al., 2018; Pierantoni et al., 2021; Lovric et al., 2013). Reconstruction results simulating different propagation distances are shown in Fig. 5a. With increasing propagation distance, a brighter edge effect was observed, and so contrast-to-noise
Fig. 6. Effect of phase contrast imaging on in situ DVC measurement for 2% applied strain (a,b,c) and 4% applied strain (d,e,f). a) Median and interquartile range of objective minimum values for different propagation distances for 2% applied strain. Black markers indicate the simulated reconstructions (0, 0.55, 1, 2 m) and grey the experimental data (0.35 m). b) Mean and standard error of principal strain values versus propagation distances for 2% applied strain. Multi-comparison between the groups shows that strains are significantly different at 0 m and 2 m propagation distances (red markers, p < 0.001, multiple comparison ANOVA). c) Objective function mapping of the same point using reconstructions at different propagation distances. d) Median and interquartile range of objective minimum values for different propagation distances for 4% applied strain. e) Mean and standard error of principal strain values versus propagation distances for 4% applied strain. Multi-comparison analysis between the groups shows that strains are significantly different at 0, 1 and 2 m propagation distances shown as red markers (p < 0.001, multiple comparison ANOVA). f) Objective function mapping of the same point using reconstructions at different propagation distances for 4% applied strain.
ratio increased (Fig. 5b). The scale of features with higher contrast increased with propagation distance. At 0.55 m, small structures have sharp, high contrast, whereas at 1 and 2 m, the edge effect is more blurred and larger lamellar structures have enhanced edge contrast. At very large distances, such as 4 m, the image no longer represents the microstructure but instead the detector records some far-field diffraction.

The influence of phase contrast propagation distance on zero-strain DVC analysis is shown in Fig. 5 d-e. A decrease in objective function values was associated with larger propagation distance. Highly contrasted textures, such as those simulated at larger propagation distances, are more successful for correlation. There was very little difference in displacement uncertainty for reconstructions with propagation distance above 0 m.

Incremental load steps are used to study a sample’s total deformation. The magnitude of load and number of steps is sample- and study-dependent. Experiments are often designed to be conservative so that analyses of the data collected have higher chances of success. For this example, it is expected that the intervertebral disc will have large heterogeneous deformations, and so small 2% compression steps (roughly 20 μm, 12.3 pixels) were chosen. Here, we aimed to refine methods by studying the effect of larger load steps, and therefore reduced total number of scans, on accuracy of DVC. It is also unknown how phase contrast imaging will affect the accuracy of results for larger sample deformations.

Displacement uncertainty from zero-strain repeat scans is only a measurement of how successful the resolved texture is for DVC. Little is known about the effect of in-line phase contrast on DVC accuracy in measuring tissue deformation. One hypothesis could be that, since propagation phase contrast is related to feature size, when the sample is deformed, microstructural features change which alter the resolution of image texture tracked between tomography reconstructions. Fig. 6 compares DVC results for different propagation distances and two load levels (2% and 4% compression). As in Fig. 5, median objective minimum value decreases with increasing propagation distance, as expected with highly contrasted image volumes (Fig. 6a). A multiple comparison ANOVA test revealed that principal strain values for reconstructions at the longer simulated distances of 0 m and 2 m were significantly different to all other analyses (Fig. 6b). Reconstructions simulated at 0 m and 2 m had a higher principal strain mean and standard deviation suggesting lower accuracy. When comparing objective function maps, closer iso-surfaces and therefore steeper gradients were observed using 0.55 m and 1 m reconstructions when compared to 0 and 2 m. These steeper gradients are more favourable for optimisation. Blurring or changes with load at the edges of structures with increased propagation phase contrast, such as at 2 m, are likely responsible for the differences in objective function gradient.

With an increased load of 4% compression, the median objective function followed the same trend as the lower 2% load, but with an overall higher value (Fig. 6d). A multiple comparison ANOVA test for increased load (4%) revealed that principal strain values for propagation distances 0, 1 and 2 m were significantly different compared to the experimental data (0.35 m) and 0.55 m.

Overall, the results in Fig. 6 show that the optimised propagation distance range lies where there is sufficient contrast to resolve the smallest scale features. Below this range, there is insufficient image texture to track, whereas above this range, the bright edges affect the DVC results. This optimised range becomes narrower for samples with higher deformation.

4. Conclusions

This study only investigated one type of tissue with consistent texture and so exact findings cannot be directly applied to other studies with different beamline setups and samples. However, the general findings presented are applicable to the in situ phase contrast tomography-based study of a wide range of fibrous musculoskeletal tissues, such as tendon, meniscus, and cartilage. Since in-line phase contrast is dependent on the material refractive properties and the feature size, further work is required investigating samples with multiple tissue types, such as soft-calcified tissue boundaries, which may benefit from multiple-distance imaging, multi-material phase retrieval algorithms (Haggmark et al., 2017) or by applying Fresnel propagator (Vo et al., 2012) as done here by simulated reconstructions (Fig. 5a).

Experimentally investigating multiple propagation distances would be extremely challenging due to repeatability of soft tissue biomechanics and so this study was only possible using simulated results. One disadvantage of this is that results may be incomplete, as they are based only on the information provided in the experimental data, at 0.35 m propagation distance.

There are many contributing factors which can affect radiation dose, image quality and the accuracy of DVC measurement, such as sample composition and microstructure, beam energy, exposure time, propagation distance, number of projections, reconstruction algorithm, image filtering before and after reconstruction and, DVC parameters. Here, we only studied a few with the aim of quantifying image quality and DVC accuracy which have been summarised below and in Fig. 7:

1. Our results indicated that there is an optimised range for propagation distance which gives consistent DVC results depending on feature size. Larger applied strain steps, and therefore fewer total scans per experiment, should be considered for low dose studies at shorter propagation distances. As this is the first study of the effect of phase contrast imaging on DVC accuracy, future work should investigate phase retrieval methods for multi-material tomography.
2. Scans at the highest resolution, with many projections, are not required for DVC, since measurement was robust to high frequency image noise in reconstructions with fewer projections, but with some compromise in accuracy. Although this study has shown it is possible to reduce radiation dose through shorter scans, future work is also required to quantify radiation damage of tissue at different length scales (i.e. tissue and protein).
3. Iterative reconstruction methods improved signal-to-noise and lowered DVC displacement uncertainty. The challenges for in situ tomography biomechanics also include optimising reconstruction for samples with soft-hard tissue to reduce dominant streaking artefacts from absorption mismatch.
4. DVC parameters such as sub-volume size must be optimised for image texture. In future studies, samples with different tissue types and thus varied microstructural texture will likely require tissue-specific DVC parameters, such as sub-volume size, for accurate tracking.
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**Fig. 7. Summary of optimising soft tissue in situ tomography.** 1. Propagation distance should be set as short as possible to resolve small scale features. There is an acceptable range in which the accuracy of DVC results is not affected. Radiation exposure can be further lowered by using larger strain steps and therefore lower number of total scans but with a decrease in DVC accuracy particularly at larger propagation distances. 2 & 3. Fewer projections can be used to lower radiation dose but with a trade off in DVC accuracy. Although iterative reconstruction methods for lower number of projections increases computation (see Suppl. info. for computation times), they can be used to increase signal-to-noise ratio and lower DVC displacement uncertainty. 4. Optimising DVC parameters such as sub-volume size is essential.
Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jmbbm.2022.105579.
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