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A B S T R A C T 

Using data from the Pantheon Type Ia supernovae (SN Ia) compilation and the Sloan Digital Sk y Surv e y, we propose an 

estimator for weak-lensing convergence incorporating positional and photometric data of foreground galaxies. The correlation 

between this and the Hubble diagram residuals of the supernovae has 3.6 σ significance, and is consistent with weak-lensing 

magnification due to dark matter haloes centred on galaxies. We additionally constrain the properties of the galactic haloes, such 

as the mass-to-light ratio � and radial profile of the halo matter density ρ( r ). We derive a new relationship for the additional 
rms scatter in magnitudes caused by lensing, finding σ lens = (0.06 ± 0.017)( d C 

( z)/ d C 

( z = 1)) 3/2 , where d C 

( z) is the comoving 

distance to redshift z. Hence, the scatter in apparent magnitudes due lensing will be of the same size as the intrinsic scatter of 
SN Ia by z ∼ 1.2. We propose a modification of the distance modulus estimator for SN Ia to incorporate lensing, which can be 
easily calculated from observational data. We anticipate this will impro v e the accurac y of cosmological parameter estimation 

for high-redshift SN Ia data. 

Key words: gravitational lensing: weak – transients: supernovae – cosmology: dark matter – galaxies: haloes – cosmology: 
cosmological parameters. 

1

T  

s
m
T  

o  

a
u
e

 

d
m  

s  

2
H  

2  

S
 

e
c
s  

r  

(  

c
o  

�

m  

t

i  

d  

(  

b
c
t
p
t
d  

I  

w  

s  

n  

b  

fl
i
b
t  

e

d  

t  

f  

©
P

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/515/2/2305/6617650 by C
atherine Sharp user on 23 N

ovem
ber 2022
 I N T RO D U C T I O N  

ype Ia supernovae (SN Ia) are used e xtensiv ely in cosmology as
tandard candles, due to an empirical relation between their absolute 
agnitudes and observable light-curve properties (Phillips 1993 ; 
ripp & Branch 1999 ). Their high luminosities allow them to be
bserved out to redshift z ∼ 2 (Riess et al. 2018 ). Thus, they serve as
 key cosmological resource, connecting the expansion history of the 
niverse from when it was matter-dominated, through to the current 
poch of dark energy domination. 

The relative luminosities of SN Ia may be assembled in a Hubble
iagram and used to constrain cosmological parameters such as the 
atter density �M 

and the equation of state of dark energy w in
imple extensions of � cold dark matter ( � CDM; Scolnic et al.
018 ). If their absolute magnitude is calibrated, the Hubble constant 
 0 may be determined (e.g. see Freedman et al. 2019 ; Lemos et al.
019 ; Riess et al. 2021 , and for a re vie w of the distance ladder, see
hah, Lemos & Lahav 2021 ). 
Ho we v er, for superno vae to be accurate and unbiased distance

stimators, the scatter of their observed magnitudes must be well 
haracterized. Gravitational lensing forms an important part of the 
catter because it is an effect that increases with distance. Treated as
andom scatter, it therefore degrades the precision of surv e y data
Holz & Linder 2005 ). Also, for magnitude-limited surv e ys, the
alculation the Malmquist bias correction requires an understanding 
f the sources of scatter (Kessler & Scolnic 2017 ). Therefore, to
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ake the most of modern high-redshift SN Ia data sets, it is essential
o understand lensing magnification. 

Gravitational lensing can also be used as a cosmological probe 
n its own right. The lensing signal is sensitive to the amount,
istribution, and type of dark matter. For example, Metcalf & Silk
 1999 ) and Seljak & Holz ( 1999 ) examined the case of dark matter
eing a mixture of weakly interacting massive particles or massive 
ompact halo objects (MACHOs; e.g. black holes). They showed 
hat the skew of the lensing probability distribution function (pdf), 
roxied by the difference between the mode and the mean, is sensitive 
o �m 

and �� 

independently, but most sensitive to the form of 
ark matter. They argued that even a modest sample of 100 SN
a would be sufficient to constrain the fraction of MACHOs to
ithin 20 per cent . In a similar argument, Hada & Futamase ( 2016 )

ho w ho w SN Ia magnification may be used to bound the sum of
eutrino masses. Going further, the moments of the lensing pdf may
e fitted by simulations to the power spectrum of matter density
uctuations (Marra, Quartin & Amendola 2013 ). This is particularly 

nteresting in the context of moderate tensions that have arisen 
etween measurements of the power spectrum normalization σ 8 from 

he cosmic microwave background (CMB) and galaxy surv e ys (see
.g. Lemos et al. 2021 ; Tr ̈oster et al. 2021 ). 

Gravitational lensing magnification is also complementary to time- 
elay and shear lensing studies, which have been used to measure
he Hubble constant H 0 (Wong et al. 2020 ), and build maps of
oreground mass (Oguri et al. 2018 ; Giblin et al. 2021 ; Jeffrey
t al. 2021 ). Ho we v er, these studies hav e some dra wbacks. The y
re distance-limited, as the shape of the galaxy must be resolved for
t to work. Nuisance parameters and some bias may be introduced by
n intrinsic alignment model. They are low resolution, and require 

http://orcid.org/0000-0002-8000-6642
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ufficient numbers to average over. Lastly, they suffer from the ‘mass-
heet de generac y’ whereby the cosmological parameters, but not the
ensing observables, are changed by the addition of a matter sheet
f constant density along the line of sight (LOS; see section 5.2
f Bartelmann & Schneider 2001 ). A measurement of the absolute
agnification of a background source breaks this de generac y (F alco,
orenstein & Shapiro 1985 ). 
SN Ia seem ideal for magnification studies as, once standardized,

heir luminosities have an intrinsic scatter of σ int � 0.1 mag. Also,
N Ia can be seen at distances great enough for the magnification

o be measurable. The scatter caused by magnification is thought to
e σ lens = 0.04 z–0.09 z mag, where z is the redshift, on the basis of
imulations (Frieman 1997 ; Holz & Linder 2005 ; Marra et al. 2013 ).
 small number of well-magnified SN Ia with � m < −0.25 mag are

xpected. Ho we ver, four problems exist in observing it. First, existing
urv e y numbers peak at z ∼ 0.3 where the magnification is likely to
e small. Secondly, SN Ia are rare, transient events, so the sample to
ork with is smaller by two orders of magnitude compared to galaxy
r quasar samples. Thirdly, the analysis must be centred around the
et of sources, rather than lenses (as weak-lensing surv e ys are), so
t is ‘pot luck’ what lies close to the LOS. Additionally, the limiting
agnitude (also known as the detection efficiency ) of a supernova

urv e y is not so straightforward to determine, meaning biases are
arder to estimate. Lastly, it is far from certain that a limited set
f SN Ia would fairly sample the distribution of magnification, and
election processes could obscure its effect (we expand on this further
n Section 5 ). 

Observational studies of SN Ia magnification have been made
y some authors. J ̈onsson et al. ( 2010 ) used 175 SN Ia from the
uperno va Le gac y Surv e y (SNLS) to detect magnification at a
onfidence of ∼1.4 σ , and estimated that lensing contributes an extra
ispersion of σ lens = 0.055 z mag to supernovae. This value continues
o be used in most cosmological analyses involving SN Ia, notably
y the SH0ES team (Riess et al. 2021 ) in estimating H 0 , and is
mbedded in Pantheon SN Ia data (Scolnic et al. 2018 ). Smith et al.
 2014 ) combined a larger sample of 608 Sloan Digital Sky Survey
SDSS) SN Ia with number counts of a homogeneous sample of
oreground galaxies. The authors also found a detection significance
f ∼1.4 σ . Macaulay et al. ( 2020 ) used SN Ia and galaxies from
he Dark Energy Surv e y (DES) 1Y data to compute the skew of
he magnitude distribution (assuming intrinsic scatter is Gaussian,
he skew may be attributed to lensing) with a simulated fit given
y Marra et al. ( 2013 ) to derive a constraint on the matter power
pectrum, and report a ∼1.3 σ detection of magnification. 

In this paper, we have two main goals. First, we seek to establish
ensing is occurring with more certainty and measure its scatter.
econdly, we aim to constrain the mass and profile of galactic dark
atter haloes within our chosen modelling framework. Adopting a
ayesian approach, we test a two-parameter family of physically
oti v ated halo profiles, including the Navarro–Frenk–White (NFW;
avarro, Frenk & White 1996 ) and Hernquist (Hernquist 1990 )
rofiles as special cases. We calculate posterior distributions of the
arameters that describe our haloes. 
Our paper is organized as follows. In Section 2 , we derive the
agnification in the weak-lensing regime of our halo profile, and

onnect this to lensing o v er cosmological distances. In Section 3 ,
e describe our data and selection criteria. In Section 4 , we specify
ur estimator for lensing convergence, what observables we will
orrelate, and our Bayesian model. Results are presented in Section 5 ,
hich we compare to the literature. We summarize our results in
ection 6 . A future paper will be devoted to cosmological parameters
erived using SN Ia lensing. We retain factors of c in equations. 
NRAS 515, 2305–2321 (2022) 
 LENSING  M O D E L  

.1 Weak lensing by haloes 

 or e xtended matter distributions, it is useful to adopt the lensing
otential formalism of Schneider ( 1985 ), for which we state the
ele v ant formulae in this subsection. The convergence is defined as 

= 


 ( θ ) 


 c 
, (1) 

here the surface density is 

( θ) = 

∫ 
ρ( θ, z)d z , (2) 

nd the critical surface density is 

 c = 

D s 

D d D ds 

c 2 

4 πG 

. (3) 

ere, D d , D s , and D ds are the angular diameter distances to the lens,
ource, and between lens and source, respectively. 

We define δm = m lens − m 0 as the change in magnitude of a source
ue to a single lens, relative to the background cosmology in the
bsence of the lens. When the magnification is small, it may be taken
o first order in the convergence and shear γ as 

m = −(5 / log 10 ) κ + O 

(
κ2 , γ 2 

)
. (4) 

ence, we can compute the magnification expected from a galactic
alo of a given density profile ρ( r ) by the following recipe: 

(i) Obtain the critical density 
 c from the angular diameter dis-
ances D ds , D s , and D d in the background cosmology by equation ( 3 ).

(ii) Calculate the surface density 
 from equation ( 2 ) and conver-
ence κ from equation ( 1 ). 

(iii) Use equation ( 4 ) to calculate the magnification. 

We note two important points. First, magnification is a concave
unction of the distance from the observer to the lens; hence, when
agnification is strongest, it will be relati vely insensiti ve to moderate

rrors in the distances (the gradient of magnification with lens dis-
ance will be small); this will be helpful when using distances derived
rom photometric redshifts. Secondly, as magnification is inversely
roportional to (a power of) the impact parameter b via equation ( 2 ),
ts distribution will be skewed towards high magnification. Therefore,
he commonly used assumption of Gaussian scatter in SN Ia residuals
s not correct. 

Equation ( 4 ) is valid to first order in the gravitational potential
 / c 2 , the light deflection angle α, and the convergence κ . These

ssumptions can be expected to hold for lensing by extended diffuse
aloes; J ̈onsson et al. ( 2010 ) have checked the validity of this against
ay tracing around such halo types, finding the difference to be less
han 5 per cent . We have also checked that including shear for the
FW halo does not change our results. 

.2 Halo model 

e define a double-power-law halo with profile 

( r; γ, β) = 

δc ρc (
r 
r s 

)γ (
1 + 

(
r 
r s 

))β
, (5) 

here ρc = 3 H ( z) 2 /8 πG is the critical density of the universe at
edshift z, δc is a density parameter, and r s is the scale radius . Our
ata will not have sufficient resolving power to constrain the inner
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Figure 1. The magnification δm (in units of magnitude) by a typical galaxy 
of absolute magnitude M = −21.25 located at z = 0.2, of a source located at 
z = 0.5. The mass of each halo profile has been normalized to give the same 
observed magnification at b = 300 kpc, about the magnification-weighted 
average of our data sample. Although SN Ia LOSs passing within 100 kpc of 
a lensing galaxy centre are rare, we obtain the most constraining power from 

them. 
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Figure 2. The magnification (in units of magnitude) due to a typical galaxy 
as detailed in Fig. 1 . Here, we illustrate the NFW profile magnification at 
dif ferent v alues of the concentration parameter c , again normalizing to the 
same observed magnification at b = 300 kpc. It is evident from the graph that 
c will only be weakly constrained by our data . 
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lope γ , so we fix γ = 1 and leave β as a free parameter. Then, at
mall radii ρ ∝ r −1 , whereas at large radii ρ ∝ r −1 − β . 

Standard spherical collapse theory implies that a sphere of radius 
 200 with average density ρ̄ = 200 ρc may be considered gravitation- 
lly bound. The scale radius r s is then defined relative to r 200 as 

 s = r 200 /c, (6) 

here c � 5–15 is the concentration , 1 which we take as a second
ree parameter. We make r 200 a function of the mass M 200 = M ( r <
 200 ) it encloses 

 200 = 

800 π

3 
ρc r 

3 
200 , (7) 

rom which we obtain δc = 

200 
3 c 

3 f ( c), where 

 ( c) = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 
c −ln ( c + 1) β = 1 

1 
ln (1 + c) −c / (1 + c ) β = 2 

( β−2)( β−1) 
(1 −( c + 1) 1 −β (( β−1) c + 1)) 

β �= 1 , 2 . 

(8) 

ote that β = 2 corresponds to the NFW profile (Navarro et al. 1996 ),
nd β = 3 is the Hernquist profile (Hernquist 1990 ). The convergence
nd shear have analytical formulae for integer β, and we state those
ormulae (which have been derived in the literature) together with 
hat for a singular isothermal sphere (SIS) in Appendix A . 

For general β, we must obtain the surface density numerically. This 
s simplified by making the substitution t = 

√ 

r/ ( r + r s )( x + 1) − x , 
hich results in 

( x; β) = 4 δc ρc r s ( x + 1) 
1 
2 −β

∫ 1 

0 

(
1 − t 2 

)β−1 √ 

(1 − x) t 2 + 2 x 
d t , (9) 

here 

 = b/r s (10) 

s the dimensionless impact parameter in units of the scale radius.
e illustrate the magnification calculation for a range of our halo 

rofiles in Figs 1 and 2 . 
 Any potential confusion with the speed of light c should be clear from the 
ontext. 

r

c

We may expect many galaxies to lie at large distances from the
OS, so it is worthwhile to examine the lensing profile at large x .
aking the limit of equation ( 9 ) and re-expressing the surface density
s a function of the impact parameter b , we find 

( x, β) −→ D × ( M 200 ) 
β+ 1 

3 
f ( c) 

c β−2 
ρ

2 −β
3 

c 

1 

b β
for x � 1 , (11) 

here D is a numeric constant of the order of unity. We see from the
bo v e that, as e xpected, 
 ∝ b −β , but in the pre-factors, there is a
e generac y between the mass of the halo M 200 and a function of the
oncentration parameter c in the large x limit. 

Hence, for a given fixed slope β, a heavy but high concentration
alo will magnify to the same extent as a lighter, less concentrated
alo. We will therefore find it useful to adopt a model for c . 

.2.1 Concentration models 

n the original paper of Navarro et al. ( 1996 ), the NFW halo
as characterized as a one-parameter family where c ≡ c ( M 200 ).
ecent studies have updated this result. Duffy et al. ( 2008 , hereafter
08 ) used Wilkinson Micr owave Anisotr opy Pr obe ( WMAP )-derived

osmological parameters to simulate haloes in the mass range 10 11 –
0 15 h −1 M 
, fitting 

 = A ( M 200 /M � ) 
B (1 + z) C , (12) 

here A = 5.71 ± 0.12, B = −0.084 ± 0.006, and C = −0.47 ± 0.04.
u ̃ noz-Cuartas et al. ( 2011 , hereafter MC11 ) also use a WMAP -

erived cosmology with similar resolution and fit 

log c = a( z ) log M 200 / [ h 

−1 M 
] + b( z ) (13) 

( z) = wz − m (14) 

( z) = 

α

( z + γ ) 
+ 

β

( z + γ ) 2 
, (15) 

here w = 0.029, m = 0.097, α = −110.001, β = 2469.72, and
= 16.885. Finally, Mandelbaum, Seljak & Hirata ( 2008 , hereafter
08 ) compile weak-lensing analyses of SDSS galaxies in the mass

ange 10 12 –10 14 h −1 M 
 and fit 

 = 

c 0 

(1 + z) 

(
M 

M � 

)−β

, (16) 
MNRAS 515, 2305–2321 (2022) 
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here c 0 = 4.6 ± 0.7, β = 0.13 ± 0.07, and M � =
.56 ± 0.12 × 10 14 h −1 M 
. 
For our data, we find 〈 c 〉 = 5.2, 8.0, and 6.9 for the D08 , MC11 , and
08 models, respectively. We test our results on all concentration
odels, and also c as a uniform global parameter for comparative

urposes. For our main result, we will prefer the M08 model as it
as been derived from observations. 

.3 Homogeneous cosmology 

or our background cosmology, we assume a spatially flat � CDM
odel, and neglect �r so that �� 

= 1 − �m 

. We have for the angular
iameter distance D A and luminosity distance D L the standard
ormulae 

D L ( z) = 

c 

H 0 
(1 + z obs ) 

∫ z cos 

0 

d z ′ 

E( z ′ ) 
, 

 A ( z) = D L / (1 + z obs ) 
2 , 

E( z) = 

√ 

�m , 0 (1 + z cos ) 3 + �� 

, 0 , (17) 

here H 0 is the present-day Hubble constant, H ( z) = H 0 E ( z), and
i, 0 is the present-day component density. z obs refers to the observed

eliocentric redshift, and z cos the redshift corrected for peculiar
elocity to the CMB rest frame. When using standard candles, it
s convenient to re-express the luminosity distance as the distance
odulus 

( z) = 5 log 10 ( D L ( z) / 10 pc ) . (18) 

ur results depend only very weakly on the cosmological parameters
sed (via the angular diameter distances used in 
 crit , and ρc used
o normalize the halo density), except in the case of the physical

ass-to-light ratio. Ho we ver, to be concrete, we set h = 0.674 and

m 

= 0.298, where H 0 = 100 h km s −1 Mpc 
−1 

and �m 

is the best fit
o the Pantheon sample. 

.4 Density model 

ur model for the matter density is 

( r , z) = ρvoid ( z) + 

∑ 

ρhalo ( r , r i , z) , (19) 

here ρhalo ( r , r i , z) is the density profile of a dark matter halo located
t r i and redshift z . ρvoid ( z ) is a spatially uniform minimum density
hat is a function of redshift only; it represents the average remaining
ensity of the universe if the virial masses of galactic haloes were
emo v ed, and is determined by the requirement that ρ̄ = ρc . We take
he form of these haloes to be the spherically symmetric profiles
s described in the previous section. Although we can in general
xpect the haloes to be non-spherical, it has been shown that after
aking the average over randomly oriented non-spherical haloes for a
ensing calculation, spherical symmetry is a very good approximation
Mandelbaum et al. 2005 ). We neglect additional inhomogeneous
ontributions due to filaments or sheets, and assume that baryons are
istributed with the same profile as dark matter for the purposes of a
agnification calculation. 

.4.1 Flux conservation 

t can be shown that in the weak-lensing approximation, the average
agnification (o v er a large number of sources) compared to a

omogeneous background is unity (see e.g. Kainulainen & Marra
009 ). In fact, this argument, which was originally made in a
NRAS 515, 2305–2321 (2022) 
ore general context by Weinberg ( 1976 ), depends on three key
ssumptions. First, the universe is assumed to be transparent and
OSs are not ‘special’ in some way. [Weinber g ar gued that if galaxies
re opaque discs, and hence the LOSs are those that are unobscured
y foreground galaxies, the average result will be de-magnification;
ainulainen & Marra ( 2011a ) give a quantitative prescription for

alculating this effect in terms of a survi v al probability as a function
f impact parameter.] Secondly, the distance of sources is unaffected
y lensing, which introduces perturbations to the sphere of constant
edshift. Kaiser & Peacock ( 2016 ) have shown that this is equi v alent
o working to first order in the convergence κ . Thirdly, by working
o first order in post-Newtonian potential 
 , the ‘back reaction’
f inhomogeneity on space–time is neglected and it is assumed
hat the homogeneous universe formulae ( 17 ) may continue to
e used. What may happen in the more general non-perturbative
ase is still the subject of active research (see e.g. Buchert et al. 
015 ). 
Therefore, working to first order in the convergence, 2 we take 

 
 j δm i,j 〉 = 0 , (20) 

here sum is o v er j = 1. . . N i foreground galaxies and the average
s o v er i = 1. . . N k sources in the redshift bin z ∈ ( z k , z k + 1 ). For
ensing by galactic haloes at z < 1, our typical calculated � m ≡
 j δm are O(10 −2 ) to O(10 −3 ). We therefore expect equation ( 20 )

o be a good approximation at redshifts z < 1 for sources that are
eakly lensed. Ho we ver, were we to be analysing sources at redshift
 ∼ 2 with �m ∼ O(10 −1 ), second-order effects should not be 
gnored. 

 DATA  

.1 Superno v ae 

N Ia magnitudes are standardized by the Tripp estimator (Tripp &
ranch 1999 ), which is a function of observable features of their

ight curves. A commonly used form expresses the distance moduli
of an SN Ia as 

= m B − M B + αx 1 − βc + � M 

+ � B , (21) 

here the observables are m B , the peak apparent AB magnitude of
he supernova; x 1 , the ‘stretch’ of its light curve (a dimensionless
arameter typically between −2 and 2 representing the duration of
he curve); and c , the deviation of the B − V colour from the mean
olour. M B is the absolute magnitude of a fiducial mean SN Ia light
urve. � M 

is a correction based on the host galaxy mass or other
nvironmental effects, and � B is a bias correction derived from
imulations to account for the selection process of the sample. The
uisance parameters α and β are fitted for to minimize residuals
ersus a background cosmology. 

For this analysis, we use the Pantheon data set 3 (Scolnic et al.
018 ). The file ANCILLIARY G10.FITRES contains the apparent
agnitudes (adjusted using equation 21 ), redshifts, positions, stretch
 1 , and colour c of 1048 SN Ia compiled from multiple surv e ys,
ith bias corrections determined according to the intrinsic scatter
odel of Guy et al. ( 2010 ). We also use the covariance matrix

https://github.com/dscolnic/Pantheon
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Figure 3. Number distribution of our galaxy and supernovae sample by 
calculated r -band absolute magnitude M r and redshift z. The red dotted line 
shows the SDSS surv e y limiting magnitude m r = 22, the effect of which is 
clear in the sample. 
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ys full long.txt . We select the 901 SN Ia within the SDSS
ootprint. 

.1.1 Field selection 

o obtain a clean lensing signal, we must identify the host galaxy:
he supernovae will not be lensed by its host halo. If we fail to

dentify the host, due to errors in galaxy redshifts (see below), the
rue host may be present in the foreground close to the LOS, and so
dd a large spurious amount to the lensing estimate. We identify the
alaxy closest in angular distance to the location of the supernova as
he host, and exclude it from our lensing estimator. We also check
hat the redshift of the putative host is compatible with the redshift
f the SN Ia. A limitation of this is that the SDSS photometric
edshift confidence intervals are not al w ays reliable, so in our results
ection we also quote the correlation using angular distance only for
omparison. 

To check we have indeed correctly identified the host, we also 
alculate the impact parameter of the closest galaxy in units of
alactic scale length x = b / r s . Large values will indicate doubt that
e have identified the correct host, and we discard fields with x >
 (corresponding to 100 kpc for a typical galaxy). The cutoff for
 should not be too small as to unnecessarily remo v e superno vae
riginating in faint nearby satellite galaxies or the stellar halo, but 
ot extend past the virial radius x ∼ c . This selection reduces the
ample to 762 supernovae. 

To reduce noise, we further exclude fields that are more than 
0 per cent masked in the foreground galaxy sample, as the lensing 
stimate is unlikely to be accurate for them. 35 per cent of our fields
ave some masking in them, with the average fraction of masked 
bjects in those fields ∼ 20 per cent . Our final sample therefore 
omprises 720 SN Ia. 

.2 Galaxies 

e use galaxies drawn from the SDSS (Eisenstein et al. 2011 ).
he surv e y performed deep imaging of 8400 de g 2 of the high
alactic latitude sky, and spectroscopy of o v er 1.5 million galaxies.
 superno va surv e y was conducted of the so-called Stripe 82, a strip
 . ◦5 wide along the celestial equator from right ascension 20 h to 4 h ,
nd this is a prominent o v erlap with the Pantheon footprint. The
alaxy surv e y is e xpected to be 95 per cent complete at r = 22.2 mag
imit (Abazajian et al. 2009 ), and the faintest sources categorized as
alaxies are up to r ∼ 26. 

We initially select all photometric objects in the SDSS Data 
elease 16 view Galaxy , which are in an aperture of radius 8
rcmin around the LOS to each superno va. F or redshift z = 0.2,
his corresponds to a physical distance of ∼1.5 Mpc. We discuss
nd test the choice of aperture in Section 5 . We find 728 280
alaxies, of which 176 872 are in the foreground of their supernovae.
he average redshift of our foreground sample is z ∼ 0.34. We 
elect photometric data in the gri passbands, using the cModelMag 
agnitudes m λ as the best representation of the brightness of 

alaxies. 
We select galaxies with clean photometry identified by the flags 
nsideMask = 0 and Clean = 1, which reduces our sample size by
3 per cent . We derive the absolute magnitude M λ of the galaxy in a
iven passband as 

 λ = m λ − μ( z p ) − K λ − A λ , (22) 

here the surv e y-reported K -corrections K λ and Milky Way ex-
inction A λ are used. The distance modulus μ is derived using the 
hotometric redshift z p by equations ( 17 ) and ( 18 ). We floor M λ at
25 to reduce outliers. Our sample is illustrated in Fig. 3 . 

.2.1 Photometric redshifts 

e use the SDSS photometric redshifts z p that were last updated
n Data Release 12. The methodology used to determine them is
utlined by Beck et al. ( 2016 ). The errors are calculated for each
alaxy and are distributed as δz p ∼ 0.09 ± 0.04, and the relative
rror δz p /(1 + z p ) is largely uncorrelated with redshift. The algorithm
rovides a flag photoErrorClass to indicate the quality of 
he fit, which is given as values between −7 and + 7. There is
ome correlation between photoErrorClass and redshift, and 
o minimize selection bias, we therefore only exclude galaxies with 
hotoErrorClass < −4, which is indicative of a poor-quality 
xtrapolation from the training set. 

For each galaxy j in the field of SN Ia i , we compute the angular
iameter distances and impact parameter b = θD d using formulae 
 17 ), using the photometric galactic redshift z p and the spectroscopic
N Ia redshift z. We also use z p to determine the average matter
ensity at the location of the galaxy ρc ( z) = 3 H ( z) 2 /8 πG , which
iven the mass of the halo M 200 will determine its physical radius
 200 by equation ( 7 ). 

We have already discussed that the lensing efficiency (equation 3 )
s relatively insensitive to redshift error near its peak. Whilst the
v erage relativ e redshift error on the whole galaxy sample is ∼
5 per cent , we find a relative error on the lensing efficiency of

20 per cent . 
Our final sample then comprises 68 039 galaxies. Our selection 

arameters are summarized in Table 1 , and in Section 5 , we test the
ependence of our results on these choices. 
MNRAS 515, 2305–2321 (2022) 
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Table 1. Summary of parameter choices and selection criteria of foreground galaxies. See Section 2.5 
for a description of the concentration models. 

Parameter Rationale Value 

Max radius Include galaxies within an annulus (arcminutes) 8 
photoErrorClass Exclude galaxies with low-quality redshifts −3 to + 7 
InsideMask Exclude galaxies that are in masked areas 0 
Clean Exclude galaxies with poor photometry 1 
Magnitude Cap abs mag of galaxies to reduce outliers −25 
Concentration Cap derived concentration to reduce outliers 15 

Masked fraction Exclude SN Ia with heavily masked foregrounds 50 per cent 
Host radius Exclude hostless SN Ia (within scale radii) 4 
Concentration model De generac y between halo mass and concentration M08 
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4 The distinction between the NFW concentration parameter c and colour 
should be clear from the context. 
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 M E T H O D O L O G Y  

.1 Estimating the lensing signal 

e take dark matter haloes to be aligned to the photometric centre
f individual galaxies. Hence, for magnification of supernovae i due
o galaxy j , we set 

m i,j ≡ δm ( b ij , � j ) , (23) 

here δm is given by equation ( 4 ). The impact parameter is b ij =
ij D d, j , where θ ij is the angular separation between galaxy j and
upernova i and D d, j the angular diameter distance to the galaxy. 

The halo parameters are � j = { M 200 ,j , c j , β} . To estimate M 200 ,
e convert the galactic absolute magnitude M λ using a halo mass-

o-light ratio � by 

 200 = �( M 200 , p)10 0 . 4( M 
,λ−M λ) , (24) 

here M 
, λ is the solar absolute magnitude. �( M 200 , p ) will in
eneral depend on both M 200 and galaxy type p (e.g. morphology
r colour). 
Previous weak-lensing shear studies have examined the relation-

hip between mass-to-light ratios and luminosities, morphological
ype, or colour. Mandelbaum et al. ( 2006 ) derive a relation between
he luminosity of central galaxy in a cluster and the total cluster

ass of M ∝ L 

2 , but this is not applicable for our model. Van
itert et al. ( 2011 ) finds little dependence of � in the SDSS sample
n luminosity for L < 7 × 10 11 L 
, but early-type galaxies are
eavier (see table 2 and fig. 9 of that paper). Brimioulle et al. ( 2013 )
nds � ∝ L 

0.12 ± 0.11 for galaxies from the Canada–France–Hawaii
elescope Le gac y Surv e y, with red (defined as B − V > 0.7) galaxies
eing heavier than blue at the same luminosity. 
We do not have morphological information p for most galaxies

n our sample. Additionally, the size of our SN Ia sample is not
ufficient to adequately constrain mass-to-light ratios for subsamples
y colour or luminosity. Therefore, we adopt �( M 200 , p ) ≡ � as a
niform sample average for our analysis. 
Summing contributions of individual galaxies, we obtain the

nnormalized magnification 

m 

′ 
i = 

N i ∑ 

j= 1 

δm i,j , (25) 

here N i is the number of foreground galaxies in the supernova field.
We impose the flux conservation of equation ( 20 ) and define our

agnification estimator as 

m i = �m 

′ 
i − 〈 �m 

′ 
k ( z i ) 〉 . (26) 
NRAS 515, 2305–2321 (2022) 
n the second term, the average is taken o v er all superno vae i in the
edshift bin z k < z i < z k + 1 . Hence, by construction, 〈 � m i 〉 = 0 in
ach bin (although our result for correlation does not depend on this).
n practice, most LOSs do not pass very close to a foreground galaxy,
nd those supernovae will be mildly de-magnified. A smaller number
ill be magnified and hence the distribution of � m i is skewed with

he median and mode positive. 

.1.1 SN Ia colour 

he Spectral Adaptive Light-curve Template (SALT2) fitter for
upernovae (Guy et al. 2007 ) outputs a colour parameter c = ( B

V ) − 〈 B − V 〉 , which is the difference between the colour at peak
 -band magnitude and the average for the training sample. 4 This
ay be interpreted as the sum of some intrinsic colour scatter, plus

eddening E( B − V ). Some portion of this reddening will be due to
he host galaxy, and some will be due to extinction by dust embedded
n foreground galactic haloes. SN Ia magnitudes are de-reddened by
he Tripp estimator (equation 21 ), which subtracts the reddening βc ,
here β ∼ 3 is a fitted parameter consistent with R V = 3.1. 
Ho we ver, we may estimate the amount of reddening due to dust

n foreground galactic haloes in the following way. The combined
ffect of magnification and extinction is 

 = F 0 νe −τλ , (27) 

here ν = F lens / F 0 is the lensing magnification factor, and τλ is the
avelength-dependent optical depth. In magnitudes, we obtain 

m ( λ) � 1 . 08( τλ − �ν) , (28) 

here �ν = ν − 1. As lensing is achromatic, it follows that E ( B
V ) � 1.08( � m ( B ) − � m ( V )). Menard et al. ( 2010 ) investigated

ust extinction in galactic haloes by correlating the colours and
agnitudes of quasars in the range 1 < z < 2.5 with the angular

istance to SDSS foreground galaxies, finding that the visual band
agnification is offset about 1/3 by extinction. 
By using the dust-to-mass ratio ϒ = 1.1 × 10 −5 derived in
 ́enard, Kilbinger & Scranton ( 2010 ) and a typical host galaxy dust
ass opacity κV = 1540 m 

2 kg 
−1 

(Weingartner & Draine 2001 ), we
stimate 

c � 0 . 01694 
( r) mag , (29) 

here 
( r ) is the surface density of the galactic halo. 
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.1.2 SN Ia stretch 

uperno vae hav e a finite size, and there will be some time delay
due to both the differential path-length and time dilation) between 
ight arriving from opposite sides of the expanding photosphere. 
n principle, at least, this may result in some of the magnification
eing subtracted out as an increased stretch parameter x 1 of the light
urve when the magnitude is standardized by the Tripp estimator 
see equation 21 ). The differential time delay is proportional to the
roduct of light traveltime across the ejecta and the deflection angle ˆ α
which is the gradient of the time delay across the ray bundle). Thus,
aking an ejecta velocity of ∼0.05 c , a light-curve duration of ∼30 d,
nd a deflection angle of 10 −2 rad, the differential time delay will
e roughly 30 min. Ho we ver, this translates into a change in stretch
arameter of only � x ∼ 5 × 10 −3 (for the relation between x 1 and
he duration of the light curve, see fig. 2 of Guy et al. 2007 ). Hence,
he magnitude will be adjusted upwards by ∼0.001 mag for a typical
alue of α ∼ 0.15 in the Tripp estimator. This is less than 5 per cent
f the calculated magnification for the same light deflection angle. 
e therefore ignore this effect. 

.2 Correlating with Hubble diagram residuals 

e determined the SN Ia distance modulus residuals μres by fitting 
 Hubble diagram to minimize 

2 = μT 
res · C 

−1 · μres , (30) 

here μres = μ − μmodel and μmodel ( H 0 , �m 

, z) is given by equa-
ion ( 18 ), where μ is the apparent SN Ia distance modulus μ = m −
 . 
C is the Pantheon covariance matrix (Scolnic et al. 2018 ), which 

s the sum of statistical and systematic errors C = C 

stat + C 

sys . The
tatistical error matrix is diagonal with entries given by 

 

stat 
ii = σ 2 

N + σ 2 
Mass + σ 2 

v −z + σ 2 
lens + σ 2 

int + σ 2 
Bias , (31) 

here the largest term is the intrinsic SN Ia dispersion σ int ∼
.08. The (Gaussian) term for the dispersion caused by lensing is
lens ( z i ) = 0.055 z i , as estimated by J ̈onsson et al. ( 2010 ) (for details
n the other terms, see section 3.2 of Scolnic et al. 2018 ). C 

sys is the
ovariance matrix induced by the training of the SALT2 model on a
ample light-curve set. 

Fitting was done using POLYCHORD (Handley, Hobson & Lasenby 
015 ), where we fix the SN Ia fiducial absolute magnitude M =
19.43, which is equi v alent to setting h = 0.674. We find �m 

=
.298 ± 0.022, consistent with Scolnic et al. ( 2018 ) (although our
ample is a little smaller), and we use the central value to compute
he residuals. The standard deviation of the residuals was σ res � 0.14, 
hich combines intrinsic, lensing, and all other sources of scatter. 
We compute the bin k sample Pearson correlation coefficient ρk 

etween μres and � m given in equation ( 26 ), which is 

k = 

∑ 

z i ∈ ( z k ,z k+ 1 ) ( μi, res − 〈 μres 〉 ) �m i √ ∑ 

( μi, res − 〈 μres 〉 ) 2 
√ ∑ 

�m 

2 
i 

, (32) 

here the sum runs o v er all supernovae in bin k and 〈 � m i 〉 = 0 in
ach bin by construction. We will also calculate the correlation of
he colour parameter c and stretch x 1 with our lensing estimator � m
o check for dust extinction and any lensing time delay. 

As an additional cross-check, we also obtain the partial correlation 
oefficient r ij between variable i (i.e. � m , μres , c , or x 1 ) and variable
 . The partial correlation is defined as the Pearson correlation 
oefficient between the residuals of the two variables of interest 
hen the others have been fitted out by linear regression. Setting 
= ( ρij ) −1 , it is given by 

 ij = − �ij √ 

�ii �jj 

. (33) 

.3 Constraining halo parameters 

e are additionally interested in deriving Bayesian posteriors for the 
alo model parameters � . We use Bayes’ theorem 

 ( � | x , M ) = 

L M 

( � ) πM 

( � ) 

Z M 

, (34) 

here x = μres − �m is our data vector, and πM 

= P ( � | M ) is our
rior belief in the parameters given the model M . Z M 

= P ( x | M ) is
he e vidence gi v en by inte grating the likelihood L M 

= P ( x | �, M )
 v er the prior, calculated as 

 M 

= 

∫ 
L M 

( � ) πM 

( � )d � . (35) 

e adopt the likelihood 

ln L = x T ( C 

′ ) −1 x , (36) 

here the adjusted covariance C 

′ is derived from the Pantheon 
ovariance by removing the stated lensing variance: 

 

′ = C − (0 . 055 z i ) 
2 . (37) 

lthough in principle extra variance from uncertainties in our lensing 
alculation should be included, they are relatively small compared 
o the intrinsic SN Ia residual variation, and we can neglect them.
ndeed, we find that the distributional properties of x for our 
ample match this likelihood very well, with residual non-Gaussian 
roperties being small. 
We use uniform priors where the mass-to-light ratio � ∈ (40, 400)

nd the halo radial profile slope β ∈ (0.5, 4.0), and when extending
o a variable uniform concentration, the halo concentration c ∈ (2,
5). To derive our posteriors, we use the nested sampling method
mplemented in POLYCHORD (Handley et al. 2015 ). 

 RESULTS  

.1 Description of the lensing signal 

n this subsection, we describe the features of the unnormalized 
agnification estimate given by equation ( 25 ), with the M08 con-

entration model and maximum-likelihood halo parameters ( �, β) 
see Eqn. 1 ). 

The majority of lensing signal comes from galaxies whose impact 
arameters lie within scale radius x � 5–30. For a typical Milky
ay-sized galaxy, this would be an impact parameter of b � 0.15–

.0 Mpc. We illustrate this in Fig. 4 . Comparing this to our profiles
rom Figs 1 and 2 , we can see that we should be able to obtain
oderate constraints on the slope parameter β, but that c is unlikely

o be constrained very well by our sample. 
In terms of which galaxies contribute to lensing, we show in

ig. 5 the aggregate estimate bucketed by galaxy absolute magnitude. 
lthough the numbers of galaxies peak at M ∼ −20, the lensing

ignal peaks at M ∼ −21.5, which is equi v alent to a Milky Way-type
alaxy. In the plot, we have marked the absolute magnitude of an
 r = 22 galaxy located at z = 0.25, 0.4. 
In Fig. 6 , we show an illustration by redshift where the lensing

stimate peaks. As expected, it is generally midway in redshift 
etween the SN Ia and z = 0. For an SN Ia at z ∼ 0.5 and a
MNRAS 515, 2305–2321 (2022) 
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Figure 4. The aggregate unnormalized magnification of our sample, summed 
o v er all galaxies j and SN Ia hosts inde x ed by i . The lower axis is the impact 
parameter normalized to units of the scale radius x = b / r s , where r s = r 200 / c . 
The upper axis is the impact parameter b averaged over the given x bin. Our 
host identification criteria of the projected distance of the SN Ia to the nearest 
galaxy in scale radii x < 4 are marked as a vertical black line at r ∼ 100 kpc. 
Galaxies that are not SN Ia hosts will still contribute to our lensing calculation 
for r < 100 kpc. 

Figure 5. The upper panel shows the counts of galaxies in our sample binned 
by absolute magnitude M r , with M 200 shown on the upper x -axis in units of 
M 
. The lower panel shows our total lensing signal summed o v er galaxies 
and binned by absolute magnitude of the galaxy lens. The majority of our 
signal is within the SDSS limiting magnitude m r = 22, marked for redshift 
z = 0.25, 0.4 as the vertical black dashed and dotted lines. 
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Figure 6. An illustration of the density of our lensing signal per SN Ia as a 
function of source redshift z SN and lens redshift z galaxy . Units are arbitrary, 
and are not shown. The lensing density peaks as expected, that is, roughly 
midway between the source and observer. The effect of the galaxy magnitude 
limit is to reduce the density in the upper right-hand corner of the plot. 

Figure 7. The bootstrap resampling distribution of correlation for our 0.2 
< z < 1.0 sample. The statistical significance of lensing signal detection 
obtained is ρ̄/σρ = 3 . 6. 

5

F  

l  

0  

o
 

r  

a  

z  

t  

S  

t  

t  

g  

t  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/515/2/2305/6617650 by C
atherine Sharp user on 23 N

ovem
ber 2022
ypical lensing galaxy at redshift z ∼ 0.25, the magnitude limit m r =
2 corresponds to M r = −18.5, equi v alent to the Large Magellanic
loud (LMC). The mass of the LMC is ∼1/100 of a typical galaxy,
nd so galaxies below the surv e y limit at such intermediate redshifts
ill contribute a relatively small amount to the o v erall lensing signal,

ven taking into account their larger number density. Ho we ver, for
N Ia at redshift z ∼ 1.0, the typical lensing galaxy is z ∼ 0.4 and so
 r < −20.3. We can now expect to be missing some fraction of the

rue lensing amount. We indeed see this in the top right-hand side
f Fig. 6 as the reduced density of the lensing signal close to the
iagonal line, compared to low and intermediate redshifts. 
NRAS 515, 2305–2321 (2022) 
.2 Correlation of lensing estimate with SN Ia obser v ables 

or our best-fitting model, we find a correlation between our
ensing estimate � m and Hubble diagram residual μres of ρ =
.166 ± 0.045(stat) for SN Ia with 0.2 < z < 1.0. This is a significance
f 3.7 σ before allowance for systematics. 
The errors quoted have been derived from 10 000 bootstrap

esamples of data (Fig. 7 ). It is clear we should exclude low- z SN Ia,
s we do not expect them to be measurably lensed. We also exclude
 > 1 SN Ia for several reasons. First, we expect them to be lensed
o a significant degree by galaxies below the magnitude limit of the
DSS surv e y . Secondly , they are drawn from surveys conducted by

he Hubble Space Telescope ( HST ; see e.g. Riess et al. 2007 ), so
he targeting and detection efficiency may differ considerably from
round-based surv e ys. In an y case, there are not enough numbers of
hem for this exclusion to affect our result. The result is not greatly
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Figure 8. The correlation ρ between the Hubble diagram residuals and weak- 
lensing convergence estimate of our SN Ia sample, shown for individual 
redshift bins. Errors are computed by bootstrap resampling. The horizontal 
axis shows the average redshift in each bin. Our main result of ρ = 

0.166 ± 0.046 for the sample in the range 0.2 < z < 1.0 is shown as the 
shaded purple bars at 1 σ and 2 σ confidence. As expected, for a signal due to 
lensing, we see a generally increasing trend with distance, and a linear fit to 
the correlation is marked. The trend towards larger error bars with increasing 
redshift is due to the smaller numbers of SN Ia in distant bins. Additionally, 
for the bins z > 0.8, the reduced significance is also due to the small angular 
field of the high- z HST surv e ys: There is not enough variation in the density 
of foreground galaxies across the field to show a correlation (this is discussed 
further in Section 5.5). 
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hanged for other concentration models; for the D08 model, it is ρ =
.166 ± 0.046(stat), for MC11 , it is ρ = 0.166 ± 0.046(stat), and for
 fixed c = 6, it is ρ = 0.151 ± 0.048(stat). 

Our other parameter choices were specified in Table 1 . As
xpected, the correlation drops if we do not exclude SN Ia with
oorly identified hosts: for no exclusions, ρ ∼ 0.11. We discuss 
he dependence on other analysis parameter choices in the next 
ubsection. 

For the NFW profile, we find ρ = 0.159 ± 0.046(stat), and for
he SIS halo profile, ρ = 0.149 ± 0.046(stat). The dependence of 
he SIS correlation on aperture radius is greater than for the NFW

odel, and as expected the correlation declines with wider aperture 
s remote field galaxies dilute the lensing signal. Anticipating the 
esults from the full Bayesian analysis described in the next section, 
rofiles close to NFW are likely to be preferred to those close to SIS.
he result for the β = 3 Hernquist profile is ρ = 0.097 ± 0.046(stat).
In Fig. 8 , we show the correlation per redshift bin; as we would

xpect, we see a generally increasing trend with redshift, within the 
imitations of Poisson noise given ∼50 SN Ia per bin. We show
catter plots of our residuals in Fig. 9 . As previously argued, the
ajority of our SN Ia are de-magnified and a smaller number of SN

a are magnified. The intrinsic scatter dominates for low redshifts, 
ut for larger redshifts, the correlation is visible in the grouping of
ots towards the bottom left-hand and top right-hand quadrants. Our 
orrelation is lowered by a few outliers, notably the SNLS supernovae 
5D3hh, 04D3nr, 05D3km, 05D3mh, and 04D3gx, which are points 
ell inside the upper left-hand quadrants in the bins 0.6 < z < 1.0.
hese are SN Ia that have foreground galaxies close to the LOS
ut are dimmer than the Hubble diagram fit. Four out of five of
hese were originally classified by the surv e y as ‘probable’ (rather
han certain; see Conley et al. 2011 ) SN Ia due to some ambiguity
n their spectral classification. The proportion of probable SN Ia 
n the surv e y is ∼ 20 per cent , so it is possible that they represent
ontamination of the sample by non-SN Ia. Nev ertheless, the y hav e
assed Pantheon quality cuts for their light-curve fitting, and there is
o objective reason to exclude them. Without the additional criteria 
f compatibility of redshift between the host galaxy and SN Ia, the
orrelation is ρ = 0.177 ± 0.046. Hence, the effect of the outliers is
o modestly reduce the statistical significance from 3.9 σ to 3.7 σ . 

The correlation of our lensing estimate with colour is not signifi-
ant at ρc = 0.024 ± 0.05. This result means we have no evidence
or dust extinction in galactic haloes. This is consistent with Smith
t al. ( 2014 ), who also found no correlation between colour and their
ensing estimate, but does not contradict the results of Menard et al.
 2010 ). The reason for this is that we find the average colour variation
or our sample, as computed by equation ( 29 ), to be � c ∼ 0.002,
hereas for magnification, our lensing signal is between 10 per cent 

nd50 per cent of the intrinsic variation, and for colour our signal 
s just 2 per cent of the intrinsic variation of σ c ∼ 0.1. We would
herefore only expect dust extinction to be detected only if we had a
ample exceeding 10 000 SN Ia. 

The correlation between lensing and stretch is not significant 
t ρx 1 = 0 . 047 ± 0 . 047 [in the literature, Smith et al. ( 2014 ) have
eported a 2.2 σ significance]. As a further test, we confirm that the
artial correlation coefficients are consistent with our results. 
We summarize our results on correlation in Tables 2 and 3 . 

.2.1 Correlation systematics 

e test the robustness of our results to our parameter choices; our
orrelation is unlikely to be o v erestimated by a ‘bad’ parameter
hoice, but we seek to estimate a systematic error to complement our
tatistical errors. 

We perform the following tests on photometric selection criteria. 
e vary the passband used to calculate the absolute magnitude (and

ence mass) of the lensing galaxies. We test the effect of varying
he magnitude limit for galaxies abo v e and below the formal surv e y
imit at m r = 22. As we would expect, if we adopt a lower limit, we
xclude some galaxies that would contribute to the lensing signal, 
nd the correlation drops. We additionally test the effect of varying
ur criteria for accepting heavily masked fields. If this selection 
arameter is too low, we drop too many SN Ia and the correlation
rops. Alternativ ely, adopting too man y masked fields adds noise to
he signal and again the correlation drops. We find that our chosen
ut of 50 per cent works well. 

Photo- z errors will affect all physical distances used in our calcula-
ion, including angular diameter distances, the impact parameter b = 

 d ( z) θ , and the critical surface density 
 c ( z). As the convergence
∝ 1/ b β , it is immediately clear that a bias might be introduced into
ur lensing calculation, even if the underlying photometric redshifts 
re themselves unbiased. In particular, the steeper the halo profile, the
arger the potential bias. Further, it is likely that photo- z errors will be
orrelated to some degree (given the size of the training set relative
o the surv e y size), but the degree of such covariance is difficult to
stimate. 

We address photo- z errors by multiplying each z by a random
ognormal error of width σ z /(1 + z), and rerunning our analysis.

e also test the relativ ely e xtreme scenario of al w ays multiplying
r dividing by the relative error – this is intended to determine the
ffect of fully correlated errors in redshifts. We additionally test the
xclusion criteria for poor-quality redshifts by varying the maximum 

nd minimum photo- z error class we select. 
Adopting the average of the change in our correlation across 

ur choices as an estimate of potential systematics, we find σρ =
MNRAS 515, 2305–2321 (2022) 
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M

Figure 9. Scatter plots of Hubble diagram residuals μres = μ − μmodel of SN Ia ( y -axis) and the lensing estimate � m ( x -axis). We have normalized the scales 
by dividing by the expected dispersion σ lens = 0.06 z and intrinsic dispersion σ int = 0.1. For low-redshift bins, we see the intrinsic dispersion of magnitudes, 
which has low skew and σ int ∼ 0.1. For higher redshift bins, the correlation is apparent as the clustering of points in the top right-hand quadrant (the majority of 
LOSs are through underdense regions) and a small number of magnified supernovae in the bottom left-hand quadrant. A small number of outliers are present; 
in particular, in the 0.6 < z < 0.8 bin, the point in the top left-hand quadrant is SN 05D3hh (see text for comment). 

Table 2. Pearson correlation coefficient between the lensing signal � m , SN 

Ia Hubble diagram residual μres , colour c , and stretch x 1 . The significance 
of each correlation (including systematics) is also given in parentheses. Our 
main result is highlighted in bold. 

c x 1 � m 

μres −0.020(0.3) −0.027(0.5) 0.166(3.6) 
c – 0.025(0.5) 0.024(0.5) 
x 1 – – 0.047(1.0) 

Table 3. Partial correlation coefficient between the lensing signal � m , SN Ia 
Hubble diagram residual μres , colour c , and stretch x 1 . The results are largely 
unchanged compared to the Pearson correlation. 

c x 1 � m 

μres −0.023 −0.035 0.168 
c – 0.024 0.026 
x 1 – – 0.051 
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.011(sys). Adding this in quadrature to our statistical error gives
ur main result ρ = 0.166 ± 0.046 (stat + sys). This is a detection
ignificance of 3.6 σ . 

.3 Halo parameters 

e find for the M08 model mean values of β = 1.8 ± 0.3 and
 = 197 + 64 

−80 h M 
 L 

−1 
r, 
 where marginalized 65 per cent confidence
NRAS 515, 2305–2321 (2022) 
ntervals are indicated. 5 The posteriors on our model parameters
mply an additional error on ρ of σρ = 0.007(post). For comparison,
he maximum-likelihood values are β = 1.7 and � = 196 h M 
 L 

−1 
r, 
.

ixing β = 2, the NFW profile gives � = 224 + 58 
−79 h M 
 L 

−1 
r, 
. 

We find that our results are again largely unaffected by the choice
f concentration model; the D08 model prefers a slightly higher β
s its average concentration is lower than M08 , and conversely the
C11 model prefers a lower β for the same reason. 
We find for the power-law model that β > 1.2 at 95 per cent

onfidence regardless of the concentration model used, and thus β =
 (the modified SIS profile) is disfa v oured to high confidence. We are
lso able to rule out the Hernquist profile at > 95 per cent confidence.
he posteriors are illustrated in Fig. 10 . As discussed in Section 2

n the context of concentration, we see some de generac y between β
nd �, whereby a higher β fa v ours more massive haloes to produce
qui v alent lensing power. 

We test the effect of allowing a (uniform) c to vary globally
cross our galaxy sample. For the NFW model, we find c = 4 . 3 + 1 . 0 

−2 . 0 .
his value is consistent with our concentration models abo v e. We
lso test running a loosely constrained model where all of ( �, β,
 ) are allowed to vary. In this case, we find marginal values of
 = 185 + 55 

−80 h M 
 L 

−1 
r, 
, β = 1 . 8 + 0 . 2 

−0 . 6 , and c = 7 . 5 + 6 . 3 
−5 . 3 . These values

re consistent with our main result abo v e, although of course the
onfidence intervals are wider. 

art/stac1746_f9.eps


Weak-lensing magnification of Type Ia SN 2315 

Figure 10. The derived posteriors for our power-law halo profile slope β
and mass-to-light ratio � β . β = 2 corresponds to the NFW profile. We also 
show the correlation posterior implied by the range of halo profiles; our core 
result of lensing detection is largely insensitive to the details of the profile. As 
explained earlier, there is some degeneracy between concentration determined 
by either β or c , and � β : A more concentrated halo profile requires a higher 
mass to produce the same amount of magnification. 

s  

7
 

B
c
a
t  

o  

N

5

B
a

 

s  

a  

I
f  

w  

g  

w  

t  

u
t  

o  

o

s  

n  

a
(  

C  

m  

S  

o  

t
d  

e  

b
 

T
m
(  

f  

m  

m
s  

d  

b
n  

a  

o  

s  

f  

u
 

w  

w  

I
c  

d  

s  

b  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/515/2/2305/6617650 by C
atherine Sharp user on 2
As a check to derive pieces of evidence for model compari- 
on, we also run the SIS profile and derive a posterior for � =
0 + 4 

−11 h M 
 L 

−1 
r, 
. 

The results for our runs are presented in Table 4 . Comparing the
ayesian evidence, we find little preference between our different 
oncentration models (first four lines). The SIS and NFW models 
re somewhat disfa v oured compared to allowing a variable slope; 
o a certain extent, this is due to the presence of the small number
f outliers (see Fig. 9 ), otherwise we would find β aligned with the
FW model. 

.4 Malmquist bias 

oth our galaxy and supernova surveys are magnitude-limited, and 
nd we estimate its effect on our results here. 

The effect of the magnitude limitation m gal of the galaxy surv e y is
traightforward to understand. An SN Ia will be lensed by all galaxies
long the LOS, whether seen or unseen. The redshift of a given SN
a defines a volume limit applicable to foreground galaxies. Then, 
or SN Ia surv e ys paired with galaxy surv e ys on similar platforms,
Table 4. A summary of the marginalized mean values and confidence intervals 
refers to the concentration model used. � is in physical units of M 
 L r , 
−1 , bu
output by POLYCHORD . The first three rows correspond to different concentration
than is preferred in the free fit shown in the fifth row, so � is pushed high as a r
model are fixed. The last ro w sho ws a ‘global’ result where all parameters are al
400) and β ∈ (0.5, 4.0), and when extending to a variable fixed concentration, c 

Profile Conc. � 65 per cent 95 per cent β 65 per cen

Power law M08 133 79/176 46/229 1.8 1.4/2.1 
Power law D08 140 84/185 51/238 1.9 1.6/2.2 
Power law MC11 121 72/158 41/209 1.7 1.4/1.9 
Power law Fixed 164 50/211 36/355 2.1 1.6/2.4 
NFW Fixed 134 85/177 49/228 2 –
SIS – 47 40/50 38/65 – –
NFW M08 151 98/190 64/249 2 –
Power law Fixed 125 71/162 38/227 1.8 1.3/2.0 
e will observe all contributing galaxies brighter than the SN Ia (and
enerally better than that, if the galaxy surv e y is deeper). Hence,
e will be largely unaffected by the galaxy surv e y limit. Ho we ver,

he SNLS and HST surv e ys are deeper than SDSS, and we will
nderestimate the number of galaxies contributing to lensing. Hence, 
he signal-to-noise ratio and correlation will be lower, and the mass
f low- z galaxies (i.e. the surface density attributed to them) will be
 v erestimated. 
The effect of the magnitude limitation m l of our supernova 

urv e y is more comple x. F or a magnitude-limited sample, a small
umber of sources that would have been too faint to be seen in
 homogeneous universe will magnify into the observed sample 
and will be identified as o v erluminous SN Ia by their redshifts).
onversely, along underdense LOSs, SN Ia that are close to the
agnitude limit will drop out of our sample. Taking the magnified
N Ia in isolation, flux conservation no longer holds: They represent
 v erdense LOSs not representative of the homogeneous average. As
heir brightnesses sample the high-magnification tail of the lensing 
istribution, they will also show a greater dispersion. Hence, we can
xpect to see a spike in the dispersion of magnitudes in the redshift
ucket containing z( m l ) of the SN Ia sample. 

A practical difficulty for SN Ia is that m l is not well defined.
he Pantheon compilation merges surveys with different limiting 
agnitudes. Further, only a small proportion of candidate supernovae 

sometimes as little as 1 in 100) are targeted for a spectroscopic
ollow-up, and the transient nature of the source means the decision-
aking process may be influenced by many factors such as instru-
ent availability, local seeing conditions, SN Ia environment, and 

o on, as well as magnitude. Hence, there is no m l , but instead a
etection efficiency f ∈ (0, 1) is defined as the ratio of SN Ia that will
e in the spectroscopically selected sample, compared to one with 
o selection. f is determined by a model of the targeting algorithm
nd intrinsic scatter, and is thought to be well characterized by the
bserved magnitude m such that f = f ( m ) (see e.g. the discussion in
ection 3.3 and fig. 6 of Scolnic et al. 2018 ). Ho we ver, if a preference
or a ‘clean’ LOS influences the selection, a sample biased towards
nderdense LOSs will result. 
Taking the limits as where the surv e y is ∼ 50 per cent complete,

e set m gal = 22.5, m SDSS = 22.5, m PS1 = 23.0, and m SNLS = 24.3 (we
ill not use HST data for reasons discussed in the next subsection).

nterestingly, in Pantheon, the average stretch and colour parameters 
¯ , x̄ 1 drift with higher redshift towards brighter SN Ia, and are most
ifferent from their mean of zero for the sharply truncated SNLS
urv e y (see fig. 10 of Scolnic et al. 2018 ). If this is due to selection
ias, it is probable that lensing will have a similar effect (however,
MNRAS 515, 2305–2321 (2022) 

for �, β, and c , for a range of models and fixed or free parameters. Conc. 
t is not normalized by h here. log Z is the log of the mean likelihood as 
 models. The fourth row shows the result when c = 6 fixed – as this lower 
esult. The sixth to ninth rows show � when the profile and concentration 
lowed to v ary, and is sho wn as a consistency check. Priors were � ∈ (40, 
∈ (2, 15). 

t 95 per cent c 65 per cent 95 per cent log Z 65 per cent 

1.2/2.4 – – – 688.3 0.2 
1.2/2.6 – – – 688.6 0.2 
1.2/2.2 – – – 688.4 0.3 
1.4/3.1 6 – – 688.9 0.2 

– 4.3 2.3/5.2 1.6/8.4 688.3 0.2 
– – – – 689.5 0.3 
– – – – 689.3 0.1 

1.1/2.7 7.5 2.2/13.8 1.8/14.6 688.6 0.2 
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Figure 11. The dispersion of SN Ia magnitudes due to lensing. The error 
bars have been computed by bootstrap resampling. For z < 0.8, we estimate 
σ lens = 0.053 z. This does not extrapolate well, and we introduce the new fit 
σ lens = 0.06( d C ( z)/ d C ( z = 1)) 3/2 , which is better moti v ated. The outlier in 
the 1 < z < 1.5 bucket is due to the limited numbers of SN Ia in this bucket 
being within a few arcminutes of each other. 
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he drift might instead be attributed to population evolution at higher
edshift; Nicolas et al. 2021 ). 

We tested the effect of these magnitude limits using the pencil-
eam light-cones of Henriques et al. ( 2012 ), which are magnitude
omplete to z ∼ 1, derived from the Millennium Simulation (Springel
t al. 2005 ; Lemson & Virgo Consortium 2006 ; Guo et al. 2010 ), and
ourced from the German Astrophysical Virtual Observatory. 6 As
 cross-check, we also used the broader MICE-Grand Challenge
alaxy and Halo Light-cone Catalog (Micecatv2.0), which is com-
lete to i < 24 (Carretero et al. 2015 ; Crocce et al. 2015 ; Fosalba
t al. 2015a , b ; Hoffmann et al. 2015 ), sourced from CosmoHub 7 

Carretero et al. 2017 ; Tallada et al. 2020 ). 
Using random LOSs and a fiducial � = 150, we examined the

ffect of imposing galaxy magnitude limits. The effect was to
aise � by 15 per cent (SNLS), 5 per cent (PS1), and negligible
hange for the SDSS SN Ia surv e y. As a further test of the galaxy
agnitude limit, we reran POLYCHORD for Pantheon and SDSS real

ata restricted to redshift 0 < z < z max for z max between 0.5 and 1.0.
his transitions our data sample towards (but not fully) volume-

imited rather than magnitude-limited. We found a modest drift
pwards in the maximum-likelihood � for lower z max , by about
 per cent for z max = 0.5. This is consistent with the results from
imulations abo v e. 

We next tested the effect of imposing the SN Ia surv e y limit. The
ispersion of lensing was increased in the redshift bucket including
he surv e y limit. As a result of the bias to o v erdense LOSs, � was
owered by about 15 per cent for SDSS, 5 per cent for PS1, and
nchanged for SNLS. 
Hence, the combined effect of the SN Ia and galaxy magnitude

imits is somewhat offsetting in our data. By appropriately weighting
he biases according to the number counts of each surv e y, we
nd that Malmquist bias is expected to be < 10 per cent on our
erived parameters, well within the 1 σ confidence intervals for the
arameters we derive. We therefore do not adjust our fits. 

.5 Lensing dispersion 

e present the dispersion of lensing for the β = 1.8 model with M08
oncentration and mean � = 133 M 
 L 

−1 
r, 
 in Fig. 11 . At redshifts

 > 0.8, the dispersion starts to drop below trend as expected due
o magnitude limits. We also show the dispersion for the 1 < z <

.5 bucket, which seems anomalously low. We only have nine SN Ia
hat pass our quality criteria in the bucket 1.0 < z < 1.5, and all are
rom the HST surv e ys GOODS, CANDELS, and CLASH. There is
 straightforward explanation: These were pencil-beam surveys, and
ost of the SN Ia are within a few arcminutes of each other. There
ill then be little variation between LOSs! 
The standard deviation is sensitive to the high-magnification tail.

 ̈onsson et al. ( 2010 ) argued that due to Poisson noise and the limited
ize of their sample (175 SN Ia), they were missing highly magnified
 m < −0.25 supernovae that would increase the dispersion. The

uthors replaced the dispersion from their actual sample σ lens =
.035 z with σ lens = 0.055 z, which was the dispersion from their
est-fitting model across a large number of randomly selected LOSs.
e are less likely to be affected by Poisson noise as we have higher

umbers of SN Ia; Fig. 9 shows that there are adequate numbers of
N Ia with � m < −0.25 for z < 0.8 but less so for the last two
NRAS 515, 2305–2321 (2022) 
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uckets. We therefore restrict our fit to z < 0.8 where the bias is
mall. 

It is usual to fit for σ lens = Az , perhaps because the data appear
isually linear. If we do so, we find A = 0.053 ± 0.015. This is
onsistent with J ̈onsson et al. ( 2010 ), and also with Bergstr ̈om et al.
 2000 ), who found σ lens = 0.04 z, but lower than Holz & Linder
 2005 ), who estimated σ lens = 0.088 z, both from simulations. 

Obviously, this fit has a limited range, and extrapolating it beyond
 > 1 is dubious. In Appendix B, we show that in the case of no
lustering of galaxies, 8 a better fit is provided by 

lens = B( d C ( z) /d C ( z = 1)) 3 / 2 , (38) 

here we have normalized to the comoving distance at z = 1, and
 C ( z = 1) = 3400 Mpc for our fiducial cosmology. We find B =
.06 ± 0.017 and the fit is shown in Fig. 11 . This is likely to be a lower
ound on the true dispersion, due to both the magnitude limitation
f the surv e y and the effect of clustering (which introduces extra
ovariance between sources and lensing galaxies). We recommend
o use this in cosmological parameter estimation, as it is generally
igher than previously assumed values. 
As a cross-check, we simulated 10 000 LOSs from randomly

elected galaxies in the SDSS footprint, and recomputed the lensing
ariance. We did not find any significant difference from the abo v e,
nd therefore conclude that our fit is unaffected by shot noise. 

.6 Comparison with shear studies 

irect comparisons of the mass-to-light ratio we derive to the litera-
ure are complicated by the selection of which luminosity to compare
o which mass, and also differing halo profiles and truncations. For
xample, the comparison may be between the luminosity of the single
rightest galaxy in a cluster and the mass of the entire cluster. 
Regarding the radial dependence of the convergence, Menard et al.

 2010 ) studied the magnification of quasars by galaxies drawn from
he SDSS surv e y, finding the projected 
( r ) ∝ r −0.8 from 10 kpc to 10

pc. This is consistent with other shear studies (see e.g. Sheldon et al.
 This is equi v alent to the ‘stochastic’ approaches of authors such as Holz & 

inder ( 2005 ), J ̈onsson et al. ( 2010 ), and Marra et al. ( 2013 ). 

http://gavo.mpa-garching.mpg.de/Millennium/
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Weak-lensing magnification of Type Ia SN 2317 

Figure 12. Our total lensing signal summed o v er galaxies and binned by 
angular distance θ from the SN Ia host. In the upper plot, we show the SIS 
halo calculation. We obtain a flat profile for the lensing signal as a function 
of angular separation because the increase in the numbers of galaxies within 
each increasing size of annulus of sets the lower surface density with larger 
separation. In the lower plot, we show the best-fitting β = 2.14 profile. In this 
case, the lensing signal is well fitted by θ−1 , which is consistent with shear 
studies. 
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004 ). We find that after stacking our lensing estimate into angular
 uckets, the power -law model with β = 1.8 fits 
( θ ) ∝ θ−0.8 . This
s shown in Fig. 12 . This is because a SIS profile for a total surface
ensity surrounding a fiducial galaxy is mimicked by the o v erlapping
ontributions of nearby NFW haloes. For luminous red galaxies from 

he SDSS surv e y, Mandelbaum et al. ( 2006 ) found the NFW profile
as preferred to the SIS at a confidence level of 96 per cent , and

ound an average c = 5.3 ± 1.2. 
There is good evidence that mass-to-light ratios depend on galactic 
orphology and colour. The value we derive here should be seen as
 population average, weighted by luminosity. In a shear study, Van 
itert et al. ( 2011 ) compare the total luminosity within r < r 200 

o the mass M 200 for an NFW profile with the D08 concentration
odel. For bright early-type galaxies with L > 5 × 10 11 L 
, they
nd � ∼ 260 h M 
 L 

−1 
r, 
, but considerably lo wer v alues for late-types

r lower luminosities. In a g alaxy–g alaxy lensing study, Brimioulle
t al. ( 2013 ) find � = 178 + 22 

−19 h M 
 L 

−1 
r, 
 at a reference luminosity of

 r = 1 . 6 × 10 10 h 

−2 L r, 
. 
We may also compare our value to a ‘cosmic’ mass-to-light ratio;
hat is to say the value approached on large scales. Bahcall & Kulier
 2014 ) examine shear around SDSS clusters and derive a cosmic � =
09 ± 23 h M 
 L 
−1 (which is equi v alent to �m 

= 0.26 ± 0.02).
he authors state that the lensing signal of the entire cluster can be

eplicated by the sum of the contributions from individual galactic 
aloes; that is, there is no additional cluster dark matter beyond that
entred on galaxies, as we have assumed in our model. It is interesting
o note that this result in combination with ours would imply that the
atter fraction not virialized into haloes is ρvoid / ρ ∼ 0.5. 
In summary, we find our results for power-law slope consistent 

ith the literature, and the mass-to-light ratio consistent with the 
albeit large) range of values quoted. 

 SUMMARY  A N D  DI SCUSSI ON  

n this paper, we have developed an estimator (equation 26 ) for the
eak-lensing convergence based on the astrometric properties of 

oreground galaxies. The key assumptions underlying the estimator 
re 

(i) a matter density comprised of universal halo profiles superim- 
osed on a homogeneous background, 
(ii) the magnification is weak, 
(iii) the LOSs to SN Ia are equi v alent to a random sample, and 
(iv) the masses of dark matter haloes may be estimated from 

alactic magnitudes using an average mass-to-light ratio. 

We have demonstrated the ef fecti veness of the estimator by
orrelating it with SN Ia residuals to a best-fitting Hubble diagram.
sing a β = 1.8 profile with the M08 concentration model, this is
= 0.166 ± 0.046(stat) ± 0.011(sys) for SN Ia with 0.2 < z < 1.0.
his is a detection significance of > 3 σ , which impro v es on previous

esults of ∼1.4 σ (J ̈onsson et al. 2010 ; Smith et al. 2014 ; Macaulay
t al. 2020 ). Our results are not greatly affected if the NFW profile
s used, or the choice of concentration model or analysis parameters
ithin reasonable bounds. 
It is natural to ask why we find a greater significance of our

etection than the previous literature. First, we have a four times
arger sample of SN Ia than J ̈onsson et al. ( 2010 ), and our use
f a smooth halo profile incorporating the well-established NFW 

rofile may capture the true density profile better than a truncated
sothermal sphere as used by those authors. Secondly, as we explained 
n Section 2 , magnification is highly sensitive to chance encounters
ith a low impact parameter. Although Smith et al. ( 2014 ) have

imilar numbers of SN Ia to us, the lensing is estimated from the
umber counts of foreground galaxies only; in our method, it would
e equi v alent to setting β = 0 and each halo to the same mass.
s we saw in Section 5 , lower β has a lower correlation detection

ignificance. While Macaulay et al. ( 2020 ) used just 196 SN Ia,
etter photometry from the DES platform assisted their analysis. 
evertheless, it may be challenging to use skew as a detection
ethod. 
Using Bayesian analysis, we find the mean β = 1.8 ± 0.3 and � =

97 + 64 
−80 h M 
 L 

−1 
r, 
. The SIS halo profile is ruled out at > 95 per cent

onfidence. Comparing the Bayesian evidence of the power-law and 
FW profiles, we find no significant difference between the two. 
In our model, � and β are uniform parameters o v er our entire

alaxy sample, which extends in the range −17 < M r < −24.
s there may be variation by colour, luminosity , morphology , and

nvironment, they should be interpreted as a weighted population 
verage, with the peak of weighting at M r ∼ −21. 
MNRAS 515, 2305–2321 (2022) 
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We have considered the effects of Malmquist bias on our results.
e show that due to magnitude limits in the SN Ia data, � is likely

iased low by ∼ 10 per cent . This is well within the confidence
nterval of our posterior, and so we do not adjust our results for this.

e have also shown that the lensing dispersion is biased low in the
onger redshift buckets z > 0.8 due to magnitude limits and the small
ootprint of the HST surv e ys used in Pantheon. 

We show that the lensing dispersion is fitted by 

lens = (0 . 06 ± 0 . 017)( d C ( z) /d C ( z = 1)) 3 / 2 , (39) 

hich is consistent with the often cited σ lens = (0.055 ± 0.04) z
J ̈onsson et al. 2010 ) for z < 0.8 but starts to diverge higher for
 > 1.0. We can compare this number to intrinsic scatter σ int ,
hich is the variation in SN Ia absolute magnitude once the light

urves are standardized for colour, stretch, bias, and environment
see equation 21 ). Scolnic et al. ( 2018 ) report that σ int = 0.09 for
antheon. Ho we ver, the scatter is largest for the older low- z surv e y,
nd lowest for the newest Pan-STARRS data. Early results from the
ES and Foundation SN Ia surv e ys indicate the true σ int ∼ 0.07

Brout et al. 2019 ). Equation ( 39 ) therefore shows that lensing will
atch intrinsic scatter at z ∼ 1.2, which is closer than previously

stimated (J ̈onsson et al. 2010 ). As a result, cosmological parameter
recision will be degraded in high- z surv e ys (Holz & Linder 2005
stimate by a factor of 3 at z ∼ 1.5). 

Based on the abo v e, we propose that inference of cosmological
arameters may be impro v ed in high- z surv e ys by modifying the
ripp estimator to include a specific term to de-lens the magnitudes
s follows: 

= m B − M B + αx 1 − βc + � M 

+ � B − γ�m lens . (40) 

he estimator � m lens (which may be seen as an environmental
ariable analogous and comparable in size to the host mass correction
 M 

) is given by equation ( 26 ). Mean parameters given in Table 4 can
e used with γ = 1. 9 Testing this, we find for the Pantheon sample
hat equation ( 40 ) impro v es the standard deviation of the Hubble
iagram residuals by 0.005 mag for z > 0.4. 
In addition to correcting magnitudes, SN Ia lensing may be used

s a source of cosmological information in itself, and we will explore
his in future work. 

.1 Future sur v eys 

n this work, we used the Pantheon SN Ia compilation because of
ts uniform calibration, well-characterized bias corrections, and large
 v erlap with the SDSS galaxy surv e y. Ho we v er, the dra wbacks are the
ack of a single SN Ia detection efficiency function (due to Pantheon

erging sev eral surv e ys) and shallow SDSS photometry. This meant
he Malmquist bias was not straightforward to estimate. 

The Dark Energy Surv e y (DES Collaboration 2016 ) offers several
dvantages. The associated superno va surv e y is expected to catalogue
 few thousand photometrically classified SN Ia, down to a deep field
epth of r < 25.5 (Smith et al. 2020 ). As a result of photometric
lassification, the detection efficiency will be simpler to model
nd there is less risk of a biased selection of LOSs. In addition,
he foreground galaxy catalogue will be of equi v alent depth as
NRAS 515, 2305–2321 (2022) 

 A similar modification was proposed by Smith et al. ( 2014 ) with an estimator 
ased on spectroscopic-only galaxies. The authors find γ ∼ 4, which is 
riven mainly by the ratio of the number density of spectroscopic galaxies 
o photometric ones. Ho we ver, as the spectroscopic galaxy co v erage may not 
e uniform across a given survey, this estimator seems less practical. 

B
B  

B
B
C  
he supernova survey, and as a result bias should be small and
traightforward to calculate. DES data have been used to produce
 map of lensing conv ergence deriv ed from a weak-lensing shear
nalysis (Jeffrey et al. 2021 ), and it will be particularly interesting
o compare such maps derived from shear to those derived from
agnification. 
The Rubin LSST Observatory, expected to commence surv e y

perations in 2023 October, will reach approximately 2 mag deeper.
t is expected to catalogue ∼ 10 000 SN Ia each year (Zhan & Tyson
018 ) in the range 0.2 < z < 0.8 in the southern sky. With these
nlarged data sets, we anticipate impro v ed luminosity, morphological
nd colour characterization of �( M , p ). 

Looking at space missions, the Roman Space Telescope will
onduct an SN Ia search as part of its galaxy surv e y mission. With
n optimized surv e y strate gy (Hounsell et al. 2018 ), it may disco v er
 10 000 SN Ia out to z ∼ 2.5 o v er the course of its mission. The

ractional distance modulus uncertainty per 0.1 z bin is expected to
e 4 × 10 −3 (a factor of 10 impro v ement on the Pantheon data set).
ith this high-precision data set, we would expect to detect lensing

t > 15 σ confidence. It will be particularly interesting to test the
odified Tripp estimator we proposed in equation ( 40 ) on this data

et. 
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PPENDI X  A :  SPECIFIC  H A L O  PROFILES  

n this appendix, we summarize analytical results for the lensing 
agnification by certain halo profiles. 

1 Singular isothermal sphere 

he singular isothermal sphere (SIS) is derived from the assump- 
ion that dark matter haloes are thermalized with a homogeneous 
emperature. The density profile is 

SIS ( r ) = 

σ 2 
v 

2 πGr 2 
, (A1) 

here σ v is the isotropic velocity dispersion of dark matter. The mass
nside r 200 is M 200 = 

800 π
3 ρc r 

3 
200 , and if this is assumed to be fully

irialized, we can obtain the velocity dispersion as a function of M 200 

rom the virial theorem as 

6 
v = 

π

6 
200 ρc M 

2 
200 G 

3 . (A2) 

t is then straightforward to integrate ρSIS for the surface density, and
e obtain convergence and shear as 

SIS = γSIS = 

Gσ 2 
v 

2 
 c 

1 

b 
(A3) 

see e.g. Bartelmann & Schneider 2001 , equation 3.19). Hence, the
agnification is 

= 

θ

θE − θ
, (A4) 

here 

E = 

4 πσ 2 
v 

c 2 

D ds 

D s 
(A5) 

s the Einstein radius of the halo. 
We see that at large radii, �μ = O( θ−1 ) and so in the case of a

niform surface density of lensing galaxies with o v erlapping haloes,
he total lensing amount does not converge as we extend our field
adius. Nevertheless, we use the SIS profile as a useful control profile
o compare with others that are better moti v ated. 

2 β = 1 

 form of softened isothermal sphere, the convergence has a closed
orm expression for β = 1, which is 

β= 1 = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

4 δc ρc r s 


 c 

√ 

(1 −x 2 ) 2 
arctanh 

(√ 

1 −x 
1 + x 

)
x < 1 

4 δc ρc r s 


 c 

√ 

( x 2 −1) 2 
arctan 

(√ 

x−1 
1 + x 

)
x > 1 , 

(A6) 

here x = b / r s is the dimensionless impact parameter in units of the
cale radius. 
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Figure B1. σ lens computed by numerical integration with parameters M 200 = 

10 11 M 
, c = 6, n c = 2.5 Mpc −3 , together with the approximate formula 
( B13 ) for b min = r sc . 
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3 NFW halo 

avarro et al. ( 1996 ) proposed an NFW profile to empirically fit
heir N -body simulations of collapsed dark matter haloes o v er a wide
ange of masses. The density profile is 

NFW 

( r) = 

δc ρc (
r 
r s 

)(
1 + 

r 
r s 

)2 . (A7) 

he scale radius r s = r 200 / c , where the concentration parameter c
s thought to be weakly dependent on the halo mass, with smaller
aloes being more concentrated (Navarro et al. 1996 ). 
The profile is softer than the isothermal sphere at small radii,

nd turns o v er at r s to r −3 . Although its total mass diverges
ogarithmically, we may equate M 200 = M ( r 200 ) and obtain 

c = 

200 

3 

c 3 

ln (1 + c) − c/ (1 + c) 
. (A8) 

right & Brainerd ( 2000 ) find that 

NFW 

= 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

2 r s δc ρc 

 c ( x 2 −1) 

{
1 − 2 √ 

1 −x 2 
arctanh 

√ 

1 −x 
1 + x 

}
x < 1 

2 r s δc ρc 
3 
 c 

x = 1 

2 r s δc ρc 

 c ( x 2 −1) 

{
1 − 2 √ 

x 2 −1 
arctan 

√ 

x−1 
x+ 1 

}
x > 1 . 

(A9) 

he shear is 

NFW 

= 

⎧ ⎪ ⎨ 

⎪ ⎩ 

r s δc ρc 

 c 

g < 

( x) x < 1 , 
r s δc ρc 


 c 

[
10 
3 + 4 ln 1 2 

]
x = 1 , 

r s δc ρc 

 c 

g > 

( x) x > 1 , 
(A10) 

here 

 < 

= 

8 arctanh 
√ 

(1 − x) / (1 + x) 

x 2 
√ 

1 − x 2 
+ 

4 

x 2 
ln 

x 

2 

− 2 

( x 2 − 1) 
+ 

4 arctanh 
√ 

(1 − x) / (1 + x) 

( x 2 − 1)(1 − x 2 ) 1 / 2 
, 

 > 

= 

8 arctan 
√ 

( x − 1) / (1 + x) 

x 2 
√ 

x 2 − 1 
+ 

4 

x 2 
ln 

x 

2 

− 2 

( x 2 − 1) 
+ 

4 arctan 
√ 

( x − 1) / (1 + x) 

(1 − x 2 ) 3 / 2 
. (A11) 

4 Hernquist profile 

or the Hernquist profile ( β = 3), the convergence is 

Hern = 

δc ρc r s 


 c (1 − x 2 ) 2 
((

2 + x 2 
)
S ( x ) − 3 

)
, (A12) 

 ( x ) = 

{ 

1 
1 −x 2 

log (1 + 

√ 

(1 − x 2 ) /x ) x < 1 , 
1 

x 2 −1 
arccos 1 /x x > 1 , 

(A13) 

s given by Hernquist ( 1990 ). 

PPENDIX  B:  A NA LY T I C  D E R I VAT I O N  O F  

L E N S 

ravitational lensing is a two-body interaction. We may estimate the
nteraction rate per source as ∝ n c V , where n c is the comoving number
ensity and V is an applicable comoving volume. Therefore, we may
xpect σ lens ∝ V 

1/2 if n c is approximately constant and galaxies are
andomly distributed. The applicable volume should be related to the
ensing efficiency squared (i.e. the ‘cross-section’ of the interaction)
nte grated o v er the distance to the source. 
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A general formula for the variance of the lensing convergence due
o haloes has been derived in Kainulainen & Marra ( 2009 , 2011a ),
ho used the same density model as we do. We summarize their
eri v ation, and explicitly integrate it for the case of NFW haloes. 
It is convenient for this calculation to split the convergence as 

≡ κH 

+ κE , (B1) 

here 

E = −
∫ r s 

0 

3 �M, 0 

2 c 2 
H 

2 
0 (1 + z( r )) d lens ( r )d r (B2) 

s the ‘empty beam’ value corresponding to maximum de-
agnification, which is constant for a given source distance. d lens ≡

r ( r s −r ) 
r s 

is the lensing efficiency for a source at comoving distance
 s and a lens at r . The convergence due to matter haloes along a
iven LOS to a source may be written as the sum of contributions
iscretized o v er N S bins in como ving distance { r i } and N R bins in
omoving impact parameter { b m } : 

H 

= 

N S ∑ 

i= 1 

N R ∑ 

m = 1 

k im 

κ1 ,im 

. (B3) 

he k im are random number counts of lensing haloes in the comoving
olume defined by the interval ( r i , r i + � r i ) and ( b m , b m + � b m )
here the binning is arbitrary, but small enough such that the

onvergence κ1, im of single haloes can be taken to be a fixed value
 v er the bin. 
The k im have Poisson statistics 

 ( k im 

) ∼ Poisson ( �N im 

) (B4) 

= 

( �N im ) k im 
k im ! 

exp −�N im 

, (B5) 

here the Poisson parameter is the expectation of the number of
aloes in each bin 

N im 

= n c (2 πb m 

�b m 

) �r i . (B6) 

hoton conservation is ensured by the requirement that the matter
ensity of haloes averages to the homogeneous matter density �m 

. 

1 σ lens for a general halo profile 

or simplicity here, we take all haloes that have the same mass and
arameters – an extra bucketing scheme can be easily introduced to
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eneralize this if desired. We also assume that the comoving number 
ensity of haloes is constant with time, the matter distribution along 
OSs to supernovae has the same distribution as randomly drawn 
OSs, and the Poisson numbers k im are uncorrelated. 
The assumption of a randomly drawn and unbiased LOS, while 

onsistent with the ‘stochastic’ treatments of Holz & Linder ( 2005 ),
 ̈onsson et al. ( 2010 ), and Kainulainen & Marra ( 2009 ), is not
rivial: SN Ia are not located randomly in empty space but in-
tead in galaxies. To the extent that galaxies cluster (i.e. exhibit 
ositive spatial correlation of their number density), SN Ia may 
e expected to lie preferentially in o v erdense re gions, and the
oisson numbers k im will indeed be correlated. Kainulainen & 

arra ( 2011b ) examined spatial correlations in this model by 
sing the halo model, which splits the contribution into one- 
alo (peak) and two-halo (background) components, and found 
hat the additional contribution to the variance due to the two- 
alo term was relatively small. However, taking into account mass 
ariability and potential halo substructure, there formulae stated 
ere should be seen as a lower bound for the true lensing disper-
ion. 

Equation ( B3 ) is the weighted sum of uncorrelated (but not iden-
ically distributed) Poisson random numbers k im . We can therefore 
rite 

ar ( κ) = 

∑ 

im 

κ2 
1 ,im 

( z s ) �N im 

, (B7) 

here we have used the properties of variance that Var( X i 

 c ) = Var( X i ) for any random variable X i and constant c ,
 ar( a i 

∑ 

X i ) = 

∑ 

a 2 i V ar ( X i ) for any uncorrelated random vari-
bles, and specifically for the Poisson distribution Var( k im ) = 

 N im . 
Converting the sum into an integral, we have (see also equation 70

f Kainulainen & Marra 2011a ) 

2 
lens = 2 πn c 

[
3 

2 
�m, 0 

H 

2 
0 

c 2 

]2 ∫ r s 

0 
d r d 2 lens ( r , r s )(1 + z( r)) 2 

∫ b max 

b min 

b d b 

(∫ b max 

b 

2 xd x √ 

x 2 − b 2 

ρ( x , r) 

ρ̄m 

)2 

, (B8) 

here b min and b max are the arbitrary comoving cutoff radii imposed 
o regularize the integrals ( b max may be taken to be a truncation
adius). The latter integral is the comoving halo surface density 
t impact parameter b normalized to units of the average mat- 
er density ρ̄m 

. We see that the volume element enters via the
roduct d 2 lens d r . 
2 σ lens for the NFW halo profile 

e use the formula for κNFW 

specified in Appendix A and define
 c = 1/(log (1 + c ) − c /( c + 1)). In the limit x � 1, we have 

1 ,im 

� 

2 GM 200 f c 

c 2 
d lens ( r i , r s ) 

1 

b 2 m 

, (B9) 

nd in fact this will be an adequate proxy for our purposes. c in the
enominator is the speed of light. The proportionality to 1/ b 2 is due
o ρ( r ) ∝ 1/ r 3 for the NFW halo at large r . 

Substituting this into equation ( B8 ) 

2 
lens = A × I , (B10) 

here the constant of proportionality 

 = 

(
2 GM 200 f c 

c 2 

)2 

2 πn c , (B11) 
nd 

 = 

∫ r s 

0 
d r 

∫ b max 

b min 

d b 
r 2 ( r s − r) 2 

r 2 s 

1 

b 3 
. (B12) 

ll variables are expressed as comoving distances. With the final 
ssumption that b max � b min are fixed and not functions of r , we
rrive at 

lens � 

√ 

A 

60 

r 3 / 2 s 

b min 
. (B13) 

n fact, the integral without assuming the large x approximation can
e done numerically, in which case we find b min � r sc = r 200 / c , as
hown in Fig. B1 . 

The behaviour σ lens ∝ r 3/2 is generic provided our assumptions 
old, and we checked our formula matches that of a randomly
enerated galaxy catalogue. We have also checked the formula 
gainst σ lens calculated from a galaxy catalogue generated from 

he Millennium Simulation by Henriques et al. ( 2012 ). There is a
odest extra variance, increasing with distance, indicating the spatial 

orrelation of galaxies. Ho we ver, when centring the LOSs on random
alaxies , we find that σ lens is larger than our formula by ∼ 50 per cent
t z = 1. 

It is this last point that has interesting implications for supernova
osmology: the Pantheon SN Ia may be special if they lie preferen-
ially where the matter density and clustering are different than the
ackground average. 
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