
1  

 

Surface Analysis of Pristine and Cycled 

NMC/Graphite Lithium-Ion Battery Electrodes: 

Addressing the Measurement Challenges 

Sofia Marchesini1*, Benjamen P. Reed1, Helen Jones1, Lidija Matjacic1a, Timothy E. Rosser1b, 

Yundong Zhou1, Barry Brennan1c, Mariavitalia Tiddia1d, Rhodri Jervis2,3, Melanie. J. 

Loveridge3,4, Rinaldo Raccichini1, Juyeon Park1, Andrew J. Wain1, Gareth Hinds1, Ian S. 

Gilmore1, Alexander G. Shard1, Andrew J. Pollard1 

1 National Physical Laboratory, Hampton Road, Teddington TW11 0LW, United Kingdom 

2 Electrochemical Innovation Lab, Department of Chemical Engineering, University College 

of London, London SW7 2AZ, United Kingdom 

3 The Faraday Institution, Quad One, Harwell Science and Innovation Campus, Didcot OX11 

0RA, United Kingdom 

4 Electrochemical Materials Group, Warwick Manufacturing Group, University of Warwick, 

Coventry CV4 7AL, United Kingdom 

ABSTRACT  

Lithium-ion batteries are the most ubiquitous energy storage devices in our everyday lives. 

However, their energy storage capacity fades over time due to chemical and structural changes 

in their components, via different degradation mechanisms. Understanding and mitigating 



2  

 

these degradation mechanisms is key to reducing capacity fade, thereby enabling improvement 

in the performance and lifetime of Li-ion batteries, supporting the energy transition to 

renewables and electrification. In this endeavour, surface analysis techniques are commonly 

employed to characterise the chemistry and structure at reactive interfaces, where most changes 

are observed as batteries age. However, battery electrodes are complex systems containing 

unstable compounds, with large heterogeneities in material properties. Moreover, different 

degradation mechanisms can affect multiple material properties and occur simultaneously, 

meaning that a range of complementary techniques must be utilised to obtain a complete picture 

of electrode degradation. The combination of these issues and the lack of standard 

measurement protocols and guidelines for data interpretation can lead to a lack of trust in data. 

Herein, we discuss measurement challenges that affect several key surface analysis techniques 

being used for Li-ion battery degradation studies: focused ion beam scanning electron 

microscopy, X-ray photoelectron spectroscopy, Raman spectroscopy, and time-of-flight 

secondary ion mass spectrometry. We provide recommendations for each technique to improve 

reproducibility and reduce uncertainty in the analysis of NMC/graphite Li-ion battery 

electrodes. We also highlight some key measurement issues that should be addressed in future 

investigations. 

KEYWORDS: Li-ion batteries, surface analysis, solid electrolyte interphase, XPS, Raman 

spectroscopy, ToF-SIMS, FIB-SEM.  

1. INTRODUCTION 

The research and development of next-generation energy storage devices is a high priority for 

governments worldwide.1 Such devices are required if we are to harness the full potential of 

renewable energy sources to reduce our reliance on fossil fuels and meet global and national 

net-zero greenhouse gas emission targets. Lithium-ion batteries (LIBs) are among the most 
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widely used energy storage systems, particularly in high energy density applications, with 

graphite negative electrodes (NE) and lithium transition metal oxide positive electrodes (PE) 

still used as the most common LIB active materials. This is due to their high energy density, 

reversible de/lithiation ability, and relatively low cost, making them particularly suitable for 

use in portable electronics and the automotive industry.2  Amongst PE materials, lithium nickel 

manganese cobalt oxides (NMCs, LiNixMnyCozO2), particularly nickel rich NMCs (e.g. NMC 

811: x = 0.8; y = 0.1; z = 0.1), display some of the highest specific capacities.2 

However, since their application has diversified into many larger devices beyond small, 

portable electronics, performance targets for LIBs have increased significantly. As such, there 

are features of LIBs that still require improvement if they are to continue to support the 

electrification transition of many sectors, such as transport, heating, and grid storage. Some of 

the technical gaps identified in LIB technology for the automotive industry are energy and 

power density, safety, durability, and recyclability.2 In LIBs these gaps are directly related to 

degradation mechanisms leading to a decrease in battery performance with time and use.2,3 

Degradation mechanisms are a collection of complex and interdependent physical and chemical 

processes occurring, often simultaneously, in different battery components. In the 

“Degradation Mechanisms in LIB Electrodes” section in the Supporting Information (SI) we 

summarise key degradation mechanisms in typical LIB electrodes (namely NMC PE and 

graphite NE) as described in more in-depth reviews.3,4 This section is important to understand 

the nature, scale, and location of critical materials properties that change with degradation.  The 

analysis of these physicochemical changes requires accurate and reproducible measurement 

methods to understand degradation processes and ultimately mitigate them. Within these, of 

particular importance is the measurement of properties of surfaces and interfaces, where most 

reactions occur during battery operation. On the surface of the NMC PE some of the main 
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degradation mechanisms are: formation of nickel rock salt phase, deposition of electrolyte 

decomposition products (cathode electrolyte interphase, CEI), microscale cracks, dissolution 

of transition metals (TM), and deposition of chemical species generated by parasitic reactions. 

At graphite NE surfaces the following degradation mechanisms can occur: deposition of 

electrolyte decomposition products (solid electrolyte interphase (SEI)), lithium plating, 

deposition of TM from the PE, and cracks.3,4 

At the same time, degradation processes result in measurable changes at different length-scales 

(from nano- to macroscale) and from the surface to bulk. Therefore, a rational selection of 

complementary techniques must be used to provide a full picture of degradation mechanisms. 

Measurement protocols must be standardised to enable reliable comparison of data, thereby 

achieving a valid framework to underpin improvements in both battery performance and 

lifetime. Herein, we discuss measurement techniques that are often used to investigate these 

material properties and provide a metrological perspective on the related structural and 

chemical measurement challenges associated with LIBs. Illustrative examples of measurement 

challenges and solutions are provided using a range of material characterisation techniques, 

such as focused ion beam scanning electron microscopy (FIB-SEM), Raman spectroscopy, X-

ray photoelectron spectroscopy (XPS) and time of flight secondary ion mass spectrometry 

(ToF-SIMS), both before and after electrochemical cycling. To provide more meaningful 

conclusions these complementary techniques have been applied to the same set of samples. 

2. EXPERIMENTAL SECTION 

2.1.Materials 

In this study, eight electrodes (four NMC 811 PE and four graphite NE) were harvested from 

four pouch cells at different stages of ageing (see Table S1). Each harvested electrode consisted 

of a 1 cm × 1 cm strip cut from the parent electrode of the cell, which was further divided into 
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smaller samples for each technique (see ‘Methods’). The full details for these samples (e.g. 

composition, electrolyte and cycling conditions) and their preparation for ex situ analysis 

(transfer between glovebox and instrument) are provided in the “Materials” section in the SI. 

Electrodes that had not been exposed to electrolyte (“pristine”) and electrodes that had been 

charged to 3.8 V after electrolyte injection but not electrochemically cycled (“uncycled”) were 

analysed for reference. Pairs of electrodes that had been cycled with upper voltage limits of 

4.2 V and 4.3 V, respectively, were also analysed at their end of life (EoL), corresponding to a 

decrease to 80 % of their initial capacity. The cell cycled with an upper voltage limit of 4.3 V 

reached its EoL after a shorter number of cycles (~400) compared to the cell cycled with an 

upper voltage limit of 4.2 V (~700 cycles). 

2.2.Methods 

Full details of sample analysis (e.g. measurement parameters, data analysis and software 

processing, peak fitting) can be found in the “Methods” section of the SI. 

2.2.1. SEM and FIB-SEM 

Samples were prepared in an Ar-filled glovebox and quickly (< 5 min) transferred to the FIB-

SEM instrument (Zeiss Auriga 60, Germany) to minimise exposure to air. The images were 

taken with an Everhart-Thornley secondary electron detector with an acceleration voltage of 

3 kV and an aperture size of 30 µm, at a working distance of 5 mm. For the FIB cross-

sectioning, the stage was tilted to 54° so it was perpendicular to the focused ion beam, where 

beam currents of down to 30 kV: 1 nA were used for milling.  

2.2.2. Raman spectroscopy 

Samples were mounted inside the Ar-filled glovebox into an airtight cell equipped with a 

sapphire window, which allowed for samples to be analysed under a protective argon 
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atmosphere. Measurements were performed using a Raman spectrometer (inVia Qontor, 

Renishaw, UK). Raman mapping was performed using a 532 nm laser with < 1.32 mW (PE) 

and < 2.50 mW (NE) power incident at the surface, with a 50× objective lens of 0.5 NA and a 

2400 l/mm grating.  

2.2.3. XPS 

Samples were transferred from the Ar-filled glovebox to the XPS chamber using an inert 

atmosphere sample transporter (herein, transporter) provided by Kratos Analytical Ltd (UK). 

XPS analysis was conducted using a Kratos Analytical Ltd AXIS Ultra DLD operating in 

‘hybrid’ lens mode, and equipped with a monochromatic Al Kα X-ray source (15 kV, 5 mA).   

2.2.4. ToF-SIMS 

The samples were mounted on a sample holder inside the Ar-filled glovebox and transferred 

under Ar atmosphere in a zip lock bag to the instrument. The samples were briefly (< 5 min) 

exposed to atmosphere during transfer to the ToF-SIMS instrument until vacuum conditions 

were established.  

ToF-SIMS was performed using an IONTOF GmbH (Germany) ToF.SIMS V instrument, 

comprising of a 30 keV Bi3 primary-ion gun for analysis and an Ar gas cluster ion gun for 

depth profiling, and an IONTOF GmbH  ToF.SIMS IV instrument with a 25 keV Bi3
 primary-

ion gun for analysis and an Cs liquid metal ion gun for depth profiling.  

3. RESULTS AND DISCUSSION 

3.1.Scanning Electron Microscopy (SEM) and Focused Ion Beam SEM (FIB-SEM) 

SEM combined with FIB milling is generally used to image both the surface and internal 

morphological features of electrode materials. FIB-SEM enables analysis of particle size, crack 
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formation, particle inter-connectivity, SEI thickness and morphology, macro-scale porosity, 

and lithium plating.5–8 

Of particular importance is the analysis of the morphology of the SEI layer. One approach to 

improve surface morphological contrast with the electron beam is to image using a low electron 

acceleration voltage (~1 kV).7 SEI thickness can vary from a few to hundreds of nanometres 

and is generally much thicker on the NE compared to the CEI on the PE. Therefore, while an 

SEI layer can be observed from SEM images of NE surfaces, it is not usually possible to 

distinguish the CEI layer on PE surfaces.8 Examples of SEM images with and without FIB 

milling are shown in Figure 1a-c and Figure S2a,b,d,e,g-i (NE) and Figure 1d-f and 

Figure S2c,f,j-l (PE), revealing the morphology of these electrodes and the SEI on the NE. As 

shown in Figure 1c, an SEI layer can also form in internal graphite cracks and in between 

particles, known as “internal SEI”, which could only be visualised using FIB milling to make 

precise cross-sections for imaging with SEM.  

FIB-SEM can also aid in exposing sub-surface features such as microscale cracks that can 

allow the electrolyte to penetrate inside the NMC PE particles, leading to potential NiO rocksalt 

formation at interfaces. These cracks have often been associated with major capacity loss and 

an increase in impedance (examples of such cracks are observed in Figure 1f).6 Microscale 

cracks can also cause particles to lose connectivity and therefore electrical conductivity. 6 In 

graphite NEs, it has been shown that cracks tend to originate at grain boundaries and in a 

direction parallel to the current collector as a result of volume changes.9 When performing FIB 

milling on such uneven and porous samples, imaging artefacts are unavoidable, predominantly 

“curtaining”, which is caused by different milling rates of different parts of the material; this 

is observed on the cross-sectional surface as vertical striping (see Figure 1f as an example).10 

It must be noted that decreasing beam currents were used during FIB-milling to clean the cross-
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sectional surface (see Methods). Coating of the material with a protective layer (e.g. gold) 

before milling could also potentially be used to reduce beam damage.11  

Previous studies have attempted to use SEM imaging to visualise areas with poor electrical 

conductivity by using lower electron beam accelerating voltages to detect charging effects and 

thereby infer the electrode percolation (i.e. areas with low conductivity appear brighter than 

expected in the SEM image).12 For example, in NE samples (Figure 1b for cycled and Figure 

S2h for uncycled), the graphite particles are shown to charge preferentially near the SEI layer, 

likely due to its insulating properties. Image contrast is however also affected by topography, 

loose particles on the surface and sample composition. Therefore, the image data must be 

carefully interpreted when studying conductivity. Another issue to consider is beam-induced 

damage, which has been reported when high acceleration voltages are used, though this is more 

common in transmission electron microscopy (TEM).13 Such damage can be minimised by 

reducing the acceleration voltage, using faster scanning speeds, or reducing the sample 

temperature.14 Implanted gallium in the cross-sectional surface arising from FIB milling can 

also improve surface conductivity for the purpose of SEM imaging. 

 

Figure 1.  SEM and FIB-SEM images of a-c) graphite NE and d-f) NMC 811 PE before 

and after cycling. a) shows a pristine NE surface on the left and EoL 4.3 V NE on the right, 
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with a layer of SEI on the EoL 4.3 V NE surface; b) shows an EoL 4.3 V NE cross-section 

revealing internal macro-scale porosity and particle size; c) shows an internal SEI formed in a 

pore in an EoL 4.3 V NE; d) shows pristine and EoL 4.3 V PE surfaces; e) shows a cross-

section of a pristine PE with secondary and primary NMC particles; f) shows cracks and loss 

of connectivity between primary NMC particles as well as some curtaining effects in the EoL 

4.3 V PE. 

 

High spatial resolution can be achieved in SEM images, yet only a relatively very small area is 

investigated within a single image compared to the size of the sample itself. Therefore, care 

must be taken to image a representative portion of the sample, for instance by sampling multiple 

images of different areas of the same electrode or comparable electrodes, so that definitive 

conclusions of the abundance of certain features can be made in a quantitative manner. This 

can be achieved using collages of images for different areas with the total number of images 

dependent on the imaged area and features observed. 

Quantitative information for a localised area can also be extracted from 3D reconstructions 

using a FIB to remove slices of material and collecting consecutive SEM images.15 Some of 

the information extracted from these reconstructions includes the areal fraction of microscale 

cracks,16 particle radii, volume fraction of active material, particle size,17 porosity,5 and 

surface-to-volume ratio of different components.15 3D reconstructions can be fed into 

mathematical models to provide a representation of battery electrodes in electrochemical 

simulations.15 When performing 3D reconstructions from FIB-SEM serial sectioning images 

(FIB-SEM tomography), users must be wary of potential image distortion artefacts, caused by 

sample charging and drifting effects.10 When these artefacts are severe they can cause issues in 

image alignment during quantitative analyses. It has been suggested that higher scan speeds 

could decrease these drifting and distortion effects.10  

In summary, SEM can be used to visualise the morphology of battery electrode materials; 

however, care must be taken in obtaining an accurate representation of the sample through 
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acquiring multiple images from many areas before attempting any quantitative assessment of 

the structural features on the electrodes, due to the relatively small sample areas analysed with 

this technique. Although a powerful technique for visualising the microstructure of the 

electrodes in LIBs, to gain further insight into structural and chemical changes of electrodes, 

such as the cracking of graphite particles, complementary tools such as Raman spectroscopy 

should be employed. 

3.2.Raman spectroscopy 

Raman spectroscopy provides spatially resolved chemical and structural information and can 

be operated both in post-mortem ex situ studies (which are the focus of this paper), as well as 

in situ during electrochemical cycling with the use of specially designed cells.18 For LIB 

electrodes, Raman spectroscopy can be used to identify phase changes,19 state of charge (SOC), 

cation mixing,20 stress/strain (e.g. due to calendaring), electrolyte concentration, and short-

range crystallinity, as well as the level of disorder, particle lateral size, and stages of lithium 

intercalation for graphitic components.21  

Raman spectroscopy is, however, not normally suitable for the study of SEI composition, due 

to the weak Raman signal generated by the thin SEI and CEI layers. It is worth noting that this 

limitation may be overcome using surface enhanced Raman scattering techniques, which can 

detect surface species such as Li2CO3, ROCO2Li, LixPOy and LiOH∙H2O,22 or shell-isolated 

nanoparticle-enhanced Raman spectroscopy (SHINERS),23 though these techniques are outside 

of the scope of this review.  

The main advantage of Raman spectroscopy compared to the other techniques described herein 

is the ability to rapidly provide information regarding the short-range crystalline structure of 

electrodes, which can be used to evince degradation mechanisms such as particle cracking.9  

Although Raman spectroscopy is not generally considered a quantitative technique without 
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well-defined and traceable reference materials available for specific investigations, relative 

comparisons can be made between samples if a representative portion of the sample is analysed.  

Prior to collecting Raman spectroscopy data, the potential for laser-induced damage must be 

assessed to avoid alteration of either the sample structure or chemistry. Reducing the beam 

power is the easiest way to minimise damage. However, this comes at the expense of lower 

signal-to-noise ratios and/or longer acquisition times. Users are recommended to analyse the 

same area with Raman spectroscopy performed with an increasing laser power incident at the 

surface, before measuring the same area with the lowest power again, and then to compare the 

spectra to confirm changes have not occurred due to the application of the laser (see 

Figure S3a). Previous studies have shown no sample damage for NMC-type materials with a 

laser power at the sample of up to 4 mW or a specific power of < 1 mW/µm2.24  

An important measurement challenge in the analysis of LIB electrodes with Raman 

spectroscopy is the highly heterogenous nature of the electrode structure and chemistry. Raman 

active species generally include metal oxides from NMC particles (peaks in the region: 300-

700 cm-1) and graphitic components from both carbon black and graphite: approximately 

1350 cm-1 (D-peak), 1580 cm-1 (G-peak), 1620 cm-1 (D’-peak) and 2700 cm-1 (2D peak). To 

demonstrate this, we investigated the graphitic components in both NE and PE samples using 

Raman spectroscopy (see Figure 2 and Figure S3) and analysed the intensity ratio of the D-

peak to the G-peak (ID /IG), which is known to correlate to the amount of disorder present in 

the graphitic lattice.25 Examples of peak fitting for both NE and PE samples are reported in 

Figure S3.  

 



12  

 

 

Figure 2. Analysis of graphitic components in NE (a-c) and PE (d-f) samples. a,d) 

Individual Raman spectra showing differences within samples (chosen to show extremes); b,e) 

Histograms of ID/IG ratios showing different areas of the samples for pristine and EoL 4.3 V 

NE and PE samples; c,f) Histograms of ID/IG ratios combining all spectra for each sample, in 

which c) was fitted with a lognormal distribution and lognormal median and standard deviation 

values have been inserted as points. 

 

The high degree of inhomogeneity observed using Raman spectroscopy for graphitic 

components in the same sample is revealed through individual spectra collected from both the 

NE and PE, shown in Figure 2a and Figure 2d. To obtain a representative assessment of these 

electrodes, ≥ 100 spectra over a significant area of the sample (tens of micrometres in size) 

should be collected using Raman mapping across several regions of the sample. An example 

of a suitable number of spectra for the samples studied herein include Raman maps collected 

for NE samples (three 50 μm × 50 μm areas of each sample, total of  > 350 spectra) and for PE 

samples (two 70 μm × 70 μm areas of each sample, total of > 450 spectra), where Figure 2b 

and 2e show the distribution of the ID /IG peak intensity ratios between different areas of pristine 

and EoL 4.3 V NE (Figure 2b) and PE (Figure 2e) samples. Note that, for carbon materials, the 

highest point of the peak is typically used as the intensity of the D- and G-peaks (rather than 
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the peak area) to quantify the level of disorder.  This is due to the difficulties in determining 

the size of the D’-peak in disordered carbon materials, which can reduce the accuracy of the 

calculation of the area of the G-peak, as shown in Figure 2a and Figure S3.  

Figure 2c,f show the statistical variation of the ID /IG ratio  across the 4 samples of each type 

of electrode. From Figure 2c, a significant increase in the median ID /IG ratio was observed in 

cycled NE samples (EoL 4.2 V and EoL 4.3 V). The increase in the ID/IG ratio in these NE is 

due to an increase in the disorder of the graphitic lattice, potentially revealing that graphite 

particles are cracking and hence more lattice edges (and therefore disorder) are created. From 

Figure 2 and Figure S4 the inhomogeneity of the samples is clear, with a large range of ID/IG 

ratio values across several individual Raman maps of each type of sample. These data show 

that although there are still areas of the sample that are no more defective than the pristine 

electrode, there are more areas of increasing disorder for cycled electrodes. Higher average 

ID/IG ratio values are observed for electrodes cycled to higher voltages or for a greater number 

of cycles. 

The uncycled NE samples exhibited fluorescence in the raw spectra, likely associated with 

residual electrolyte, which resulted in an inability to separate the Raman signal from the 

fluorescent background. Fluorescent backgrounds could be minimised by choosing alternative 

excitation wavelengths or by using stimulated Raman scattering. 

Raman peaks related to the conductive carbon present in the PE samples (Figure 2d, e, f) 

exhibited a higher ID/IG ratio than that due to the carbon present in the NE samples. The PE 

sample results are indicative of a disordered type of carbonaceous material.26 The average ID/IG 

ratios are significantly increased for the uncycled and cycled samples compared to the pristine 

samples, which could be indicative of degradation phenomena involving the conductive carbon 
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in the PE, such as de/intercalation reactions or particle cracking, or could be due to residual 

electrolyte causing formation of a carbonaceous layer on the electrodes. 

While for graphitic components the interpretation of Raman spectra is relatively well-

documented and understood in the literature, for the Raman-active components of NMC 

electrodes, challenges remain due to complex vibrational mode structures and a relatively weak 

Raman scattering cross-section, as shown in Figure 3a,b and Figure S5.  

 

Figure 3. a) Averaged Raman spectra across maps of different samples of PE material, 

showing the main Raman-active components, including low intensity NMC peaks; b) 

individual spectra from pristine and EoL 4.3 V electrodes showing heterogeneity in the NMC 

region; c) histograms showing intensity ratio of NMC region peaks at points 550 cm-1 and 450 

cm-1 for pristine and EoL 4.3 V electrodes.  
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broad peaks observed for NMC materials cannot simply be deconvoluted into peaks associated 

with individual metal oxides, because NMC is not a phase-separated mixture. Nevertherless, a 

band centred at ~609 cm-1 is observed experimentally in manganese-containing oxides and 

increases with increasing manganese content in lithiated compounds, which suggests that this 

vibrational mode could specifically arise from MnO6 octahedra.31,32 However, it has been noted 

that lithium vacancies may produce a Raman-active mode at ~600 cm-1 which would be 

difficult to resolve from the ~609 cm-1 feature.31  

Some peaks in the NMC region (not observed in this work) have been associated with phase 

changes or SEI components. For example a band between 615 cm-1 and 685 cm-1 was assigned 

to cubic spinel phase formation,19,33 a peak at 494 cm-1 was assigned to Ni-O in rock salt phase, 

and a small peak at 408 cm-1 was identified as LiF.33 Changes in intensity ratio or shifts of the 

individual NMC peaks have been attributed to changes in SOC or cation mixing. It has been 

suggested that a higher intensity ratio of A1g/Eg is indicative of higher SOC (higher lithiation) 

and lower cation mixing,20,27 while a shift of the individual NMC Raman bands (A1g and Eg) to 

lower frequencies has also been reported during delithiation.34  

Therefore, interpretation of structural/chemical changes in NMC materials using Raman 

spectroscopy is not trivial. Moreover, samples exhibit large inhomogeneities in the NMC 

spectral region (see comparison of individual spectra in Figure 3b). The intensity ratio for the 

feature containing the associated NMC peaks was calculated for all spectra after background 

subtraction, using the intensity at 550 cm-1 and 475 cm-1 (see SI for details), and a comparison 

between different samples is shown in Figure 3c and Figure S5. Although this relatively crude 

type of analysis may not be entirely appropriate due to the many unknowns, this method can 

be used to show variations in the NMC structure both within one sample and between different 

samples. While a large variation of this intensity ratio is evident in each individual PE sample, 

when a statistically relevant number of spectra are analysed no significant change between the 
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different samples is observed, suggesting that Raman spectroscopy may not distinguish 

differences in NMC structure through post-mortem studies, in contrast to the analysis of the 

graphite NE material. Therefore, other complementary techniques are required to understand 

variations in NMC chemistry between cycled electrodes.  

3.3.X-ray Photoelectron Spectroscopy (XPS) 

XPS is a quantitative analysis technique for measuring the elemental composition and chemical 

environment at the surface of materials, typically within ~10 nm of the surface. It is commonly 

used in LIB research as a post-mortem technique to quantitatively assess the surface chemistry, 

particularly the SEI and CEI, of battery electrode materials.35–38 It has also been used to 

ascertain the oxidation state of metal ions in the PE,39 determine active material stoichiometry, 

lithium distribution (with depth profiling),40 as well as to identify impurities and contaminants 

with a detection limit between ~1 at% (for light elements) and better than 0.01 at% (for heavy 

elements). Despite XPS measurements being well standardised, a recent meta-analysis 

performed by Major et al. on three respectable journals over a six-month period showed that 

approximately 30 % of general XPS analyses were sufficiently flawed to call into question the 

validity of the conclusions of the paper.41 With greater sample complexity comes an analytical 

landscape full of pitfalls, so it should be no surprise that obtaining reproducible data for LIB 

materials is often challenging. Analysing SEI and CEI composition presents some additional 

challenges: (i) many elements in the SEI have similar binding energies, so peaks are often 

overlapping;42 (ii) the SEI is electrically insulating and sample charging causes energy shifts 

in photoelectron peaks;38,42 (iii) X-rays, charge neutralising electrons, or Ar+ ions used for 

sputtering can potentially alter the chemistry of the sample;38,40,43 (iv) it is difficult to define 

the sputtering depth in a depth profile because of differential sputtering rates from the phase-

separated components,40 (v) the chemistry of the SEI/CEI is highly reactive and sensitive to 
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the environment so for ex situ techniques sample handling (e.g. inert transfer) is an important 

consideration. 

Figure 4a shows the variability of chemical assignments for some candidate lithium- and 

fluorine-containing SEI compounds in the literature (e.g. LiF, LiPF6, Li2O, LiOH, Li2CO3, etc.) 

using the reported binding energy positions of the Li 1s and F 1s peaks, i.e. ELi1s and EF1s, 

respectively. The LIB-related literature binding energies shown in Figure 4a for some of the 

species identified in the SEI are reported in Table S4. Large binding energy shifts in peak 

positions have been widely documented for XPS on NE materials.42,44 These shifts are mostly 

associated with the electrically insulating nature of the SEI, causing the surface to charge.42 

Differential charging also occurs for different compounds in the sample, depending on their 

conductivity and electron emission rates, meaning that peaks from different phases, spatial 

locations, or depths of the sample can shift by different binding energy values.42 The state of 

charge of the electrodes and gradients in Li concentration have also been correlated to charging 

effects.44,45 
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Figure 4.  (a) The range of XPS binding energies reported in LIB-related literature for 

relevant Li-containing chemical environments. The black solid line of each range is the mean 

binding energy value, while the box and whiskers show the range of binding energies for each 

chemical environment up to 1 standard deviation (σ) and 2σ respectively. (b) Reference spectra 

of F 1s and Li 1s acquired from a LiF reference material in this work. (c) F 1s and Li 1s spectra 

acquired from the EoL 4.2 V NE during a depth profile using 5 keV Ar+ ions with sputter time 

labelled for each spectrum. (d) EF1s vs ELi1s for the NPL LiF reference, EoL 4.2 V (coloured 

relative to (c)) and EOL 4.3 V (see Figure S6g) NE depth profiles, and LiF reference values 

from literature. The solid purple line represents a linear fit with a slope of unity and an intercept 

of ΔE = 629.27 eV. The dashed purple lines represent the 2σ uncertainty of the intercept which 

is ± 0.29 eV. 

 

Despite efforts to control surface charging (see SI for details), Figure 4a shows that there is 

demonstrable lack of reproducibility in binding energy assignments between different studies 

for the same chemical state. Some chemical assignments, such as LiF, have a narrower range 

of reported values compared to LiOH, Li2O, or Li metal, but ELi1s and EF1s still vary by ~1.4 eV 

and ~2.4 eV, respectively, and exhibit significant overlap with other compounds such as 

Li2CO3. This makes confident peak assignment difficult and may lead to an incorrect 

interpretation of the chemical environment of LIB materials. Based on this analysis, the 

assignment of compounds from the Li 1s position alone and using a single literature reference 

is highly questionable. It is therefore vitally important that XPS analysts verify the binding 

energy positions of some common chemical environments found in battery materials by 

acquiring spectra from suitable reference materials. 

Figure 4b shows high-resolution spectra of the F 1s and Li 1s peaks acquired from a polished 

LiF optical window (Crystran, Poole, UK) which was used as a reference sample (and labelled 

“NPL LiF reference”). The F 1s and Li 1s peaks are observed at 685.46 eV and 56.12 eV, 

respectively (when energy referenced to adventitious carbon at 285.0 eV), and the F 1s peak 

exhibits a single component indicative of the expected chemical state.  Conversely, the Li 1s 

lineshape appears to contain several minor components which could erroneously be interpreted 

as different chemical states. In fact, these features are the electron energy loss structure from 
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the nearby F 2s peak.46 Such insights into the expected lineshape of a photoelectron peak are 

vital for peak fitting and for determining precise stoichiometries. Other lithium- and fluorine-

containing species, such as polyvinylidene fluoride (PVDF) and Li2CO3, were also analysed 

and employed as reference materials, as shown in Figures S6e and S6f, respectively. Spectra 

acquired for Figure 4b required energy referencing because the LiF surface exhibited charging 

and therefore necessitated the use of a charge neutraliser during measurement. The stated 

binding energies are energy referenced to the adventitious carbon peak at 285.0 eV because 

there is no other suitable internal reference. However, given that adventitious carbon may also 

exhibit a wide binding energy range depending on the surface on which it is adsorbed, the 

uncertainty in the positions of the Li 1s and F 1s peaks is much higher (~ ±1 eV) than indicated. 

The two decimal place reporting of peak position relates to the precision of the peak position 

measurement. The purpose of retaining this precision is the use of a relative peak energy 

scheme proposed for LIB materials by Wood and Teeter.42 This approach uses the binding 

energy differences (ΔE) between photoelectron peaks originating from the same chemical state, 

a value which is unaffected by charging-induced shifts, as opposed to absolute positions, which 

are affected by charging. 

Figure 4c shows the F 1s and Li 1s peaks from the SEI of the EoL 4.2 V NE sample during a 

depth profile with monoatomic Ar+ sputtering. All spectra have been energy referenced to the 

graphitic C 1s component at 284.4 eV, yet, despite this, significant energy shifts are observed. 

The maximum intensity peak positions for both the F 1s and Li 1s peaks (EF1s and ELi1s, 

respectively) in Figure 4c, are plotted in Figure 4d, along with data from an identical 

experiment on the EoL 4.3 V NE sample, the NPL LiF reference sample from Figure 4b, and 

literature values for other LiF reference materials (Table S4). Figure 4d demonstrates that a 

wide range of EF1s and ELi1s can be attributed to LiF. By fitting these datapoints with a linear 

regression (fixing the slope at unity), we determine a mean ΔE of 629.27 eV with a 2σ 
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uncertainty of ± 0.29 eV. This is a significant improvement in uncertainty compared to the 

range of absolute binding energies reported in LIB-related literature. This approach works well 

in differentiating the compounds of lithium and when used with appropriate stoichiometric 

ratios and constraints informed by suitable reference materials. Nevertheless, caution is needed 

when studying LIB materials as multiple differentially charged Li-containing phases will result 

in complex lineshapes that are difficult to analyse, even with this method. 

In contrast to NE materials, we observed that PE materials are usually sufficiently conductive 

that surface charging is minimal, due to the thinner CEI layer. It was found that a well-

optimised charge neutralisation procedure is sufficient to mitigate surface charging for the CEI. 

Subsequently, peak position shifts due to surface charging may be corrected by using a specific 

component as an internal energy reference, e.g. the CF2 component of the C 1s core level 

spectrum from the PVDF binder (290.7 eV). Nevertheless, care should be taken to ensure that 

the charge neutralisation methodology applied to NE samples should also be applied to PE 

samples because the CEI is an insulating inhomogeneous structure, like the SEI.  

Figure 5a displays survey spectra of the pristine NMC PE before (blue) and after (green) 

sputtering with 5 keV Ar+ ions for 500 s. Also shown is a survey spectrum acquired from a 

pellet of NMC 811 powder (red) after sputtering with 5 keV Ar+ ions for 1200 s. Survey spectra 

acquired before and after sputtering the uncycled and EoL electrodes are shown in Figures S8a 

to S8c. Before sputtering, the pristine PE survey scan predominately shows F, O, and C related 

to the PVDF binder and carbon black matrix. This matrix, as well as inorganics such as Li2CO3, 

forms overlayers that attenuate the photoelectron signal from the NMC metal core levels, often 

to the point that they are undetectable. This not only results in large uncertainties in the 

calculated atomic fractions of the metals, but also leads to a quantification that does not 

accurately represent the bulk of the PE material; note that the spectrum for the pristine PE 
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before sputtering bears no resemblance to the reference NMC 811 powder spectrum. It is 

therefore necessary to utilise Ar+ ion sputtering to remove the overlayer material to achieve 

more representative spectra.8 It should be noted that the process of sputtering, as well as the 

use of X-ray and electron sources, has been reported to alter the surface chemistry, as discussed 

in the SI. Furthermore, due to the inhomogeneity of the electrodes and the CEI (or SEI for the 

NE), there is variability in the sputtering depth as some compounds such as organic species are 

preferentially sputtered (see Figure S7 for an example).40 Profilometer studies have been used 

in the literature to determine the sputter depth of different species and it was observed that 

organic compounds were sputtered at higher rates than inorganic salts, which has the effect of 

increasing surface roughness.40 

In Figure 5a, in the ‘After Sputtering’ survey (green), the characteristic and complex 

photoelectron signal related to the NMC metals is revealed at binding energies between 

1000 eV and 500 eV. Considering the binding energies of the most intense photoelectron core 

level from each metal: Ni 2p (3/2 at ~853 eV), Mn 2p (3/2 at ~639 eV), and Co 2p (3/2 at 

~778 eV), another measurement challenge becomes apparent. For spectra acquired using Al 

Kα X-rays (the most ubiquitous X-ray source energy in commercial XPS systems), the 

transition metals have significant Auger photoelectron signal across the same range of binding 

energies. Most notably, the Ni LMM Auger structure dominates and makes accurate area 

determination of the Mn 2p and Co 2p peaks extremely difficult. Additionally, the Ni 2p peak 

significantly overlaps the F KLL Auger peak, which may lead to an overestimation of the Ni 

content due to the additional intensity of the F KLL Auger peak. This becomes an issue when 

considering NMC PE with fluorine-containing binders; indeed, misidentification of the F KLL 

as a nickel-containing chemical species has occurred in the literature.47,48,49 XPS has been used 

to provide quantitative information on the oxidation states of metals in NMC (e.g. Ni2+/Ni3+ 

ratio), which is particularly important in nickel-rich NMCs where cation mixing occurs in the 
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presence of Ni2+.39,50 However, measuring the relative concentrations of chemical states of 

metals through peak-fitting of XPS spectra is non-trivial, due to asymmetric peaks, complex 

multiplet splitting, shake-up and plasmon loss features, similar or uncertain binding energies 

of multiple components, and chemical damage due to Ar+ sputtering.39 A lack of pure reference 

materials for Ni3+ also complicates these efforts, as discussed in the SI.  

 

Figure 5. Survey spectra of the pristine PE before and after sputtering alongside a 

reference spectrum of NMC 811 powder. (b) Tougaard, Shirley, and linear inelastic 

background algorithms applied to the low binding energy region (140 eV to 0 eV) of the survey 

spectrum acquired on the pristine PE after sputtering. (c) Constrained peak fitting model of the 

low binding region shown in Fig. 6b showing core levels related to Ni, Mn, Co, and Li, which 

can be used in quantification. (d) Quantification of the pristine PE using different inelastic 

backgrounds and the same low binding energy core levels. Only the atomic composition of the 

main NMC 811 elements is shown, i.e. Li, Ni, Mn, Co, and O. 
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Figure 5b and c display the low binding energy region (140 eV to –10 eV) of the survey 

spectrum after sputtering shown in Figure 5a by the shaded grey region. Figure 5b demonstrates 

the impact of using the most common background algorithms over this region: Tougaard, 

Shirley, and linear. Figure 5c shows a peak fitting model used on this region to extract the 

atomic composition using a Shirley background. This region contains core levels from all the 

NMC metals and the Li ions, allowing a determination of the full LiNixMnyCozO2 

stoichiometry. There are several advantages of using this region for quantification. First, the 

range of kinetic energies of the photoelectrons emitted from the core levels of interest is 

reduced, therefore minimising quantification errors arising from energy-dependent escape 

depth and analyser transmission differences. Second, there are no Auger electron features 

which overlap the photoelectron peaks, simplifying the peak fitting model. Unfortunately, this 

region has a much lower absolute count rate, which therefore requires longer acquisitions to 

achieve an acceptable signal-to-noise ratio. Figure 5d shows the atomic composition for Li, Ni, 

Mn, Co, and O of the pristine PE after sputtering. The peak areas used for quantification have 

been extracted from the Ni 3s, Co 3s, Li 1s, Mn 3p, and O 1s peaks. The same peak positions, 

sensitivity factors and transmission function have been used in each case; the only difference 

is the choice of inelastic background algorithm. The peak model constraints and background 

algorithm parameters are detailed in the SI. The atomic composition for the uncycled and EoL 

electrodes using a Tougaard background are shown in Figure S8d. The Tougaard and Shirley 

quantifications give a transition metal relative composition of ~Ni0.85Mn0.09Co0.06 and the linear 

quantification gives a relative composition ~Ni0.89Mn0.05Co0.06. Considering that the 

uncertainty in the atomic fraction for the values under 1 at% (Mn and Co) may be as large as 

the stated at%,51 we conclude that the NMC ratio given by these quantifications is, within 

uncertainty, consistent with the expected NMC stoichiometry of the pristine PE, 

Ni0.80Mn0.10Co0.10. Determination of the metal content in NMC materials has also been used in 
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the analysis of metal dissolution.52,53 As changes in atomic fraction of transition metals may be 

on the order of the XPS limit of detection,54 the uncertainty (which is largely due to the data 

analysis) may be larger than the measured at%.51 However the precision of XPS (which is 

inherent to the measurement) may be sufficient to detect a change if a robust and consistent 

peak analysis has been utilised over multiple repeat spectra. 

Quantifications using the Tougaard and Shirley backgrounds appear to agree well in terms of 

lithium concentration. The Tougaard background quantification gives ~2 at% more Li than the 

Shirley background quantification and both provide an approximate Li:O stoichiometry of 

unity. In comparison, the linear background results in a significantly lower lithium content, 

which is due to the linear background underestimating the area under the Li 1s peak, as shown 

in Figure 5b. Determining the lithium content and distribution in LIB materials is important in 

order to understand their charge-discharge characteristics, so ambiguities in lithium content are 

concerning. In this case, the linear background quantification also yields inconsistent atomic 

fractions for the same element, e.g. the intensity of the Co 3p peak should be ~2.4 times that of 

the Co 3s peak (using NPL sensitivity factors) but is underestimated when using the linear 

background. Selecting an appropriate background algorithm and applying it consistently is 

therefore vital, and linear backgrounds should only be used when the decay of the inelastic 

background to lower kinetic energies is dominant.55 Analogous to the linear quantification 

described above, a similar Li depletion will be inferred if, during analysis, the boundary 

conditions of the Li 1s peak area integration are too narrow or not adjusted for changes in peak 

energy. The potential migration of Li ions away from the surface during Ar+ ion sputtering 

should also be considered. The process of ion migration due to sputtering is well documented.56 

In the case of LIB electrodes, positive ions implant into the sample surface and their charge 

repels mobile Li+ ions into the bulk of the electrode. This may result in an underestimation of 
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the Li atomic fraction if it is not accounted for. The mobile Li+ may also accumulate at 

interfaces within layered materials when it cannot penetrate the underlying material.57 

The issues of Li+ migration may be avoided by using high-energy small-size Ar clusters (e.g. 

20 keV Ar500), which can be used to depth profile through inorganics without implanting Ar+ 

into the surface.57 In many materials, damage to freshly exposed surfaces may be reduced or 

eliminated by using Ar clusters in preference to monoatomic Ar+ ions, so this approach may 

help preserve the chemical state of the active material.58 However, the issues of preferential 

sputtering remain, and the etch rate is significantly lower than monoatomic Ar+ sputtering, 

potentially leading to untenable experiment times. There is one potential way to avoid 

sputtering altogether. Hard X-ray photoelectron spectroscopy (HAXPES) has an information 

depth larger than XPS due to the increased path length of high energy electrons. It permits the 

measurement of higher energy core levels which often resolves the problems of overlapping 

peaks discussed previously.59 As well as allowing elemental composition and chemical state 

information from a greater depth, which has the advantage of avoiding sputtering induced 

damage altogether,45 recent studies have shown that quantitative analysis of the inelastic 

background can detect buried layers and measure their depth.60 HAXPES has been especially 

useful for characterising solid state LIBs, CEI/SEI formation, and degradation processes with 

greater bulk sensitivity.35,45,61 Whilst it has long been a technique predominately used at 

synchrotron facilities, HAXPES is more accessible as laboratory based commercial 

instruments using Ag (Lα = 2.98 keV), Cr (Kα = 5.42 keV), and Ga (Kα = 9.25 keV) sources 

become available.59 

3.4.Time of Flight Secondary Ion Mass Spectrometry (ToF-SIMS) 

Another widely employed chemical measurement technique is ToF-SIMS, which can provide 

spatially resolved chemical information about battery electrodes. ToF-SIMS can be used to 
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study metal dissolution through the detection of re-deposited metal ions in the SEI,52 or through 

changes in metal concentration or distribution in NMC electrodes (e.g. reduction of secondary 

metal ion intensity at the surface), which may or may not be indicative of metal dissolution 

phenomena.36,52 ToF-SIMS can also be used for analysis of the SEI and CEI composition,17 

and to study the location of lithium species and metal oxides.62  

ToF-SIMS is a surface sensitive technique but, like XPS, can access bulk material with the use 

of a sputtering beam. Whilst not quantitative, relative quantification can be achieved with 

suitable normalisation or reference materials. ToF-SIMS exhibits some advantages over XPS, 

including higher spatial resolution (which enables the study of the distribution of chemical 

species through surface imaging or 3D reconstructions) and generally higher sensitivity (ppm, 

depending upon ionisation probabilities which, on the other hand, vary strongly). A higher 

spatial resolution allows the detection of changes in local chemistry. For example, it has been 

shown that the composition of an SEI present on the surface of graphite was different when 

formed on basal planes (mostly organic compounds) compared to that formed on edge planes 

(mostly inorganic compounds containing lithium and fluorine).63 The high sensitivity of ToF-

SIMS also permits detection of changes in metal oxide composition that cannot always be 

detected in XPS, as they can be close to instrument detection limit,64  or changes in local 

chemistry.  

It should be noted that in this study, we use a two different ToF-SIMS instruments, one that 

uses a 10 keV Cs+ sputter beam and another with a similar configuration except that a 20 keV 

Ar2000
+ sputter beam is used instead, as shown in Figure 7. 3D secondary ion intensity maps for 

SEI components (PO3
- and F-) and bulk material (C2

-) for pristine, uncycled and EoL NE and 

PE samples are shown in Figure 6a. Analysis was conducted using a 25 keV Bi3
+ analysis beam 

with a 100 μm × 100 μm field of view and with 10 keV Cs+ sputtering for 600 s. Further 
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analysis of a separate portion of the same sample (collected from a nearby area) was conducted 

using 20 keV Ar2000+ sputtering for 300 s (ToF-SIMS V instrument). Strong heterogeneity in 

the spatial distribution of the SEI and CEI components is observed from the 2D secondary ion 

intensity maps (Figure 6b).  These are constructed by summing intensities for each pixel over 

all depths. Measurement details are provided in the SI. Pristine electrodes display mainly 

carbonaceous species on the surface, thought to derive from the binder and, for the NE, active 

material. Uncycled electrodes show a higher quantity of fluorine (F-) and phosphorous-

containing species (PO3
-) assigned to SEI components. After cycling the electrodes to their 

EoL at different voltages, a change in surface chemistry is observed with higher ratios of 

fluorine to phosphorous species compared to the uncycled electrode, suggesting a change in 

SEI composition.  

 

Figure 6. SEI and CEI spatial distribution. a) secondary ion 3D render for F-, C2
- and PO3

- 

from sputtering with Cs+ at 10 keV for 600 s; b) 2D images from depth profiles for F-, C2H
- or 

C2F, and PO3
- from sputtering with Ar2000

+ at 20 keV for 300 s. 

 

 

In order to study potential metal dissolution, the intensity ratios of metal oxide ions were also 

plotted in Figure 7. The 2D data derives from summing in depth (Figure 7a) over a 3D volume 

and shows similar heterogeneity to previously characterised ions in Figure 6. The intensity 
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show significant reduction for the EoL 4.2 V and EoL 4.3 V samples. This is evidence for 

manganese and nickel dissolution during electrochemical cycling.  

Nevertheless, the intensity of secondary ions as a means of assessing concentrations should be 

treated with caution. The secondary ion intensity is strongly dependent on so-called matrix 

effects (i.e. local chemistry changes the ionisation probability).65 Signal intensity can vary as a 

result of sputtering yield (i.e. low mass and low binding energies result in high sputtering 

yield), edge effects (i.e. change in sputtering yield due to topography)66 and moreover, the 

absolute and relative intensities of secondary ions change when different primary ions and 

energies are used. Care should be taken to ensure that the instrumentation is operating within 

an appropriate regime: for example, the SIMS sensitivity to Li+ is very high and the signal can 

easily saturate a time-of-flight detector.62 Efforts have been made to derive quantitative 

information from ToF-SIMS, for example the lithium concentration in NMC-type electrodes, 

by performing a calibration to account for edge and matrix effects.67 However, due to large 

morphological and chemical inhomogeneities of these samples, there is still significant 

uncertainty and further metrological work is required.  
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Figure 7. Metal dissolution on PE electrodes. a) RGB overlay 2D images constructed by 

summation over all sputter times showing 3 secondary ions from metal oxides; b) intensity 

ratio of MnO2
- to CoO2- with sputtering time and c) intensity ratio of NiO2

- to CoO2
- with 

sputtering time. 

 

Similar to XPS, another effect that must be accounted for is preferential sputtering. 

Profilometer studies have been performed on NMC electrodes to quantify  the sputtering yield 

and highlighted an increase in surface roughness in the sputtered area due to preferential 

removal (2-2.5 times) of polymeric binder/carbon additive compared to that of the NMC active 

material.68 The sputtering yield and the difference in sputtering yield between materials also 

varies with the energy and type of primary ion beam source.43  

One strength of ToF-SIMS in comparison to XPS is the higher sensitivity to lithium and the 

capability to detect hydrogen.63 Energy dispersive spectroscopy (EDS), often performed in 

combination with SEM, can also obtain high spatial resolution but cannot detect lithium.67 

However, when employing ToF-SIMS to investigate the location of lithium we must consider 

that lithium ions could potentially re-distribute during cell disassembly or due to forward recoil 

in sputtering.62 As discussed previously for XPS, ion sputtering beams or primary ion beams 

can also cause the migration of highly mobile lithium ions during analysis,69 but it has been 

proposed that lithium ion migration could be minimised at lower temperatures.69 Moreover, 

assignment of secondary ion fragments to specific chemistries is not trivial, due to the multiple 

lithium-containing compounds in both the SEI/CEI and active material.17,43 Generally Li+ ions 

are used to characterise distribution of lithium species in electrodes; however, it has been 

proposed that Li- ions could instead be employed for graphitic electrodes.70 The authors 

suggested that Li- ions could be more easily ionised on the surface of graphite electrodes, due 

to its conductivity and capability of supplying electrons. 



30  

 

One potential approach to distinguish different species is the use of isotope labelling, for 

example to differentiate between lithium intercalating the PE and lithium deriving from the 

electrolyte.17 Reference materials can also be employed to identify ions specific to one 

chemical, although the ion intensities may vary depending on the surrounding chemical 

environment (matrix).62  

4. CONCLUSIONS 

Understanding LIB degradation mechanisms is critical to improving their performance and 

lifetime. However, for such complex systems no one technique alone can provide a full picture 

of structural and chemical changes occurring during battery degradation.  Multiple techniques 

are required to gain a comprehensive understanding and we have demonstrated in this work 

that post-mortem characterisation of LIB electrodes is not trivial and may result in unreliable 

data. We have focused our discussion on the measurement challenges and solutions with 

examples of analyses performed on real-world LIB graphite NEs and NMC PEs. We propose 

best practice guidelines to promote the accurate and reproducible characterisation of LIB 

electrodes and ensure results are comparable across the research community. To this end, 

essential recommendations for each of the techniques discussed are summarised below: 

4.1.Measurement guidelines 

4.1.1. General guidelines  

• To improve reproducibility across different laboratories, report the sample harvesting 

technique used to prepare the samples for surface analysis and provide as much detail as 

possible on the history of the sample. For example, state whether the samples were rinsed 

and with what solvent. 
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• Use inert atmosphere transport systems for LIB material samples. Some instrument 

manufacturers already have solutions to prevent material changes due to the interaction 

with ambient conditions. 

• Due to the chemical inhomogeneities present in both the electrodes, for both spectroscopic 

and imaging techniques, acquire data from across multiple different areas of the samples. 

This allows a comparison of the areas analysed and ensures that the analysis is 

representative of the entire sample. For XPS and SIMS, Ar+ ion sputtering may be used to 

remove signal attenuating overlayers or allow a depth profile through the SEI/CEI, but be 

aware of sputtering induced damage when using monoatomic modes. Gas cluster modes 

can mitigate sputtering damage and Li migration, at the cost of increased experiment times 

due to smaller etch rates.  

• Be aware that some of the materials in LIB electrodes are preferentially sputtered when 

using ion beams so there is an associated difficulty in calculating sputter depth from sputter 

time. Also, consider issues such as ion migration due to sputter-induced redistribution 

processes, causing issues with the observed location or depth of chemical species. 

• Do not solely rely on literature interpretation of spectroscopic assignments, especially for 

Raman spectroscopy and XPS investigations. Collect reference spectra of appropriate 

reference materials and compounds for techniques like XPS, SIMS, and Raman 

spectroscopy. Use these reference spectra to apply constraints to your data analysis and 

verify agreement (where possible) with literature. 

4.1.2. FIB-SEM  

• Be wary of imaging artefacts such as curtaining that can be introduced due to the different 

milling rates of the materials in these samples. 

• Employ complementary techniques to ensure accurate conclusions about the structure of 

the electrodes. 
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4.1.3. Raman spectroscopy 

• Assess and avoid laser induced damage by measuring the same area at increasing laser 

powers.  

• Be wary of contradictory interpretation of NMC-related Raman peaks; post-mortem 

measurements may not be useful to compare different samples but will show heterogeneity 

within a sample. 

4.1.4. XPS  

• Determine the optimum charge compensation parameters for each new analysis area (and 

within reason, depth) on each sample. Isolating the sample from ground may allow greater 

control of the charge neutraliser and mitigate differential charging. 

• Where possible, use relative binding energy differences between components in different 

core levels for chemical assignment, in conjunction with peak fitting constraints that 

preserve stoichiometric ratios and lineshapes from reference spectra. 

• When determining atomic composition, use other non-overlapping core levels where 

possible. The low binding energy region between 140 eV and 0 eV can be used to determine 

the transition metal stoichiometry of the NMC PE. 

4.1.5. ToF-SIMS  

• Be aware that SIMS does not provide a quantitative assessment of complex materials such 

as LIB electrodes, but can be used to understand variations in chemistry within samples. 

• Take precautions to ensure that the instrumentation is operating within an appropriate 

regime, for example that the Li+ signal is not saturating the detector. 

• Assign secondary ions to specific chemical species with caution for complex materials such 

as LIB electrodes with many components. 
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