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Abstract: The enormous increase in the volume of Earth Observations (EOs) has provided the sci-
entific community with unprecedented temporal, spatial, and spectral information. However, this
increase in the volume of EOs has not yet resulted in proportional progress with our ability to forecast
agricultural systems. This study examines the applicability of EOs obtained from Sentinel-2 and
Landsat-8 for constraining the APSIM-Maize model parameters. We leveraged leaf area index (LAI)
retrieved from Sentinel-2 and Landsat-8 NDVI (Normalized Difference Vegetation Index) to constrain
a series of APSIM-Maize model parameters in three different Bayesian multi-criteria optimization
frameworks across 13 different calibration sites in the U.S. Midwest. The novelty of the current
study lies in its approach in providing a mathematical framework to directly integrate EOs into
process-based models for improved parameter estimation and system representation. Thus, a time
variant sensitivity analysis was performed to identify the most influential parameters driving the
LAI (Leaf Area Index) estimates in APSIM-Maize model. Then surrogate models were developed
using random samples taken from the parameter space using Latin hypercube sampling to emu-
late APSIM’s behavior in simulating NDVI and LAI at all sites. Site-level, global and hierarchical
Bayesian optimization models were then developed using the site-level emulators to simultaneously
constrain all parameters and estimate the site to site variability in crop parameters. For within sample
predictions, site-level optimization showed the largest predictive uncertainty around LAI and crop
yield, whereas the global optimization showed the most constraint predictions for these variables.
The lowest RMSE within sample yield prediction was found for hierarchical optimization scheme
(1423 Kg ha—!) while the largest RMSE was found for site-level (1494 Kg ha~'). In out-of-sample pre-
dictions for within the spatio-temporal extent of the training sites, global optimization showed lower
RMSE (1627 Kg ha~!) compared to the hierarchical approach (1822 Kg ha~!) across 90 independent
sites in the U.S. Midwest. On comparison between these two optimization schemes across another
242 independent sites outside the spatio-temporal extent of the training sites, global optimization
also showed substantially lower RMSE (1554 Kg ha=1) as compared to the hierarchical approach
(2532 Kg ha~1). Overall, EOs demonstrated their real use case for constraining process-based crop
models and showed comparable results to model calibration exercises using only field measurements.

Keywords: yield prediction; APSIM; optimization; bayesian; hierarchical; emulation

1. Introduction

Data ingestion and data integration are grand challenges of today’s age of digital
agriculture. The enormous volume of data produced by all phases of agriculture, such
as field observations, satellite imagery, flux towers or soil/plant sensors, has enabled
data-driven decision making for improving agricultural productivity [1-3]. However,
the inherently fragmented nature of observational data due to variable temporal and/or
spatial resolution has made the integration of these data products challenging and often
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impractical [4]. As a result, previous multidimensional assessments of agricultural pro-
ductivity and environmental impacts have often fallen short of data-measured potential.
To perform multidimensional studies across broads regions, agricultural researchers are
increasingly turning to process-based simulation models [5,6], such as the The Agricultural
Production Systems sIMulator (APSIM) [7] or the Decision Support System for Agrotechnol-
ogy Transfer (DSSAT) [8]. These models integrate state-of-the-art knowledge on a multitude
of soil and crop processes to enable analyses of higher dimensionality than what is possible
with field experiments. These pioneering models are at the core of many recent forecasting
and climate impact assessment efforts around the world [9-11]. However, due to the large
number of uncertain parameters within these models, their predictive capacity is limited in
accuracy, precision, or both for real-world applications [12,13].

Although constraining parameters in nonlinear models is a common task across many
different disciplines, optimizing and constraining process-based crop model parameters is
a particularly challenging task for several reasons [14]. First, process-based crop models
are computationally expensive, and it is often impractical to optimize them using “big data”
that spans a large number of sites and/or years [15]. As a result, crop model calibration
exercises are typically limited to a single site or single data constraint, an approach that
is in direct contrast to the diverse range of available observations produced by all phases
of agriculture [13]. Second, the observational data used for calibrating crop models often
have substantial associated uncertainty due to low sample size. Since most numerical
optimization techniques lack mechanisms to account for uncertainty in observational data,
their application can potentially lead to wrongly over-confident model predictions. Third,
it is unclear how observational data from multiple sites and years can be simultaneously
ingested. The most common approach is to independently calibrate crop models at different
sites (known as site-level calibration); however, this approach assumes that all sites are
completely independent and ignores the potential of across-site information. Consequently,
site-level calibration offers limited potential for upscaling model simulations to new sites
and across broad regions [15,16]. On the other hand, global optimization (known as joint
calibration) assumes no site-to-site variability and pools all observations to identify a combi-
nation of parameters that minimizes model prediction error at all sites simultaneously. Past
studies have shown that both approaches have trouble estimating the “true” uncertainty
in model parameters and offer no formal distinction between “within-sample” prediction
and “out-of-sample” prediction [17]. In addition, these approaches provide no clear path to
capturing spatiotemporal variability in model parameters. Lastly, process-based models
are calibrated with a limited number of observations that often pales in comparison to the
potential list of parameters impacting the simulated results. This often results in equifinality,
such that calibration does not lead to unique parameter values and different combinations
of parameter values can give the same results [14]. Due to the above-mentioned reasons,
most model calibration studies lack proper constraint and accounting of uncertainty in
model parameters and, therefore, produce models that perform well only in a subspace of
the genetics (G), environment (E), and management (M) (G x E x M) inference space and,
consequently, have limited generalizability for broader applications.

Earth Observations (EOs) with their extensive temporal and spatial coverage have
provided the scientific community with a unique opportunity to monitor and map plant
status [18]. Radiative Transfer Models (RTM) have enabled retrieval of biophysical and
biochemical plant traits from EOs through both passive and active measurements [19,20].
These estimates are spatially contiguous and temporally frequent and they offer a substan-
tially larger sample size compared to field measurements [21]. Consistent and long-term
plant traits obtained from EOs could potentially inform process-based models, constraining
multiple state variables, such as LAI, plant N concentration, and plant biomass, and/or
model parameters, such as thermal times for phenological stages. Thus, EOs could help
to overcome the spatiotemporal limitations of field experiment data and could serve as a
powerful resource for multi-criteria crop model calibration across broad regions [21]. How-
ever to leverage EOs, novel and flexible methods are needed that allow for streamlining
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data extraction, ingestion, and integration into crop models with the goal of constraining
model parameters and state variables.

As one of the most widely used process-based crop models, APSIM model has been
calibrated using a variety of different optimization techniques and observational data types
for simulating maize across the U.S. Midwest [22-25]. These studies have often achieved
high yet inconsistent prediction accuracy in estimating maize grain yields. For instance,
ref. [26] tested the APSIM model with 12 years of experimental data covering maize-maize
and maize-soybean rotations in IA. APSIM captured changes in maize yield due to nitrogen
fertilizer treatments but still made large prediction errors in a few site-years. The authors
attributed such errors to missing crop damage processes (i.e., hail), missing spatial informa-
tion (i.e., elevation), and an overly simple N-uptake routine, which emphasized N stress
at floral initiation. Ref. [27] also calibrated and tested APSIM at several maize sites in the
state of Iowa in the U.S. and found the model to be highly accurate, explaining 87% of the
variability in maize yields and achieving a Normalized Root Mean Square Error (nRMSE)
value of 7.7%. However, the authors also highlighted the fact that their calibration and
validation datasets originated from a similar study area and, consequently, experienced
the same weather patterns. Consequently, their calibrated model was tested under limited
environmental conditions. Ref. [24] calibrated APSIM for 6 years of experimental data
covering maize-maize, maize-soybean, and winter cover crop rotations in IA to investigate
crop water use efficiency. When performing two-year simulations, they found the model
was successful in predicting yield for the maize-maize rotations with an RMSE of 723 kg /ha.
Ref. [28] calibrated the APSIM model for 16 site-years in the U.S. Midwest that spanned
different rotations and fertilizer rates. They found the calibrated model to perform better
when N fertilizers were applied since the model only had to rely on correct water limitation
simulation. Moreover, ref. [29] used default APSIM settings to test the model in predicting
maize stover and grain yield at three locations. Against 113 observations, APSIM achieved
an RMSE of 1241 kg/ha (nRMSE 14%) for maize grain yield estimates, and the authors also
noted improved simulation with increased N fertilizer rates (i.e., lower N stress conditions).

Although the APSIM model has been calibrated and validated extensively using field
observations, the unprecedented data coverage provided by EOs has never been leveraged
to our knowledge to optimize APSIM and broaden its successful application. In this study,
we present a mathematical framework that constrains APSIM model parameters with EOs
for maize simulations in the U.S. Midwest using emulation and three Bayesian optimization
schemes: global, individual, and hierarchical. The overall objectives of the current study
are: (1) to assess the potential of EOs for improving maize yield prediction using the
APSIM model; and (2) to compare different optimization techniques with varying degrees
of information sharing across sites in their maize yield prediction in the U.S. Midwest.

2. Materials and Methods
2.1. Overall Workflow

This study explores the effectiveness of incorporating EOs into the APSIM crop model
through different optimization schemes to constrain and improve maize yield prediction
(Figure 1). First, a comprehensive global sensitivity analysis (GSA) was performed to
identify the most influential parameters controlling LAI estimation. Next, APSIM was run
across a series of random parameter samples drawn from the influential parameter space
at 13 calibration sites. Based on these runs, surrogate models (emulators) were developed
using Generalized Additive Models (GAMs) to replace APSIM with more efficient statistical
models. These GAMS were trained on the model output to estimate LAI and Normalized
Difference Vegetation Index (NDVI) at each site as a function of influential parameters. LAI
estimates from Sentinel-2 and NDVI estimates from Landsat-8 were then used to constrain
the model parameters using the fitted site-level emulators within a Bayesian optimization
framework. Finally, the information contribution of the LAI and NDVI observations was
assessed in simulating maize yield across different optimization schemes and 332 sites in
the U.S. Midwest.
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Figure 1. The overall workflow of linking APSIM-Maize model with radiative transfer model
(PROSALIL) for developing the emulators, optimization procedure and model validation.

2.2. Study Sites

The study area for this modeling experiment extends over the Midwest region of the
U.S,, including sites in Iowa, Illinois, Missouri, Indiana, Michigan, Ohio, and Kentucky.
The region was chosen because of its relative importance in global and domestic maize pro-
duction [30]. Across the study area, maize was planted on an average of 16.5 & 0.2 million
ha from 2014-2019 [31]. To perform APSIM simulations at a series of randomly selected lo-
cations, site-level information was acquired from the publicly available maize yield dataset
maintained by Beck’s Hybrids (https://www.beckshybrids.com/Research/Yield-Data,
accessed on 30 November 2021). The dataset included information on management opera-
tions (i.e., planting date, harvesting date, plant population, row spacing, and previous crop
planted for residue type), soil, and weather for 332 locations from 2014 to 2019 (Figure 2a).
Information on soil texture and soil organic carbon (SOC) across the study sites is presented
in Figure 2b. Each location consisted of a field varying in size from 0.3-0.5 km?. Multiple
hybrids were grown simultaneously, and as a consequence of the within hybrid variability,
average maize yield was used as representative of the location as elaborated in [32].

2.3. Data Collection
2.3.1. Weather and Soil

All the simulations conducted in this study, including those used in the sensitivity anal-
ysis, emulator development, and final yield validation, were performed by leveraging the
uncertainty propagation workflow detailed in [12]. A Monte-Carlo sampling approach was
used to propagate uncertainties in soil properties, meteorological variables, and unknown
management practices. To propagate uncertainty in soil properties, 25 different repre-
sentations (ensembles) of the soil profile were sampled for each site using the mean and
uncertainty values retrieved from the SoilGrids dataset [33]. 10 ensemble members from
the ERADS reanalysis data product [34], which provides weather information at a 0.25 degree
spatial resolution, were employed to propagate uncertainty in meteorological forcing.


https://www.beckshybrids.com/Research/Yield-Data

Remote Sens. 2022, 14, 5389

5o0f 24

® Calibration @ Validation

@) (b)

Figure 2. (a) Geographical location and (b) distribution of basic soil properties of calibration and
validation sites. SOC: Soil Organic Carbon.

2.3.2. LAl and NDVI Retrieval and Data Processing

Sentinel-2 and Landsat-8 were used in this study to provide observations of Leaf Area
Index (LAI) and NDVI, respectively, for the calibration sites. These variables were selected
mainly because they have been shown to be strong predictors of crop yield [35]. Sentinel-2
provides measurements of surface reflectance with 10 m—60 m spatial resolution depending
on the spectral band with 5 days revisit time, while Landsat-8 images have 30m spatial
resolution with 16 days revisit time. The forward model used for the LAl retrieval is a
canopy radiative transfer model PROSAIL (PROSPECT + SAIL) [36], which takes inputs
of bio-physical parameters, defining the state of canopy structure, leaf structure and leaf
pigments (Table A2), and soil background, generating canopy level reflectance spanning
400-2500 nm. In order to cover a wide variety of soil conditions for different land surfaces,
the soil reflectance model in the original PROSAIL model is replaced with one derived from
wider samples. A spectral library of more than 6000 soil samples from public available
soil databases (Table A1) is used to derive a soil model Equation (1) based on principle
components analysis (PCA):

4
Roit = Reoit + Z PC; x W; 1)
i=1

where R, is the simulated soil reflectance, Ry,; is the mean value of soil reflectance from
the spectral library, PC; is the ith component of the PCA analysis and W; is the weight for
the ith component. To simulate different soil spectra with the proposed soil model, weights
for each component are randomly sampled within the bounds of PCs” weights from the
original soil spectral library. Then, the forward model PROSAIL M is used to simulate the
surface reflectance R with the inputs of X¢gy0py and ﬁsoil can be expressed as:

r= M(Xcunopy/ ﬁsoil) )

Using inverse emulators Neural Networks (NNs) W, the mapping from the top of
canopy (TOC) reflectance r to canopy state parameters xcquopy is described as:

Xcanopy = W(V) (©)]
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Bounds for Xcanopys shown in Table A2, are used to generate samples from the PROSAIL
model with uniform distributions.
The practical processes are described as:

1.  Randomly sampled 400,000 combinations of PROSAIL input parameters with bounds
shown in Table A2 and weights for the soil model.

2. Using PROSAIL to compute top of canopy reflectance with the randomly sampled
inputs and the simulated soil background.

3. The simulated reflectance is convolved with the Sentinel-2 relative spectral response
functions to simulate surface reflectance at different bands (addB02, B03, B04, BO5,
B06, B07, B08, B8A, B11, B12).

4. Train NN for LAI by using the simulated reflectance over Sentinel-2 bands as inputs.

5. The trained NN is then used to map from satellite surface reflectance to LAIL

After retrieving LAI and calculating NDVI, a double logistic model was fit to each time
series to remove noisy observations. NDVI values of below 0.5 were not used for further
model optimization, because the surface reflectance signal is dominated by background
soil reflectance compared to canopy reflectance early in the growing season resulting in
often unreliable retrieval of plant traits.

2.3.3. Crop Growth Model

The APSIM classic (version 7.10) was employed and constrained in this study. As one
of the most widely used crop modeling platforms, APSIM uses meteorological forcing
and detailed soil information to simulate soil water, soil carbon (C), and soil nitrogen (IN)
dynamics at a daily time step and to generate predictions of crop growth and development.
APSIM has been extensively tested and validated across the U.S. Midwest and has been
used for exploring new management practices [22], as well as crop yield prediction at both
the regional [12,37] and farm scale [10,38].

The Maize module in APSIM simulates the growth and development of a maize
crop in response to climate, soil water, and soil N [7,39]. Leaf area development in the
maize module is estimated based on total leaf number and leaf area [40]. Furthermore,
the maize module allows for thermal time accumulation between 0 to 10 C, providing a
more accurate simulation of maize phenology in cool environments [41]. Estimating daily
leaf area development in the maize module begins by calculating the potential increase in
leaf area from new leaves which is driven by thermal time and leaf size [42]. The potential
leaf area is then limited by the biomass accumulation (carbon supply) and the number
of expanded leaves [40]. Therefore, the accuracy of LAI predictions in the Maize module
is dependent on both the accurate simulation of phenology as well as the crop-specific
parameters controlling leaf size, leaf appearance rate, and biomass partitioning.

To estimate canopy reflectance, this study coupled APSIM with PROSAIL (version. 5B)
(a Radiative Transfer Model) through the C# manager module. The PROSAIL model
integrates the PROSPECT leaf optical properties model and the SAIL canopy bidirectional
reflectance model to effectively simulate the crop canopy reflectance as a function of leaf
biochemical traits, canopy architecture, soil background, and sensor geometry [36]. At the
end of each day and for each ensemble member, C# manager passes a series of soil and
plant state variables to the PROSAIL model to compute spectral reflectance. The reflectance
profile simulated by the PROSAIL model was then used to estimate APSIM NDVI for
each site, which was then compared to site-level Landsat-8 NDVI estimates. Site-level LAI
estimates from Sentinel-2 were directly compared with model LAI predictions.

This study closely followed the coupling procedure detailed in [43]. In addition to LAI,
which was directly passed to the PROSAIL model from APSIM, the remaining PROSAIL
inputs were estimated as follows and the detailed definition of each parameter with its
associated possible range and unit is provided in Table A2:

N — 0.025+ 0.9 x SLA
o SLA —0.1

4)
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SWC
Psoil =1 — SAT ()
1
Cn =312 (6)
Cab = (DM x NP — 0.2057) x 40[%] @)
_ Cab pg
Car = 311 Lom?) ®

)
mg 7
SWC is the actual soil water (21—"7?), SAT is the soil water at saturation (z—"mf), DM is the dry
matter (%) and NP is the percentage of green leaf nitrogen (%). The other 9 parameters
within the PROSAIL model were either directly extracted from the EO images or set using
the same default values as given in Table 2 of [43]. These parameters are mainly related to
the viewing geometry of sensor, crop type, and day of the year. The viewing parameters
(hotspot, solar zenith angle, observer solar angle, azimuth) were extracted directly from the
image properties, while other biophysical parameters (Cbrown, Cw, leaf Angle) were set
according to the values provided by [43-45].

where SLA is the specific leaf area per dry weight ( Psoil 18 soil wetness/dryness factor,

2.4. Model and Parameter Selection

A global sensitivity analysis (GSA) was performed prior to model calibration on
14 Maize module parameters across 13 training sites. Parameters were selected which
control, to some extent, the estimation of LAI in the model. GSA is usually performed to
reduce the dimensionality of crop model calibration techniques by identifying the most
influential model parameters for a particular model output. In this study, the candidate
parameters influencing LAI were chosen based on [40], which laid the foundation for LAI
estimation in the Maize module. A time-variant, Analysis of variance (ANOVA) based GSA
was employed to identify parameters that explained the largest variation in LAI during the
growing season across the 13 sites.

Prior to GSA, a power analysis was conducted to determine the minimum sample size
required for detecting an effect size as small as 0.01 with & = 0.05. Our power analysis
showed that, with 2500 simulations, our ANOVA-based GSA would be able to detect effects
as small as 0.01 with more than 95 % power (8) for 4 model parameters.

For the GSA, a total of 2500 simulations were executed for each site using random
samples taken from the candidate parameter space. Then, a linear model was fit to pre-
dict simulated LAI as a function of the sampled parameters at 30 different time steps
during the growing season in 2018 and 2019. The contribution of each parameter was
calculated as the proportion of variability in LAI estimates that it explained at each time
step. The total sensitivity of each parameter was estimated as the Sums of Square (SSQ)
ratio following [18,22]

Main effect sensitivity indices:S; = gsg;;SZ = 238?
Interaction sensitivity indices: S = 2512 ©)

55Qr

Total sensitivity indices: S = SSQ%QSTSQH;SZ - SSQ%QSTSQH

2.5. Emulator Development

Given that most optimization techniques require frequent evaluation of the process
model, most prior stochastic Bayesian optimization studies have focused on simple crop
models, as applying such techniques with slow process-based models would impose a com-
putational burden. To overcome this limitation, this study leveraged more computationally
efficient surrogate models (emulators) instead of the full APSIM model when performing
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optimization. Emulators are statistical models that are faster to run and can replicate the
behaviour of the full model within a constrained parameter space [46].

To develop the the site-level emulators for optimization, we used a Latin hyper cube
sampling method to generate 250 samples for the most sensitive parameters found in the
GSA under broad, non-informative priors. Then, for each sampled point in the parameter
space, the model was run with 50 ensembles (accounting for the uncertainty in soil and
weather data) at each site to generate LAI estimates. Average estimates of LAI were then
computed for each sampling point at each site and used as the response variable in the
emulator development stage. Emulators were developed using Generalized Additive
Models (GAM) as follows:

LAI ~ f(Py,DP,,...,Py|t) (10)

where t represents time and P; represents the ith most sensitive parameter. The emulators
were fitted independently at each site and predict an LAI time series at days with available
observations as a function of the most sensitive parameters.

2.6. Optimization Schemes

This study explores three different Bayesian optimization schemes with each scheme
varying in the degree to which observations are shared across different sites. The site-
level optimization scheme assumes full independence between observations collected
at different sites, while the global (joint) optimization scheme shares all observations
across all sites and attempts to find a set of optimum parameters that maximizes the
likelihood of monitoring observations across all sites simultaneously (Figure 3). These
two optimization schemes are widely used for constraining process-based ecological and
crop growth models [22]. However, it has been demonstrated that the full independence
assumption in site-level optimization limits the extent to which results can be up-scaled
or applied to new sites [17]. Prediction at new sites will be unreliable and overconfident.
In addition, neither scheme offers a solution for quantifying or propagating spatiotemporal
variability in model parameters [17].

g 2 continuum ¥
. complete no site-to-site
independence g h variability

%
AR

global | ™%

R
7 %
Mi,1 Mi2 Mi,3 ?E_ [h,1 Uh,2 Mh,3 Hg,h Mg, .
& -
[ N - N L1\

. : . ~ %
site-level | 2 site-level global| “%,
T3 7 & T T 7 T W%

B e Tl T ael Y B T T N Y
Individual Hierarchical Joint

Figure 3. Graphical representation of different optimization schemes explored in this study to
constrain model parameters, as adopted from [17].

Alternatively, a hierarchical optimization scheme (HPDA; Figure 3) allows for sharing
information across sites and attempts to capture site-to-site variability in model parameters
by estimating a series of site effects. The unexplained variability captured in site effects
can help to reveal missing processes in the process model and to account for systematic
biases in model inputs and/or parameters. This scheme estimates a global mean, as well as
site-level means which vary around the global mean by an estimated random site effect.
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By estimating site effect variance in HPDA, we quantify the portion of total variability in
model parameters which can be attributed to variability between sites.

To compare the site-to-site variability among parameters, the standard deviation esti-
mated for site effects was used with the HPDA joint mean estimate to calculate a unit-less
coefficient of variation. All statistical models for the optimization schemes (Table 1) were fit
using the NIMBLE package in R [47]. Consistent uniform priors were selected for all param-
eters across all optimization schemes to ensure objective estimation of parameter posteriors.

We assessed the information contribution of NDVI for constraining model parameters
by performing two HPDA optimizations: one with both data constraints and one with only
LAI as a data constraint. The shrinkage in prediction uncertainty associated with LAI and
NDVI constraints was then estimated as the ratio of the coefficients of variation for the two
HPDA optimizations (i.e., both:LAI only). When this ratio is less than one, it represents a
larger shrinkage of prediction uncertainty with both data constraints, while a value greater
than one indicates LAI alone led to greater shrinkage.

Table 1. Model definition for different optimization schemes explored in this study. Across all
schemes, j1 represents the vector of model parameters, k represents observations or parameters for
site k, Y represents LAI and NDVI observations, and f represents the emulator.

Optimization Scheme Model Definition Hyperprior

Hi ~ N(#O/ T)

Site-level YEA ~ N(frar(me), orar) Ho
YNPY! ~ N(fnpvi(i), onovi)
p ~ N(po, T)
ag ~ N(0, 1)
Hierarchical/HPDA U = Y+ ag Mo, Ta

YEA ~ N(frar(pe), orar)
YNPYE o N(fnpvi(p), onpvi)
p~ N(po,7)
Global /Joint ykLAI ~ N(frai(n), ora1) 1o

YYPVE~ N(fnpvi(p), onpvi)

The model predictions of yield after optimization was compared against observed
yield for both within and out-of-sample predictions using the following statistics:

(S — 0:)2
RMSE = 1/% (11)

Z?zl (Si - Oi)z

d-index =1 — 7 7
(18] +10;)?

(12)

where O; is the observed yield and §; is the corresponding simulated yield. In addition, S;
is (S; — 0) and O; is (O; — O) with O representing the average observed yield [48].

3. Results
3.1. Sensitivity Analysis and Emulator Performance

The 14 parameters included in the GSA were those within APSIM that control leaf
appearance (e.g., leaf_init_rate, leaf_app_ratel), growth (e.g., largestLeafParams1), and de-
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velopment (e.g., tt_emergence_to_endjuv). The time-varying GSA demonstrated the dy-
namic contribution of all 14 parameters in explaining LAI variation across all sites for 2018
and 2019 (Figure 4). Similar patterns were found across both years and all sites, where the
14 included parameters accounted for ~ 80% of the variation in LAI between early June un-
til early September. However, the predictive power of the selected parameters diminished
from early September until early November, at which point these parameters explained
only ~ 10% of the variability. After this initial set of parameters loses its predictive power
in early September, the residuals—which describe the contribution of all other factors to
LAI variability—keep increasing till the end of October. We speculate that parameters
controlling leaf senescence would make up much of the residual contribution towards the
end of growing season.

2018

100 Parameter

75 grain_gth_rate

initial_tpla
50 . largestLeafParams1
. largestLeafParams2
< 25 leaf_app_ratel
§ 0 . leaf_app_rate2
5 Jun Jul Aug Sep leaf_app_rate3
2 2019 [ teat_init_rate
§ 100 . Residuals

. rue

. tt_emerg_to_endjuv
. tt_flower_to_maturity
. tt_flower_to_start_grain
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Figure 4. Average sensitivity index for maize leaf area index (LAI) corresponding to 14 model
parameters in APSIM across all sites for years 2018 and 2019.

Of the 14 parameters included in the GSA, the largestLeafParams] and the thermal
time from emergence to the end of the juvenile stage (tt_emergence_to_endjuv) were the
most influential parameters, together explaining ~ 40% of the LAI variability at their
peak contribution. In addition, leaf_init rate and leaf app_ratel together explained a
maximum ~ 20-25% of the LAI variability. Therefore, we selected these four parameters
for emulator development and optimization in this study as they are the most influential
parameters for LAI estimation in the APSIM Maize module. Following [40], APSIM uses
a nonlinear continuous equation to estimate the total leaf area as a function of the leaf
number (determined by growing degree days and leaf appearance rate) and the area of
the largest leaf, where maximum leaf area is limited to 1000 cm? per plant. Looking at our
most influential parameters, largestLeafParams] helps determine the largest potential leaf
area, while leaf init_rate and leaf_app_ratel helps to control the total leaf number. Further
constraint of the largestLeafParams1 parameter was especially warranted as the original
model proposed by [40] was developed with a relatively small sample size (n = 18).

To assess the predictive power of the emulators, APSIM estimates of NDVI and LAI
were compared against emulator estimates (Figure 5). Both the LAI and NDVI emulators
showed strong predictive capacity with R? of 0.95 for LAT and 0.90 for NDVI, demonstrating
their ability to replicate APSIM behavior given the most influential parameters found
in the GSA (Figure 5). We speculate the variability around the 1:1 line for both LAI
and NDVI predictions stems from the uncertainty propagated in APSIM simulations
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(Figure 5). This uncertainty can be associated with soil properties, meteorological forcing,
and management practices.
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Figure 5. Density plots comparing emulator and APSIM estimates of LAl and NDVI across calibration
sites. The lighter colors represent higher density of points and darker color represent lower density
of points.

3.2. Within Sample Prediction

Emulators showed sufficient flexibility in replicating the dynamic behavior of LAI
and NDVI throughout the growing season across all sites when given the most sensitive
parameters (Figure 6). Across all sites, site-level optimization showed the largest predictive
uncertainty around LAI and NDVI estimates, whereas global optimization demonstrated
the most constrained predictions. This behaviour was expected as it closely relates to
how each statistical model (Table 1) shares information across sites and, consequently,
the number of observations available to each model for “learning” LAI and NDVI patterns.

With site-level optimization, only observations available at each site are used to
estimate the model parameters. As a result, we found greater constraint of LAI and NDVI
predictions for sites with a higher number of observations (e.g., site 80866, 94099 and
93889) compared to sites with larger data gaps (e.g., site 79575) (Figure 6). With global
optimization, all observations across all sites are used simultaneously for estimating model
parameters. Global optimization ignores the structure in the data and provides mean
parameter estimates that maximize the likelihood of all observations when using all site
emulators simultaneously. This increases the total number of observations available for
estimating model parameters compared to the site-level approach. HPDA, on the other
hand, attempts to capture the site-to-site variability by adding random effects for each site,
while still leveraging all available observations. Site effects in HPDA account for another
layer of uncertainty around the global mean estimate for each parameter and naturally
resulting in more uncertain LAI and NDVI predictions compared to global optimization
(Figure 6).

All optimization schemes showed similar d-index values in LAI prediction across
all months and sites (Table 2), though global optimization showed a marginally lower
d-index, on average, when compared to the site-level and HPDA schemes. A similar
pattern was found for RMSE such that the site-level and HPDA schemes showed lower
RMSE than the global optimization. However, it was found that the site-level scheme
largely underestimates LAI compared to the global and HPDA optimizations with Mean
Error (ME) of —0.16 kg/ha compared to —0.08 and —0.07 kg/ha for global and HPDA
optimization schemes, respectively.

To assess the contribution of NDVI observations in shrinking LAI prediction uncer-
tainty within the HPDA scheme, the prediction coefficient of variation (CV) under both
data constraints was compared with that under only LAI constraint using a ratio. Shrinkage
in model uncertainty with added NDVI constraint was dependent on site (or possibly data
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quality at each site) and month of the year. The largest reduction in LAI uncertainty after
adding NDVI was found in May, August, and September, and the largest reduction in
NDVI uncertainty was found in May and August (Figure A3).

Optimization Scheme ™ Site_Level B Global HPDA

6
4
2
0

N
£
N
E
<
-

Jul Aug Sep
Date

Figure 6. 95% confidence interval for emulator predicted LAI using optimized parameters corre-
sponding to each optimization scheme across all calibration sites.Title for each subplot corresponds
to the site ID in Beck’s dataset.

Table 2. Performance of different optimization schemes across different months for LAIL

Site-Level Global HPDA
Month
d-Index RMSE (X8) ME(Xf) d-Index RMSE(X) ME (X8) d-Index RMSE (%) ME (X3)
May 048 0.52 —043 048 0.51 —032 049 0.51 —0.42
June 096 0.51 —024 095 0.58 —017 097 0.46 —0.1
July 0.91 0.52 0.07 0.84 0.75 —0.02 091 0.55 0.19
Aug 094 0.53 ~0.03 092 0.65 0.02 0.93 0.58 0.04
Sep 0.96 0.44 ~018 092 0.69 0.07 0.95 0.53 ~0.1

Average 0.85 0.5 —0.16 0.82 0.63 —0.08 0.85 0.52 —0.07
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Including NDVI in the HPDA optimization resulted in more constrained estimates
of largestleafParam1 and shifted the mean site-level estimates of tt_emergence_to_endjuv
up (Figure A5). In addition, both scenarios resulted in a similar mean o7 4; suggesting a
minimal contribution of NDVI in closing the gap between model estimates and observa-
tions. All optimization schemes performed similarly for within-sample yield prediction,
with RMSE values ranging from 1423 (%) for HPDA to 1494 (%) for site-level optimization
(Figure 7). HPDA showed the highest d-index (0.9), whereas global optimization showed
the lowest d-index of 0.85. Among all optimization schemes, the global scheme showed the
lowest mean error (ME) of —282 (%), whereas HPDA showed the largest ME of —780 (I;—f)
Furthermore, as expected global optimization showed the lowest median CV for both
years in within sample yield prediction followed by HPDA and then the site-level scheme

(Figure Al).

Optimization Scheme - Global HPDA - Obs -o Sitelevel

15,000 o
12,500 o
10,000 o

7500

5000 4

79244

Site

Figure 7. 95% Confidence interval for within sample yield comparison between different optimization
schemes.

3.3. Comparing Posterior Distributions

Though we set identical priors for each parameter across all optimization schemes
(Figure 8), the most constrained posterior densities were found for tt_emergence_to_endjuv
and leaf_app_ratel across all sites and optimization schemes. Global optimization offered
the most constrained set of posterior distributions for all parameters, whereas site-level op-
timization estimated the least constrained set of posteriors and exhibited variable constraint
across different sites.
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Figure 8. 95% Confidence interval for various crop model parameters across different optimization
schemes and sites.

Since the site-level and HPDA schemes are more reliant on the quality and quantity
of observations available at a given site, the degree to which they were able to constrain
model parameters varied significantly with site. In site-level optimization, the largest site-
to-site variability was found for tt_emergence_to_endjuv (CV = 9.5 %), while the lowest
variability was estimated for largestleafParam1 (CV = 5%). Similarly, the largest site-to-site
variability within the HPDA was found for leaf appearance rate with an average CV of
9% while tt_emergence_to_endjuv showed the least variability with a CV of 2 %. Greater
parameter constraint with the global optimization scheme (Figure 8) resulted in narrower
confidence intervals around LAI and NDVI predictions (Figure 6). Alternatively, prediction
intervals depend on ¢ in sites with greater mean estimates of 07 41 and onpy; often showed
larger prediction intervals.

In addition, no statistically significant relationship was found between variability in
model parameters and the quality of fit (c7 41 and onpy). Sites with fewer observations
had substantially larger values of ¢ relative to those estimated with the global and HPDA
schemes. We found a statistically significant and lower value of o7 41 for site 93937 which,
interestingly, demonstrated a trade-off with a higher value of onpy;.

3.4. Out-of-Sample Prediction

The evaluation of the optimization schemes for predicting crop yield was carried
out at 325 sites independent of those used for optimization (Figure 9). Since site-level
optimizations cannot be generalized to new sites, this optimization scheme was dropped
from evaluation. The HPDA and global optimization schemes reported similar d-index
values (0.55 for Global and 0.51 for HPDA ) for evaluation when averaged across all sites and
years (Table 3). The global optimization, however, reported a lower RMSE for crop yield
(1768 kg ha~1) than HPDA (2296 kg ha~!) and, similarly, the ME for global optimization
and HPDA was estimated to be around —66 kg ha~! and —939 kg ha™!, respectively when
averaged across all sites and years. The ME values from year to year showed that the
HPDA optimization systematically underpredicted crop yield at the evaluation sites.
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Figure 9. Density plots comparing yield estimates for out of sample sites (top), and yield variability
(bottom) for global and HPDA optimization schemes.

To assess whether there was a spatial pattern in the underestimation of crop yield,
we divided the sites into two different categories: ‘within’ the spatial extent of calibration
sites and ‘beyond’ the spatial extent of calibration sites. Following this approach, 242 sites
were classified as ‘within” and 90 sites were classified as ‘beyond’ of the 332 sites evaluated
(Figure A4). When HPDA and global optimization schemes were compared only within the
temporal and spatial extent of the training sites (90 sites), both approaches showed robust
(less variable) and similar performance in maize yield prediction with RMSE values ranging
from 1.6-1.8 Mg/ha for global and HPDA predictions, respectively (Table 3). When HPDA
and global optimization predictions were compared for sites outside the spatiotemporal
extent of the training dataset (242 sites), global optimization performed substantially better
than HPDA with average RMSE of 1838 Mg/ha for global versus 2500 Mg/ha for HPDA
(Table 3). For these ‘beyond’ predictions, lower precision in yield prediction was found
for HPDA on average whereas global optimization consistently showed lower uncertainty
compared to HPDA. This is mainly due to the fact that the HPDA global mean y estimates
for parameters is inherently more uncertain.

This study solely relied on EOs to calibrate and validate the APSIM model across an
unprecedented number of sites with large spatiotemporal variability, but the results of
model validation still showed similar performance to prior site-level APSIM calibrations
with field observations. For instance, ref. [49] calibrated APSIM using 56 site-years of
data from 8 field studies across six states in US Midwest for maize-maize rotation. They
reported grain yield RMSE at the site-level (not summarized) with values ranging from
1.35-2.97 Mg/ha. Ref. [23] calibrated APSIM using a time-dependent parameter estima-
tion framework to better capture maize yield variability due to changes in cultivar and
management. They parameterized 9 parameters for maize cultivar across the US Corn-Belt
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using three different calibration methods and compared predictions to 9 machine learning
models. Their calibrated APSIM model showed RMSE values between 0.865-1.459 Mg/ha
over the 5 sites for the time period between 1985-2018. Ref. [50] calibrated APSIM for seven
experimental sites in the Midwest (including sites in southern Minnesota, lowa, Indiana,
and Ohio). After calibration, their model achieved an RMSE of 1.27 Mg/ha for maize yields.
Lastly, ref. [25] compared two different formal (DREAM) and informal (GLUE) Bayesian
optimization approaches in calibrating an APSIM maize model and reported RMSE ranging
from 0.274-2.1 Mg/ha across 6 maize cultivar on the north China plain.

Table 3. Comparing model performance in simulating crop yield on out of sample sites for outside
(2014-2017) and within the (2018-2019) the spatiotemporal extent of training dataset.

HPDA Global
Year
d-Index RMSE (%) ME(5$) d-Index RMSE(5%) ME (%)

2014 (n=61) 0.52 1731 —982 0.62 1260 —154
2015 (n = 67) 0.47 2017 465 0.54 1878 994
2016 (n = 50) 0.27 4061 —2670 0.35 2359 —861
2017 (n = 64) 0.49 2322 —1428 0.49 1855 -715

Average 0.44 2532 —1153 0.50 1554 —184
2018 (n=51) 0.7 1822 —571 0.59 1625 —72
2019 (n = 39) 0.66 1823 —448 0.71 1629 413

Average 0.68 1822 ~509 065 1627 170

4. Discussion

Although direct measurements are not available for all optimized parameters, a recent
study by [51], explored the variability of leaf appearance rate across 98 sites for maize in the
U.S. Midwest. Their results showed that the average first phase phyllochron for modern
maize hybrids in the U.S. Midwest is 57.9 + 7.5 (°C-day!). This aligns with the results
of this study, such that the mean estimates of this parameter was 64, 60 and 56 (°C-day ')
for the global, site-level, and HPDA schemes, respectively. In another study with manual
calibration, ref. [27] found that leaf appearance occurs at a rate of 57 (°C-day '), a rate
that is significantly faster than APSIM maize’s default rate of 65 (°C-day~!) in the U.S.
Corn Belt.

Similar to [17], who did not find any improvement in model accuracy using HPDA
over global optimization scheme on “out-of-sample” sites, we did not find any improve-
ment in maize yield prediction using HPDA. However, ref. [17] suggested that the difference
in performance between HPDA and global optimization will increase in favor of HPDA
as the number of sites/parameters increases. In contrast to completely generic (global) or
completely site-specific (site-level) model parameters, HPDA offers an alternative solution
that allows under-sampled sites to borrow strength from sites with more data to achieve
better constraint in model predictions [52,53]. HPDA has the advantage of having a formal
distinction between prediction at known calibration sites and “out-of-sample” sites [17].
When predictions are made for “within-sample” sites, site-level parameters (%, Table 1) can
be used to make predictions, whereas the global mean (p) estimated through HPDA is used
to make predictions on “out-of-sample” sites. Furthermore, when designing HPDA opti-
mization schemes, extra attention needs to be paid in deciding which parameters should
be random. By attempting to capture site-to-site variability, the total number of parameters
in our hierarchical model increases, which could be limiting in cases with low sample sizes.
However, this is less of a concern for EOs given their extensive spatiotemporal coverage
and larger sample size compared to field experiments. Similar to [23] which accounted
only for the effect of year in APSIM model parameters, future works on HPDA also may
need to explore the impact of including a year effect in addition to the site effect to estimate
the full spatiotemporal variability in APSIM maize parameters.
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Site-level model calibration showed variable performance in constraining LAI and
yield estimates, with performance operating as a function of data density across within-
sample sites. This points to the inherently limited nature of this calibration scheme for
application to broad regions. Moreover, this limitation in site-level calibration is even
more pronounced due to the “perfect model” assumption behind all calibration procedures.
The “perfect model” assumption ignores any structural error in process-based crop models,
assuming discrepancies between model estimates and data originate solely from non-
optimum parameters. Calibration attempts to correct for these discrepancies in the model
by adjusting the parameter values so that the model performs well within the domain
of the training dataset. However, due to biased parameter estimates which often differ
from the “true” parameter values, the final parameterized model often underperforms in
out-of-sample sites [54].

Ref. [54] suggested it is often impractical to fit multiple data streams simultaneously
using complex computer simulation models due to internal constraints, such as mass
balance and structural error. They argued that calibration schemes tend to find an optimum
set of parameter values that corrects for error in the more data-rich output at the cost of
larger errors or overly narrow confidence intervals in data-poor streams. In this study,
though an unbalanced dataset of LAI and NDVI was used, APSIM performed reasonably
well in simulating both outputs and, overall, no trade-off was found between NDVI and
LAI predictions (e.g., Site 79924).

No significant correlation was found between maximum a posteriori of optimized
parameters and different soil or weather variables across all training sites suggesting that
the estimated site effect is potentially also reflecting a confounding G X E effect and not
just an environmental ('E’) effect. However, in order to untangle this confounding G x E
interaction, more replications are needed for the cultivars used in the training sites. In a
similar study, ref. [17] calibrated the the Simplified Photosynthesis and Evapotranspiration
(SIPNET) model through HPDA across 12 temperate deciduous Ameriflux sites. They
identified a missing temperature response in respiration and photosynthesis and associated
it with a lack of thermal acclimation and adaptation in the model. The missing temperature
response was found due to large site-site variability ('E’ effect) found in parameters related
to these processes.

For within-sample model application, the global optimization approach offered the
most robust (least variability) parameter estimates and provided the most well-constrained
LAI and yield predictions. This shows the potential for global optimization in low sample
size prediction problems. Global optimization also performed substantially better than
HPDA in “out-of-sample” sites, especially when sites fell outside of the spatiotemporal
extent of the training data (Table 3).

Ref. [55] states that describing the state of knowledge for complex ecological systems
clearly and accurately is only possible when one has accounted for all sources of uncertainty.
These sources include uncertainty in model parameters, initial and boundary conditions,
and agricultural practices [12], similar to those propagated in this study. Bayesian optimiza-
tion techniques offer a systematic approach for accounting for these uncertainties [56,57]
and are often preferred over numerical methods for calibrating process-based crop models
because (1) when new data becomes available, posterior densities from previous studies
can be used as an informed prior to rapidly incorporate new information and (2) Bayesian
techniques allow for incorporating error in observational data, which, given the noisy
nature of EOs, can be essential to account for true uncertainty in model parameters [21].

The larger sample size and multi-faceted observational data provided by EOs can
potentially reduce the risk of equifinality in model calibration by constraining multiple
parameters/state variables in models simultaneously. Furthermore, recent advancements
in mapping and monitoring crop phenology [58] through EOs could be leveraged in
addition to retrieving biophysical variables, like LAI, to further increase the number of
data constraints and adjust crop phenology accordingly. Process-based crop models are
often calibrated under no-stress conditions which is impractical given the nature of EOs.
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However, as a future direction, we will work towards including additional parameters
that control water /N stress within the optimization problem. This could be particularly
important as [51] reported that water and nitrogen stress may delay phenology and leaf
appearance in maize across the U.S. Midwest.

Our proposed framework is novel among previous model calibration efforts in that it
(1) incorporates and leverages site-to-site variability in optimization, (2) employs EOs to
constrain model parameters, (3) accounts for observation uncertainty and estimates param-
eter uncertainty, and (4) follows a systematic calibration approach that could be updated as
new data becomes available for new sites. This work demonstrated a proof-of-concept for
direct application of EOs in constraining and improving yield prediction with the APSIM
model. Future works should consider upscaling this framework from 13 calibration sites
to potentially hundreds of sites with sufficient sample sizes on different crops/cultivars
to fully explore the inherent spatiotemporal variability of APSIM model parameters. Fur-
thermore, the effect of increase in the total number of data constraints and their spatial
resolution on crop yield and optimized parameters needs to be further investigated.

5. Conclusions

This study demonstrated the use of EOs for calibrating parameters in complex process-
based crop models through different optimization schemes that vary in the degree to which
information is shared across sites. A time-varying global sensitive analysis performed on
13 sites helped identify the most influential parameters controlling maize LAI prediction in
APSIM. GAMs were used as surrogate models to replicate the APSIM model behavior in
simulating LAI and NDVI given the most influential parameters. These surrogate models
were then used in three different calibration schemes including site-level, hierarchical,
and global/join optimization. Overall, all optimization schemes showed similar perfor-
mance in simulating crop yield for within-sample sites. However, global optimization
demonstrated the most constrained LAI and yield estimates, while HPDA provided the
most accurate yield estimates. For out-of-sample sites, global optimization provided both,
the most accurate and most constrained yield estimates of the three optimizations.
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Appendix A

Table A1l. List of spectral databases used in the study.

Library Type Reference
USGS v7 Measurements [59]
ICRAF-ISRIC Measurements 60]

[
Price Soil model [61]
Prosail Soil model [36]
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Table A2. List of PROSAIL parameters used along with the APSIM-maize model in the study.

Traits Type Parameter Symbol Range Unit
Canopy structure leaf area index LAI 0-8 m?/m?
leaf angle distribution function =~ ALA 0-90 °
Leaf optical chlorophyll a and b content Cap 0-120 ug/cm?
Carotenoid content Car 0-25 ug/ cm?
Anthocyanin content Can 0 tg/cm?
leaf dry matter per leaf area Cm 0.002-0.01  pg/cm?
leaf water content per leaf area Cuw 0-0.04 mg/cm?
brown pigment content Chrown 0-1 -
mesophyll structure coefficient N 1-25 -
angles solar zenith angle sza 0-80 °
viewing zenith angle vza 0-15 °
relative azimuth angle raa 0-360 °

Table A3. List of initial candidate parameters used in the global sensitivity analysis

Parameter Upper Bound Lower Bound
tt_flower_to_maturity 1100 700
tt_emerg_to_endjuv 500 200
tt_flower_to_start_grain 400 100
leaf_app_ratel 65 40
leaf_app_rate2 50 20
leaf_app_rate3 50 20
largestLeafParams1 -1 -2
largestLeafParams2 0.05 0.03
y_lai_sla_max1 55,000 45,000
y_lai_sla_max2 30,000 20,000
leaf init rate 30 15
rue 3 1.6
grain_gth_rate 11 8
initial_tpla 450 300
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Figure A1l. Within sample yield variability comparison for different optimization schemes.
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Figure A2. Difference in the posterior distribution of parameters with LAI only, and both LAI and
NDVI data constraints in HPDA.
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Figure A3. 95 % confidence interval for NDVI predictions made by the emulators across all the sites
using the optimized parameters obtained from different optimization schemes.
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Figure A4. Density plots comparing observed yield versus APSIM predicted maize yield for two
optimization schemes.
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Figure A5. Difference in the posterior distribution of parameters with LAI only and both data
constraint in HPDA.
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