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Causation by Ignorance
Lara Kirfel (ucjulki@ucl.ac.uk)

David Lagnado (d.lagnado@ucl.ac.uk)
Department of Experimental Psychology, University College London, 26 Bedford Way

London, WC1H 0AP England

Abstract

Epistemic states, what an agent knows or beliefs, play a cru-
cial role in people’s moral evaluations of the agent’s actions.
Whether and to what extent epistemic states also influence an
agent’s perceived causal contribution to an outcome remains
the subject of debate. In three experiments, we investigate
people’s causal and counterfactual judgments about ignorant
causal agents. We find that agent’s epistemic states, the con-
ditions of their ignorance as well as their epistemic actions in-
fluence how causal an agent is perceived, but also the kind of
counterfactual alternatives people consider. We take these find-
ings to indicate the crucial role of epistemic states in causal
cognition and counterfactual models of causation.
Keywords: causal judgment; counterfactual reasoning; epis-
temic states; ignorance; blame

Introduction
If Dr. Jones unknowingly prescribes her patient a drug that
causes unforeseen side effects, we will likely attenuate our
blame response in light of her ignorance about the conse-
quences of her action. But how do we judge her causal role
in this scenario? Recent studies in causal cognition find ev-
idence that epistemic states like knowledge or ignorance in-
fluence how causal people perceive an agent for the outcome
of their action (Lagnado & Channon, 2008; Lombrozo, 2010;
Hilton, McClure, & Moir, 2016). Agents lacking knowledge
(Gilbert, Tenney, Holland, & Spellman, 2015) or foreseeabil-
ity of the consequences of their actions (Lagnado & Channon,
2008) are judged to be less of a cause for these outcomes. In
causal chains, the causality of knowing agents is rated higher
than that of ignorant ones (Hilton et al., 2016; McClure,
Hilton, & Sutton, 2007; Lombrozo, 2010). If the proximal
cause is a human action, the agent is judged as more causal
if the agent was aware of the causal opportunity created by
prior events (Hilton et al., 2016). Likewise, people’s pref-
erence for abnormal actions as causes has been shown to be
mediated by the agents’ knowledge states (Kirfel & Lagnado,
2021; Samland & Waldmann, 2016).

Why do epistemic states matter for causal assessments?
Given the essential role of mental states for moral judgments,
epistemic influences on causal attributions have been argued
to be influenced or biased by moral evaluations (Alicke, Rose,
& Bloom, 2012; Alicke & Rose, 2012). On the other hand,
it has been suggested that the influence of epistemic states
might uncover something more fundamental about how peo-
ple judge about the causality of agents (Lombrozo, 2010).

Gilbert et al. (2015) show that the difference in people’s
causal attributions to knowing vs. ignorant agents is medi-
ated by counterfactual thinking. In their studies, they find
that in case of agents who know about the (negative) con-
sequences of their actions, participants generate more coun-
terfactuals about ways the outcome could have been different
that the actor could control. Notably, their results suggest that
the influence of epistemic states is driven by whether, and es-
pecially what counterfactuals people consider (Spellman &
Gilbert, 2014).

Counterfactual Causation and Epistemic States
According to counterfactual theories of causation, C is a
cause of E if E is counterfactually dependent on C, that is,
E would not have happened in the absence of C (Lewis,
2013; Woodward, 2007). Counterfactual dependence is as-
sessed in terms of hypothetical interventions (Woodward,
2007; Halpern, 2016; Pearl, 2009) or mental simulations
(Gerstenberg, Goodman, Lagnado, & Tenenbaum, 2020) over
causal candidate variables, often represented in form of a do-
operator that sets a certain variable to a certain value do(X =
x)) (Pearl, 2009). Halpern (2016) extends to this framework
to the evaluation of counterfactual dependence under differ-
ent “contingencies”, i.e. non-actual possible worlds in which
certain background variables are different.

Counterfactual models of causation have been shown to ac-
curately capture the structural aspects that influence people’s
causal judgments about a cause (Gerstenberg et al., 2020).
However, these theories seem to fail to account for a funda-
mental aspect in people’s causal thinking: the difference in
people’s causal judgments about knowing vs. ignorant causal
agents. In the case of social or agent causation, it is often as-
sumed that counterfactual interventions target an agent’s ac-
tion (Halpern, 2016; Gerstenberg et al., 2020), that is, testing
whether the undoing of the Doctor giving the drug leads to
a difference in the outcome, the patient’s health problems.
Such a counterfactual dependence test however is insensitive
towards the agent’s epistemic states, as it would render the
doctor a cause of the outcome, irrespective of whether the
doctor knew about the side effects of the drug, or not.

Hypotheses Drawing on previous research by Gilbert et al.
(2015), we aim to explore the question if the influence of
epistemic states on causal judgments can be accounted for by
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counterfactual theories of causal reasoning. Here, we put for-
ward the hypothesis that the intervention that people perform
in counterfactual reasoning about ignorant agents targets the
agent’s epistemic state and epistemic conditions. Rather than
assessing whether Dr Jones’ not prescribing the drug would
have made a difference to the outcome, intuitively we might
want to change her epistemic state from ignorance to knowl-
edge first, or even think about potential ways in which she
could have acquired the relevant knowledge. In three experi-
ments, we aim to test whether people’s causal judgments are
sensitive not only to the agent’s epistemic state, but also to the
agent’s “epistemic actions”, i.e. their knowledge-seeking be-
haviour. Crucially, we hypothesise that these epistemic con-
ditions are reflected in people’s counterfactual thinking.

1. Hypothesis 1

(a) Causal Judgment: Ignorant agents are judged as less
causal than knowing agents.

(b) Counterfactual Reasoning: If the causal agent is igno-
rant, people intervene on epistemic states, rather than on
causal actions.

2. Hypothesis 2

(a) Causal Judgment Ignorant agents who could have
changed their epistemic states are judged more causal
than those who could not.

(b) Counterfactual Reasoning If the causal agent is igno-
rant, people intervene on the agent’s epistemic actions,
rather than on causal actions.

Hypothesis 1 aims to test more generally whether people
intervene on an epistemic states. Comparing a knowledge-
able vs. an ignorant causal agent, we predict that the latter
is judged less causal, and that counterfactual reasoning will
target the agent’s epistemic state (Experiment 1: Knowledge-
able vs. Ignorant Agents). Hypotheses 2 makes predictions
for cases in which a causal agent is ignorant, but could —
by their own epistemic actions — have changed their state of
ignorance and acquired knowledge. We will test Hypothesis
2 for two different cases of epistemic action conditions. In
the most basic case, an agent is ignorant and either could or
could not have acquired knowledge by their own actions (Ex-
periment 2: Externally vs. Self-Caused Ignorance). In such a
case, we predict that the agent who could have changed their
epistemic state will be judged as more causal, and that people
will intervene on this’ agent’s epistemic (non-)action. Finally,
we turn back to the idea that counterfactual dependence is
assessed under different contingencies (Experiment 3: Epis-
temic Actions under Different Contingencies). We predict that
an agent whose epistemic action did not lead them to acquire
knowledge in the actual world, but would have led them to
acquire knowledge under different circumstances, is judged
less causal than one who would remain ignorant in both ac-
tual and possible world.

Experiment 1
In Experiment 1, we aimed to investigate people’s causal
judgment and counterfactual reasoning about an agent who
knows vs. does not know the consequences of their action.

Participants and Design
We recruited 145 participants on Amazon Mechanical Turk.
23 participants were excluded for failing one or more of
the four comprehension check questions, and one participant
was excluded for providing a non-sensical counterfactual re-
sponse (see below, leaving a final sample size of N = 121
(Mage = 38.42, SDage = 11.15, Nfemale = 40). We adopted a
2 knowledge (knowledge vs. no knowledge) × 3 scenario
(“hospital” vs. “garden” vs. “bakery”) design. The ‘Knowl-
edge’ condition was manipulated as within-participants con-
trast in order to allow for the contrastive nature of counter-
factual reasoning (Schaffer, 2005; McGill & Klein, 1993).
‘Scenario’ was manipulated between participants.

Materials and Procedure
Participants read both the ‘knowledge’ as well as the ‘no
knowledge’ condition of one of the three scenarios (“hos-
pital”, “garden”, “bakery”) in randomised order. All three
scenarios follow the same content structure: As part of their
work, an agent usually applies a certain a product (“medical
drug”, “fertilizer”, “baking flour”). A newly acquired product
is of the same quality, but has potentially harmful properties
or consequences.

(Vignette “Hospital”)
“Dr Jones works as doctor in a local hospital. Dr Jones
often administers her patients the blood-thinning drug
“Heparine” in order to prevent thrombosis and blood
clots. Normally, blood-thinning drugs do not cause any
side effects with certain blood types.

The hospital has recently started to order an additional
blood-thinning drug, ‘Afibo’, that is cheaper than ‘Hep-
arine’. ‘Afibo’ is as effective as ‘Heparine’, but has one
side effect. It causes mild leg cramps in patients with
blood type ‘AB-positive’. ”

In dependence on the ‘knowledge’ condition, the middle part
of the vignette manipulated whether the agent possesses rele-
vant knowledge about the harmful properties of the item.

Knowledge / No Knowledge “Although [Because] the
drug ‘Afibo’ has only recently been ordered, Dr Jones
knows [does not know] that this drug causes mild leg
cramps in patients with blood type ‘B-negative’. ”

After reading the first part of the vignette, participants had
to answer two comprehension check questions. Participants
then proceeded to the last part of the vignette. The final part
of the vignette described the agent’s (knowing or unwitting)
use of the item, resulting in harmful consequences.
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Causal Question After the final part of the vignette, par-
ticipants had to answer a causal rating question, and gener-
ate a counterfactual alternative in an open-text response. The
causal rating question asked participants to what extent they
agree with the statement “Dr Jones [agent] caused the pa-
tient’s leg cramps [outcome]” on a 7-point Likert scales (1-
‘strongly disagree’, 7-‘strongly agree’).

Counterfactual Question In order to probe counterfactual
thoughts, participants were instructed to write down what
could have gone differently so that the patient would not have
suffered mild leg cramps in a free text response (“If , the
patient would not have suffered leg cramps [effect absent]”).
This open-text counterfactual question allowed us to elicit the
individual point of intervention in people’s imagined alterna-
tive scenarios. Based on participants’ written responses, we
developed a four-part coding rubric. The first category “Ac-
tion” (N = 112) covered all responses that described a change
of just the agent’s action that led to the outcome, i.e. the use
of the item that caused the outcome (fertilizer/drug/baking
flour) (e.g. “If Dr Smith had not administered Corus to the
patient”). The second category “Epistemic state” (N = 75)
covered all responses that described a change in the agent’s
epistemic states (e.g. “If Dr. Jones had known about the side
effects of Afibo...”, unspecified how / caused by the agent /
caused by others). Remaining answers did not show a spe-
cific theme, so we clustered the answers around two broad
categories. The third category included any changes related to
the causal agent, “Agent-related“ (N = 30) (additional action
/ prior action / character trait). The fourth category “Envi-
ronment” (N = 25) included all kinds of changes that did not
relate to the agent (change in environment / modifications in
the properties of the item used, etc.). Participants’ responses
were coded by the first author and a researcher assistant. In-
consistent codes were resolved by discussion.

Results

A likelihood ratio test indicated that a model including
knowledge provided a better fit for the people’s causal rat-
ings than a model without it, χ2(1) = 92.5; p < .001. People’s
causal ratings decreased (b = -2.03, SE = .35, t = -5.87) when
the agent was ignorant (M =3.96, SD = 2.20, 95% CI [3.57,
4.35]) compared to a knowing agent (M =6.22, SD = 1.30
95%, CI [5.99, 6.46]) (see Figure 1). Adding scenario (χ2(2)
= 2.66; p = .27) and an interaction with knowledge (χ2(2)
= 5.37; p = .07) did not provide a significantly better fit to
the data. A multinomial logistic regression was performed
to model the relationship between the knowledge condition
and the type of counterfactual response (“action”, “epistemic
state”, “agent-related”, “environment”), with “environment”
as reference category. Addition of the knowledge predictor
to a model that contained only the intercept significantly im-
proved the fit between model and data, χ2(3) = 121.49; p <
.001, R2= .21. When the agent’s epistemic state changes from
knowledge to ignorance, people are less likely to imagine a
counterfactual change that concerns the agent’s action (b = -

Figure 1: Experiment 1 Causal Ratings. Big dots are group means ,
error bars depict 95% Confidence Intervals. Coloured backgrounds
represent the probability distribution of the data, small dots are indi-
vidual participants’ judgments.

1.46, OR = .23, SE = .46, z = 3.16, p < .001), more likely to
imagine a change in the agent’s epistemic state (b = 2.77, OR
= 16.00, SE = .72, z = 3.86, p < .001) and less likely to indi-
cate an agent-related change (b = -2.01, OR = .13, SE = .64, z
= -3.16, p < .01), compared to a change in the environment.
(see Figure 2).

Figure 2: Experiment 1: Counterfactual responses

Discussion
The first experiment replicated previous findings demonstrat-
ing the influence of agentic epistemic states on people’s
causal attributions (Lagnado & Channon, 2008; Lombrozo,
2010; Gilbert et al., 2015). Ignorant agents are perceived as
less causal than knowledgeable agents. At the same time,
the agent’s epistemic state also shifts the focus of an imag-
ined counterfactual change in the actual scenario. In case of
ignorance, people are less likely to refer to a change in the
agent’s causal action, but prefer to imagine a change in the
agent’s knowledge state. In the scenarios of Experiment 1,
the reasons for the agent’s ignorance about the outcome were
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underspecified. The vignette leaves open whether and to what
extent the agent could have changed their own state of igno-
rance. We were therefore interested if the conditions under
which an agent’s ignorance came about also influence how
causal the agent is perceived, as well the kind of counterfac-
tuals people imagine.

Experiment 2
In the second experiment, we aimed to assess judgments
about agents whose ignorance was either self- or externally
caused.

Participants and Design
We recruited 179 participants on Amazon Turk. 27 partici-
pants were excluded for not answering all eight comprehen-
sion check questions correctly, and two participants were ex-
cluded for providing a nonsensical counterfactual responses.
The final sample consisted of 150 participants (Mage = 37.78,
SDage = 11.67, Nfemale = 50). We adopted a 2 ignorance (self-
caused vs. externally caused) × 3 scenario (“hospital” vs.
“garden” vs “bakery”) design. ‘Ignorance’ was manipulated
within participants and ‘scenario’ was manipulated between
participants.

Material
In Experiment 2, agents were ignorant about the conse-
quences of their action in both conditions, and we manip-
ulated how their state of ignorance was brought about. In
this vignette, an e-mail that contains the relevant information
about the harmful properties of an item is sent to the agent.
In the “externally caused ignorance” condition, this e-mail is
deleted due to a technical default. In the “self-caused igno-
rance” condition, the agent does not obtain the information
because they fail to read the e-mail.

Externally caused “Dr Jones checked her inbox, but she
did not see the e-mail of the pharmacy manager because
it was erroneously marked as spam and automatically
deleted from the account.”/ Self-caused “Dr Jones read
her inbox and saw the e-mail of the pharmacy manager,
but did not read it.”

In both conditions, the scenarios ends with the agent apply-
ing the relevant item, unknowing about the harmful properties
of the item. As a result, a bad effect obtains.

Causal Rating and Counterfactual Question Causal and
Counterfactual Question were asked as in Experiment 1. We
excluded the responses from eight participants who indicated
that the agent in the “externally caused ignorance” condition
could have looked into the spam-folder and read the e-mail,
signalling a misunderstanding of the scenario. The first cate-
gory “Action” (N = 11) was used as in Experiment 1. “Direct
epistemic change” (N = 11) referred to responses that sug-
gested a direct change of the agent’s knowledge about the
item without specifying how (“If Sandra had known about
the walnuts...”). “Epistemic state change by agent action”

(N = 173) included all types of epistemic state changes of
which the agent was the primary cause (by reading the e-mail
/ by an additional information-gathering action, etc.). “Epis-
temic state change by other” (N = 92) included changes in the
agent’s epistemic that were not primarily caused by an action
of the agent themselves (by information given by a third-party
agent, by a change in the e-mail system etc.). Finally, the cat-
egory “Environment” (N = 5) included changes in the envi-
ronment or setting that did not affect the agent’s causal action
or epistemic state.

Knowledge and Blame for Ignorance In addition to
causal and counterfactual questions, participants had to in-
dicate their agreement with the statement “Dr Jones [agent]
could have known that ’Afibo’ causes leg cramps [effect]”
on a 7-point Likert scale (1-‘strongly disagree’, 7-‘strongly
agree’). This question allowed us to examine the degree to
which people perceived the agent’s ignorance as mutable. Fi-
nally, participants answered the question “How blamewor-
thy is Dr Jones [agent] for not knowing that ‘Afibo’ causes
leg cramps [effect]?” on 7-point agreement scale (1-‘Not at
all’, 7-‘Completely’). In addition to the perceived possibility
of knowledge, we also wanted to assess people’s judgments
about the agent’s blameworthiness for their ignorance.

Results
Causal and Counterfactual Question A Likelihood ratio
test indicated that type of ignorance was a significant factor in
predicting participant’s causal responses, χ2(1) = 108.54; p <
.001. People’s causal ratings decreased (b = -2.21, SE = .29, t
= -7.69) when the agent’s ignorance was caused externally (M
= 3.52, SD = 2.19, 95% CI [3.17, 3.87]) rather than by choice
(M = 5.73, SD = 1.59 95%, CI [5.48, 5.98] ) (see Figure 3).
There was no significant effect of scenario (p = .90) and no
interaction between ignorance and scenario (p = .99).

Figure 3: Experiment 2: Causal Ratings.

Addition of the ignorance predictor to a multinomial lo-
gistic regression model that contained only the intercept sig-
nificantly improved the fit for predicting counterfactual re-
sponses, χ2(3) = 146.41; p < .001, R2= .26. Changing the
epistemic condition of ignorance from self-caused to exter-
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nally caused is associated with a decrease in indicating a self-
caused epistemic change (b = -1.39, OR = .24, SE = .63, z =
-2.19, p = .03), and an increase in an externally caused epis-
temic change responses ( b = 2.93, OR = 16.00, SE = .79, z =
3.67, p < .001) (see Figure 4).

Figure 4: Experiment 2: Counterfactual responses.

Knowledge and Blame The condition under which ig-
norance came about significantly predicted people’s modal
judgement about the agent’s epistemic state, χ2(1) = 114.50; p
< .001. People’s agreed less that the agent could have known
(b = -2.64, SE = .29, t = -8.40) when the agent was ignorant
because of a technical default (M = 3.55, SD = 2.11, 95%
CI [3.20, 3.90]) compared to ignorance caused by the agent
themselves (M = 6.02, SD = 1.69 95%, CI [6.72, 5.77] ). Type
of ignorance also influences people’s judgement about the
agent’s blameworthiness for their ignorance, χ2(1) = 237.15;
p < .001 (b = -3.46, SE = .28, t = -12.15), with people assign-
ing less blame when the ignorance was externally caused (M
= 2.75, SD = 1.84, 95% CI [2.40, 3.10]) vs. self-caused (M =
6.09, SD = 1.27, 95% CI [5.84, 6.35]).

Discussion
Experiment 2 demonstrated that the epistemic condition of
ignorance influences people’s causal judgement about the
agent, their modal judgements about the agent’s epistemic
state, as well as how blameworthy the agent is considered for
their ignorance. The perceived causal and blame difference
is mirrored by the target of counterfactual change. In depen-
dence of whether the access to relevant information is pre-
vented by an external cause or the agent’s own actions, people
vary in how likely they are to imagine an epistemic state that
is brought about by the agent’s action. Notably, a substantial
proportion of people (26%) still indicated a self-caused epis-
temic change in the “externally caused ignorance” condition,
mostly by referring to alternative information-seeking actions
the agents could done. This finding suggests that people gen-
erally give weight to agentic actions when imagining how an
agent’s epistemic states could have been different. Accord-

ing to counterfactual theories of causation, causality is deter-
mined by the counterfactual dependence of the outcome on
the candidate cause in the actual world, but also under differ-
ent ‘contingencies’, e.g. when background circumstances are
different (Chockler & Halpern, 2004; Halpern, 2016; Ger-
stenberg & Lagnado, 2014). In Experiment 3, we want to
apply this idea to epistemic conditions. That is, we wanted
to test whether people take into account agents’ epistemic ac-
tions, even if these actions do not lead to the acquisition of
knowledge in the actual scenario, but would have under dif-
ferent circumstances.

Experiment 3
In our third experiment, we were interested in testing whether
people take into account an agent’s information acquisition
under actual and possible circumstances.

Participants and Design

We recruited 171 participants on Amazon Mechanical Turk.
34 participants were excluded for failing one or more of
the four comprehension check questions, and 2 participants
were excluded for providing a non-sensical counterfactual re-
sponse, leaving a final sample size of N = 133 (Mage = 38.36,
SDage = 11.38, Nfemale = 57, 1 = unidentified). We adopted a
2 ignorance (information search vs. no information search) ×
3 scenario (“hospital” vs. “garden” vs. “bakery”) design. ‘In-
formation acquisition’ was manipulated within participants
and ‘scenario’ was manipulated between participants.

Material

In the frame story of Experiment 3, an email about the rel-
evant item is (successfully) sent to the agent. However, in
this e-mail, the crucial information about the harmful prop-
erty of the item is missing. We then varied whether the
agent read (“information-seeking”) or did not read the e-mail
(“not information-seeking”). As before in Experiment in 2,
in both conditions the agent unwittingly applies the harmful
item with negative consequences.

Rating Questions & Counterfactual Question Causal
Ratings, Counterfactual Question as well as Knowledge and
Blame Ratings were asked as in Experiment 2. We excluded
those counterfactual categories from the analyses that had less
than 5% of participants’ responses across both “information-
seeking” conditions. “Epistemic state” (N = 17) included all
responses that stated an epistemic change without indicating
how, “... by info” (N = 90) referred to responses indicating
the presence of the relevant information in the e-mail and “by
info + reading e-mail” (N = 44) added the action of reading
the e-mail to the response. The category “by additional ac-
tion of agent” (N = 61) referred to responses indicating the
agent acquiring knowledge by additional means, and “... by
someone else” (N = 24) encompassed all responses that in-
dicated an epistemic state change induced in the agent by a
third-party agent.
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Forward-looking causal judgments In order to investigate
whether people’s causal judgments about the actual scenario
reflect their causal considerations under different contingen-
cies, we included a follow-up scenario. Participants were
prompted to imagine a future scenario in which there is a
new pain killer “Innohep” (bakery: flour brand, garden: weed
killer) in hospitals. However, this pain killer causes nausea in
patients who take beta-blockers. As usual, an e-mail has been
sent out to all doctors that introduces the new pain killer, but
this time the e-mail includes the information that this pain
killer causes nausea in patients taking beta-blockers. Par-
ticipants were then asked to estimate the likelihood that the
agent from the “information-seeking” and the agent “non-
information seeking” would read that e-mail in this future
scenario: “How likely is it that Dr Jones [Dr Smith] would
check the e-mail of the pharmacy manager about ‘Innohep’?”
(0 - “Extremely unlikely”; 100 - “Extremely likely”). In ad-
dition, they were asked about the likelihood of a bad out-
come given that either agent would be in charge of a patient
with the sensitive condition: “How likely is it that a patient
who takes beta-blockers would suffer from nausea if Dr Jones
were treating this patient [Dr Smith were treating this pa-
tient]” (0 - “Extremely unlikely”; 100 - “Extremely likely”).
The responses to these questions serve as a proxy for peo-
ple’s forward simulation of the agents’ future causality based
on their prior epistemic actions.

Results
Causal and Counterfactual Question The “information
seeking” factor was a significant predictor for participants’
causal responses, χ2(1) = 41.33; p < .001. People judged the
agent to be less of a cause (b = -.71, SE = .22, t = -3.29) when
the agent read the e-mail with the missing information (M =
3.07, SD = 2.22, 95% CI [2.69, 3.45]) than if they did not (M
=3.96, SD = 2.14, 95%, CI [3.6, 4.3] ) (see Figure 5). The

Figure 5: Experiment 3: Causal Ratings.

information acquisition condition also significantly predicted
people’s counterfactual responses χ2(4) = 140.73; p < .001,
R2= .21. When the agent did not read the e-mail, people were
less likely to indicate a change that consisted in the addition

of just the missing information in the e-mail (b = -2.59, OR =
.07, SE = .63, z = -4.14, p < .001), compared to a change in
just the epistemic state (see Figure 6).

Figure 6: Experiment 3: Counterfactual Responses.

Knowledge and Blame Rating Information-seeking be-
haviour significantly predicted modal judgments about the
agent’s epistemic state χ2(1) = 14.08; p < .001, as well as
blameworthiness for ignorance χ2(1) = 55.56; p < .001. The
agent who did not read the e-mail containing missing infor-
mation was judged to could have known about the relevant
information to a slightly greater extent (M = 3.42, SD = 2.24,
95% CI [3.05, 3.78]) and to blame slightly more for their ig-
norance (M = 3.47, SD = 2.13, 95% CI [3.10, 3.84]) than the
information-seeking agent (“Could have known”: M = 2.90,
SD = 2.24, 95% CI [2.53, 3.29]; “Blame”: M = 2.43, SD =
2.04, 95% CI [2.05, 2.81]).

Figure 7: Experiment 3: Likelihood of agent reading a e-mail (X-
Axis) and likelihood of future outcome (Y-Axis), grouped by previ-
ous epistemic action (reading vs. not reading e-mail).

Forward looking causation The likelihood of a bad out-
come in a future scenario was predicted by the likelihood of
the agent’s information acquisition χ2(1) = 38.05; p < .001
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as well as an interaction between the e-mail reading condition
and the likelihood of information acquisition χ2(1) = 4.16; p
= .041. Likelihood of outcome was negatively predicted by
likelihood of information acquisition when the agent had read
the e-mail (b = -.66, SE = .16, t = -4.18), and to a weaker ex-
tent when the agent hadn’t read the e-mail (b = -.32, SE = .07,
t = -4.30) (see Figure 7).

Discussion
Experiment 3 showed that an agent who unsuccessfully at-
tempts to acquire knowledge is still seen as less causal for the
unforeseen outcome of their action than an agent who does
not attempt to do so, even if the attempt would be have been
equally unsuccessful. We also found this difference in peo-
ple’s judgments about blame as well as their judgments about
whether the agent could have known about the outcome. The
fact that information-seeking is taken into account for the per-
ceived causal strength of the agent likely results from people
integrating alternative scenarios with different circumstances
into their counterfactual thinking. In a world in which the e-
mail had contained the relevant information, the agent who
read the e-mail would have found out about the negative out-
come, and the outcome would potentially not have occurred.
People’s forward-looking causal judgments in the follow-up
scenario supported this.

General Discussion
In three studies, we have investigated people’s causal and
counterfactual reasoning about ignorant agents. We have
shown that people judge an agent as less causal if i) they
are ignorant vs. knowledgeable about their action conse-
quences, ii) their ignorance was externally vs. self-caused and
iii) their epistemic action in the actual scenario would have
made a difference to their epistemic state under different cir-
cumstances. Crucially, these differences in causal judgments
were mirrored in respective responses about counterfactual
changes in agents’ epistemic states or epistemic actions. Our
results support the idea that people use a causal model that
includes different levels of epistemic states and epistemic ac-
tions, and that people use counterfactuals over these models
to assign causality to agents. Likewise, our results show that
our manipulations also affected judgments about blame for
ignorance. Causal judgments therefore could have been af-
fected by how blameworthy people judged the agent for their
ignorance, and in consequence by their judgements of blame
for the unforeseen outcome (Alicke & Rose, 2012). While
further research is needed to address the exact relationship
between cause, blame and counterfactuals in these scenarios,
this study lays the basis for the fundamental role of epistemic
states in causal and counterfactual reasoning.
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